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INTELLI 2012

Foreword

The First International Conference on Intelligent Systems and Applications [INTELLI 2012], held
between April 29th and May 4th, 2012 in Chamonix / Mont Blanc, France, was an inaugural event on
advances towards fundamental, as well as practical and experimental aspects of intelligent and
applications.

The information surrounding us is not only overwhelming but also subject to limitations of
systems and applications, including specialized devices. The diversity of systems and the spectrum of
situations make it almost impossible for an end-user to handle the complexity of the challenges.
Embedding intelligence in systems and applications seems to be a reasonable way to move some
complex tasks form user duty. However, this approach requires fundamental changes in designing the
systems and applications, in designing their interfaces and requires using specific cognitive and
collaborative mechanisms. Intelligence became a key paradigm and its specific use takes various forms
according to the technology or the domain a system or an application belongs to.

We take here the opportunity to warmly thank all the members of the INTELLI 2012 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to INTELLI 2012. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the INTELLI 2012 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that INTELLI 2012 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of intelligent
systems and applications.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed their stay in the French Alps.

INTELLI Advisory Committee:

Pascal Lorenz, University of Haute Alsace, France
Petre Dini, Concordia University, Canada / China Space Agency Center, China
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Swedish Speech Recognition Using Linear Time
Normalization and Feature Selection Optimization

Mattias Wahde
Chalmers University of Technology
Department of Applied Mechanics

Göteborg, Sweden
Email: mattias.wahde@chalmers.se

Abstract—A system for Swedish isolated word recognition has
been developed, intended for use in an intelligent news reader
agent for elderly care. The system uses linear time normalization
of feature time series, as well as optimization (with a genetic
algorithm) of both feature selection and feature weighting. The
optimization of feature selection results in a potentiallyimportant
decrease in the time needed to recognize a spoken word, while
maintaining speech recognition performance.

Keywords-Speech recognition; optimization; linear time normal-
ization

I. I NTRODUCTION

The increase in the fraction of elderly people, relative to the
working population, is a strong demographical trend at present:
One recent estimate expects the fraction of elderly people (65+
years old) in the European Union to increase from around 17%
in 2010 to 30% in 2060 [1]. Furthermore, the fraction of people
above the age of 80 is expected to increase from around 5%
to 12%, over the same time span.

In the near future, it is therefore likely that a variety of
technological tools, such as assistive or partner robots [2], as
well as intelligent homes [3], will come to play an important
role in elderly care. Indeed, some prototypes already exist,
such as the therapeutic seal robot Paro [4] and the assistive
robot Kompai [5]. An increased role of such tools is probable
for several reasons. For example, the (relative) decrease in the
size of the working population, combined with the increase
in the size of the elderly population, is likely to cause staff
shortages in elderly care. Furthermore, as a quality-of-life
issue, many elderly people prefer to live in their own home
(rather than in, say, a nursing home) for as long as possible [2],
something that can be facilitated using technological tools that,
for example, can monitor medicine intakes, alert relativesor
healthcare workers in case of injuries etc.

In order for such technological tools to be applicable in
meaningful interactions with elderly people, they will need to
be equipped with intuitive user interfaces, as one cannot expect
their users to be familiar with computers, let alone robots.In
addition, robots and agents must, of course, be able to interact
in their users’ language, which might not be one of the major
languages, such as English, Japanese, or Chinese. For these
reasons, the Adaptive systems research group at Chalmers
University of Technology, in Göteborg, Sweden, has recently
started a project (that will be described in detail elsewhere) to

develop both intelligent software agents and a partner robot
intended for use in elderly care in Sweden.

This paper will consider one particular aspect of that project,
namely speech recognition (in Swedish) for an intelligent
news reader agent that can access online news based on
the user’s commands. Speech recognition (henceforth: SR) is
less developed (than in English) in languages spoken either
by rather few people [6] or in emerging countries; see, for
example, [7]. In fact, much of the SR-related robotics research
is focused on English, since it is spoken by almost all
researchers, regardless of nationality, but perhaps not byall
people in the general population, and certainly not all elderly
people. Hence, improvement of SR systems is an important
step towards the development of technological tools for elderly
care in countries where English (or any other major language)
is not the first language.

Of course, the problems and issues encountered when
developing an SR system are similar, regardless of the lan-
guage considered. In general, two main forms of SR can be
distinguished, namely (i) isolated word recognition (IWR), and
(ii) continuous speech recognition (CSR) [8]. Over the years,
SR has been approached using many different techniques,
in particular dynamic time warping (DTW) (see, e.g., [8],
Chapter 4) which involves a classification method based on
comparison of time series of different length, and hidden
Markov models (HMMs) (see, e.g., [8], Chapter 6) that, effec-
tively, constitute a stochastic (probabilistic) extension of DTW.
The HMM approach currently dominates SR research, and
most of the state-of-the-art SR systems employ this method.
However, deterministic approaches (such as DTW) are also
useful, particularly in command-style SR systems focusingon
IWR with a rather limited vocabulary [9]. DTW attempts to
find the optimal alignment between time series (containing,for
example, features extracted from sound data) while, simulta-
neously, computing a distance measure between the two series.
Thus, comparing the feature time series extracted from a given
utterance to feature time series stored for template sounds, one
can, based on the minimum distance found, determine which
word was spoken. Even though DTW is frequently applied in
deterministic SR systems, some recent work, further discussed
in Section IV, has indicated that DTW does not, in fact,
necessarily improve performance when matching time series
of different length.

1Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-224-0
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Thus, in this paper, a simpler approach (for Swedish SR)
will be evaluated, in which sound features are first com-
puted from partially time-overlapping frames extracted from
a spoken word. The time series thus obtained are normalized
to unit length, and are then resampled at equidistant (rela-
tive) times, making direct comparisons between different time
series (obtained from different utterances) possible, without
DTW. Several time series are generated for each sound,
corresponding to different sound features, and the weighted
Euclidean distance between the features from the reference
sounds (recordeda priori) and the currently spoken word
is then used as a measure of dissimilarity. Furthermore, the
selectionand weighting of the features used for SR have been
optimized using a genetic algorithm (henceforth: GA).

The structure of the paper is as follows: The method is
described in Section II. The results are given in Section IIIand
are discussed in Section IV. The conclusions are presented in
Section V.

II. M ETHOD

The SR method used here, which has been implemented
in C# .NET, consists of four main parts: First, sounds are
preprocessed and divided into short sound frames, using a
fairly standard procedure. Next, features are extracted from
the sound frames. Then, in SR, the features obtained are
compared to features extracted from template words, in order
to determine which word was spoken. The final part involves
optimization of feature selection and feature weighting.

A. Sound preprocessing

The first preprocessing step is to subtract the mean from the
sound samples (which, for 16-bit sounds, range from−32768
to 32767), i.e., removing any static (DC) components from the
sound. The next step is to extract the word, assuming that a
single word was spoken. This is done by first moving forward
along the sound samples, starting from theµth sample, and
forming a moving average involving (the modulus of)µ sound
samples. Once this moving average exceeds a thresholdtp,
the corresponding sample, with indexks, is taken as the start
of the word. The procedure is then repeated, starting with
sampleν−µ+1, whereν is the number of recorded samples,
forming the moving average as just described, and then moving
backward, towards lower indices. When a sample (with index
ke) is found for which the moving average exceedstp, the end
point has been found. The sound containing theke−ks+1 ≡ m
samples is then extracted and is henceforth referred to as a
word. The word is then pre-emphasized. In the time domain,
the pre-emphasis filter takes the form

sk ← sk − csk−1, (1)

wheresk denotes thekth sample andc is a parameter with a
typical value slightly below 1. As is evident from this equation,
low frequencies (for whichsk is not very different fromsk−1)
are de-emphasized, whereas high frequencies are emphasized,
improving the signal-to-noise ratio.

The next step is to divide the word into short snippets,
a procedure referred to asframe blocking. Here, snippets of
durationτ are extracted, with consecutive snippets shifted by
δτ . Note thatδτ is typically smaller thanτ , so that adjacent
frames partially overlap. Once the frames have been generated,
each frame is subjected towindowing, a procedure aimed
at reducing discontinuities at the beginning and end of each
frame. Thus, for each frame, then samples are modified as

sk ← skvk, (2)

where the (Hamming) windowing function takes the form

vk = (1− α) − α cos
2πk

n
, (3)

whereα is yet another parameter.

B. Feature extraction

Once the word has been preprocessed as described above,
resulting in a set of frames, sound features are computed
for each frame. Here, the sound features used have been
(i) the autocorrelation coefficients, (ii) the linear predictive
coding (LPC) coefficients, (iii) the cepstral coefficients,and
(iv) the relative number of zero crossings. The autocorrelation
coefficients are defined as

ai =

n−i
∑

k=1

(sk − s)(sk+i − s)

σ2
, (4)

wheres is the average of the samples andσ2 is their variance.
The number of extracted autocorrelation coefficients (i.e., the
number of values ofi used, starting fromi = 1) is referred to
as the autocorrelation order.

The LPC and cepstral coefficients [10], which both are
representations of the spectral envelope of a sound frame,
have been used frequently in speech recognition [8]. The LPC
coefficientsli provide the best possible linear approximation
of the sound, i.e., an approximation (ŝk) of samplesk

ŝk =

p
∑

i=1

lisk−i, (5)

for which the errorsk − ŝk is minimal in the least square
sense, wherep is the LPC order, i.e., the number of extracted
LPC coefficients.

Provided that the sound frame is quasi-stationary, which is
often (almost) the case if the frame duration is set to a suitable
value, the LPC coefficients provide an accurate compressed
representation of the sound frame. The LPC coefficients can
be derived efficiently from the autocorrelation coefficients, a
procedure that will not be detailed here (see, for example, [8]).
Once the LPC coefficients have been obtained, one can also
compute the cepstral coefficients. These coefficients can be
derived from the LPC coefficients using (non-linear) recursion.
The detailed procedure can be found in [11]. The number
of cepstral coefficients extracted is referred to as the cepstral
order. Finally, the number of zero crossingsnzc is computed as
the number of samples such that either the productsksk−1 < 0
or sksk−2 < 0 (if sk−1 = 0). Then, therelative number of

2Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-224-0
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Fig. 1. An illustration of the averaging procedure (for a single feature,
namely the first LPC coefficient, denoted LPC1) used when generating the
template time series for a given word. Panel (a) shows one instance of the
Swedish wordnästa(meaning next). Panel (b) shows the original LPC1 time
series obtained from five instances of the wordnästa. As can be seen, the
duration of the words, and therefore the number of feature points, varies a bit
between instances. In panel (c), the time axes (for 10 instances of the word
nästa) have been normalized, and the resulting series have been resampled,
generating (in this case) 40 samples for each series, from which the average
LPC1 time series, shown in panel (c), can be generated. This panel also shows
the standard deviation (over the ten instances) for each sample.

zero crossingsis formed by dividingnzc by the number of
samples (n) in the frame. With the procedure just described,
several feature time series (with one set of features for each
frame) are obtained for each word.

C. Speech recognition

Here, the SR (or, rather, word recognition) is based on a
direct comparison between (a) feature time series stored for
template words and (b) feature time series obtained from the
spoken word. Thus, when generating the speech recognizer,
a set of recorded template words is used. For each of the
nw words that the recognizer is supposed to cope with,ni in-
stances are recorded. The word instances are then preprocessed
and feature time series are extracted, as described above.

Now, in order to generate a template time series for a
given word, an average should be formed over the time series
obtained for theni instances of the word in question. However,
with a constant frame duration (τ ) and a constant frame shift
(∆τ ), the number of frames and, therefore, the number of
elements in the time series, will depend on the duration of
the spoken word instance. Thus, before forming the average,
rather than using DTW to align the series, the time axes of
all feature time series (for each instance) are simply linearly
normalized to the range[0, 1] and the resulting series are then
re-sampled at equidistant (relative) times, resulting in an equal
number of feature values for each feature time series and for
each instance. Next, averages are formed over theni instances,
which is straightforward since, after time normalization and

re-sampling, all feature time series contain the same number
of equidistant points. The average time series (one for each
feature) are then stored in the speech recognizer. The process
is repeated until allnw words have been processed. The
procedure is illustrated in Figure 1. For clarity, only five
instances have been visualized in the middle panel, but the
bottom panel is based on ten instances.

During speech recognition, the word to be recognized is sub-
jected to the three steps of preprocessing, feature extraction,
and resampling described above. LetFijk denote thekth point
of the jth feature of stored wordi (in the speech recognizer),
and letϕjk denote thekth point of thejth feature of the word
to be recognized. The distance measuredi is then computed
as

di =
1

nuns

nf
∑

j=1

wj

ns
∑

k=1

[κjk (Fijk − ϕjk)]
2
. (6)

wherewj ≥ 0 are feature weights. The inner sum (k) covers
the number of time series points, or samples, (denotedns) for
each feature. The outer sum runs over the number of features
(nf ). nu is the number of features for whichwj is different
from 0. Thus, ifwj > 0 ∀j, nu is equal tonf . However, as
shown below, faster SR performance can be obtained if some
weights are set to 0. Theκjk are scale factors (see below) that,
in the basic distance measure (BDM), all take the value 1.

This distance measure is formed for each of thenw stored
words, and the indexir of the word suggested by the speech
recognizer is taken as

ir = argminidi, (7)

if dir is smaller than a thresholdT . If not, the speech
recognizer does not suggest any word. In order to simplify the
comparison of results obtained in different runs, the threshold
T was set to 1 for all runs. Note that, since the weightswj are
allowed to vary freely, in a wide range, it implies no restriction
to set the threshold to a fixed value.

If the κjk are all equal to 1, all points alonga given feature
are weighted equally. However, as is evident from the bottom
panel in Figure 1, the standard deviation (over the 10 different
instances used when forming the average feature values) varies
along the feature time series. For example, in that figure,
one can see that feature points near the (normalized) time
coordinate of around 0.20 have rather large standard deviation,
whereas features points at time 0.60 have small standard
deviation. One may thus argue that the latter points would
perhaps be more useful in detecting the uttered word than
feature points with larger standard deviation. Thus, a modified
distance measure can be defined, henceforth referred to as the
standard deviation scaling(SDS) distance measure1, in which
the κjk depend on the standard deviation for each feature

1Note that the approach introduced here is different from themean-variance
normalization (MVN) method [12] used in some SR systems. In MVN,
the feature values are normalized using their estimated mean and variance
over a sliding window. By contrast, in the approach considered here, the
variance values over several stored instances are used for determining the
κjk parameters.
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point, from the stored words. For the SDS distance measure,
the factorsκjk are computed by first determining the values
cjk as

cjk =
1

1 +
σjk

|Φj |

(8)

whereσjk is the standard deviation of feature pointk along
the time series for featurej, and|Φj | is a normalization factor
computed as the average modulus of the feature values along
the series in question. The normalization factor is needed since
different features have very different ranges. The modulusis
introduced since many features have an average value near
zero. Once thecjk have been found, theκjk are computed as

κjk = ns

cjk
∑ns

k=1 cjk

. (9)

This slightly cumbersome procedure guarantees that the sum
(over k) of κjk equals ns, making comparisons possible
between runs that use the BDM (allκjk equal to 1) and runs
that use the SDS distance measure.

D. optimization

Clearly, the distance measure depends on the weightswj

assigned for the different features. The simple choice of setting
all weights to 1 is by no means optimal, since some features
are more discriminative than others. Thus, an optimization
procedure has been applied, during which the feature weights
were optimized (for maximum SR performance). Note that the
optimization did not involve the preprocessing, feature extrac-
tion, and resampling steps that, for a given word database,
could thus be carried out once and for all.

For the purpose of optimization, a fairly standard GA [13]
has been used, in which the feature weights are encoded in
chromosomes (strings of floating-point numbers), and where
the formation of new chromosomes takes place using stan-
dard tournament selection, single-point crossover, and creep
mutations.

Three data sets were used in the GA runs: A training set,
a validation set, and a test set. The results obtained over the
training set were used as feedback to the GA, whereas the
results obtained for the validation set, which were not provided
to the GA, were used for determining when to stop the run
in order to avoid overfitting. Once a run had been completed,
the results obtained over the previously unused test set were
taken as the true performance of the speech recognizer.

During the GA runs, the fitnessΓ of an individual, i.e.,
a speech recognizer (with weights decoded from a chromo-
some), was computed as

Γ =

ntr
∑

j=1

γj , (10)

where the sum runs over allntr words in the training data set
andγj is defined as

γj =







1 + a(T − d) for correct identification,
−b− a(T − d) for incorrect identification,

a(T − d) if no word was recognized,
(11)

TABLE I
THE PARAMETERS USED IN THE SPEECH RECOGNIZER.

Parameter Value
Sound extraction threshold (tp) 300
Sound extraction moving average length (µ) 10
Pre-emphasis parameter (c) 0.9373
Frame duration (τ ) 0.030 (s)
Frame shift (∆τ ) 0.010 (s)
Hamming window parameter (α) 0.46
Autocorrelation order 8
LPC order 8
Cepstral order 12
Number of samples per feature (ns) 40

whered is the distance obtained for the word suggested by the
speech recognizer, i.e., the distancedi corresponding to index
ir in Equation (7).a andb are parameters, here set to 0.05 (a)
and 0.50 (b). Thus, ifd ≤ T , a contribution (γj) slightly larger
than 1 is given if the word was correctly identified, whereas a
negative contribution is given if the wrong word was identified.
Finally, if no word was recognized (d > T ), a small negative
contribution is given. With this fitness measure, the GA will
attempt to find weights (see Equation (6)) that maximize the
fraction of correctly identified words, as the prime objective,
and also maximize the quantityT − d for those words, as
the second objective. Ideally, of course,T − d should be as
large as possible (for correctly identified words) since therisk
of misidentification is then reduced for other instances of the
word in question.

In some runs, described in Section III below, an effort was
made to minimize the number of features used, by setting some
weights to zero. In that case, the fitnessΓ was multiplied by
a penalty factorp defined as

p = 1− ε
nu

nf

, (12)

whereε� 1 is a positive constant. With this modification, the
optimization procedure will favor speech recognizers using as
few weights (and, therefore, features) as possible.

III. R ESULTS

The three data sets (training, validation, and test) each
contained 10 instances of 10 different words, i.e., a total of 100
sounds in each set. As the intended application is an interactive
system for accessing online news (which will then be read by
the agent or robot, typically as an aid to a visually impaired
elderly person), the (minimal) vocabulary consisted of theten
Swedish wordsja (yes)nej (no), läs(read),åter (return),nästa
(next), avsluta (cancel or finish),inrikes (domestic (news)),
utrikes (international),ekonomi(economy), andsport (sport,
same as in English, but with different pronunciation). All
sounds were sampled at 16 kHz.

After extensive testing, involving (short) GA runs for each
parameter setting, the parameters used for preprocessing,fea-
ture extraction, and resampling were chosen as in Table I. As
can be seen from the table, the total number of feature time
series (for each word) was equal tonf = 8+8+12+1 = 29,
including also the relative number of zero crossings.
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TABLE II
OPTIMIZATION RESULTS: COLUMN 1 INDICATES THE RECOGNIZER TYPE,
WHICH IS DETERMINED BY THE PARAMETERS SHOWN INCOLUMNS 2 AND

3. DM = DISTANCE MEASURE, BDM = BASIC DISTANCE MEASURE, SDS
= STANDARD DEVIATION SCALING . COLUMNS 4 TO 6 SHOW THE

FRACTION OF CORRECTLY RECOGNIZED WORDS FOR THE TRAINING,
VALIDATION , AND TEST SETS, RESPECTIVELY. COLUMN 7 SHOWS THE
AVERAGE DISTANCE VALUE (SEEEQUATION (6)) FOR THE CORRECTLY

CLASSIFIED WORDS IN THE TEST SET.

Type nu DM Training Validation Test dmin

1 29 (all) BDM 1.00 0.99 0.99 0.3209
2 5 BDM 1.00 1.00 0.98 0.1466
3 29 (all) SDS 0.98 0.91 0.91 —
4 8 SDS 0.98 0.93 0.93 —

Next, several long GA runs were carried out. The population
size was set to 30, the tournament selection parameter to 0.75,
the crossover probability to 0.80, and the mutation probability
to 1/np, wherenp is the number of optimizable parameters
(i.e., the weightswj ). In runs using the fitness measure from
Equation (10), the weightswj took values in the range[0, 5]. In
runs using the fitness measure from Equation (12), the weight
range was the same but, in addition, weights could be set to
zero (exactly) with a probability of around 0.50.

The results of the best run (i.e., the run with highest
validation fitness) for each of four different speech recognizer
types are given in Table II. In runs with types 1 and 3, the
standard fitness measure (without weight penalty) was used
whereas for runs with types 2 and 4, the weight penalty was
included in the fitness measure; see Equation (12). In types
1 and 2 the BDM was used, whereas types 3 and 4 used the
SDS distance measure. Rather than the fitness values, the table
shows the (more relevant) fraction of correctly recognized
words for the training, validation, and test sets, respectively,
for the best recognizer found of each type. In the rightmost
column, the average values ofdmin ≡ dir

(i.e., the distance
measure for the recognized word) are shown for the correctly
classified words for types 1 and 2, but not for types 3 and 4,
since their test performance was too low for the averagedmin

values to be meaningful.
In the speech recognizer with highest validation fitness (type

2 in Table II), which reached a perfect result on the training
and validation sets, and nearly perfect performance on the
test set, the five features used were only cepstral coefficients,
namely coefficients number 3,7,8,11, and 12. Even though the
type 1 recognizer reached a slightly better result on the test
set, one can argue that the type 2 recognizer is better, sinceit
has a smaller averagedmin value.

IV. D ISCUSSION

The results in Table II show that the proposed method, with
the basic distance measure (allκjk equal to 1), works well,
and that some weights can be set to zero, without significant
loss in performance. This is important, since the time needed
to recognize a word may be crucial if larger vocabularies are
used. The time needed for recognition consists of a part (the
feature extraction) that, for a given set of features, depends
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Fig. 2. An illustration of the fact that linear time normalization generates
similar (average) feature time series, shown in Panel (g), regardless of the
speaking speed. Panels (a)-(f) show the sound samples and the first LPC
coefficient for three utterances of the wordekonomi, using slow, standard,
and fast speaking, respectively. See the main text for a fulldescription of the
figure.

only on the number of samples in the recognized word and
a part (the computation ofdi) that is linear in the number of
stored (recognizable) words (nw). The first part is dominated
by the time needed to compute autocorrelations, but can be
somewhat reduced if only some LPC and cepstral coefficients
are needed. In the setup used here (running on a 2.67 GHz
core i7 processor) using a typical word size of around 10,000
samples, the constant part of the recognition time is around
0.0672 s, and the linear part is equal to1.11×10−4nw s, if all
weights are non-zero (type 1 in Table II) and0.224×10−4nw s
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for the best recognizer found, i.e., type 2 in Table II. Thus,
if a maximum recognition time of, say, 0.20 s is allowed for
real-time performance, the number of words that can be stored
increases from around 1,200 (for type 1) to around 5,900 (for
type 2).

The results also show that SDS had a detrimental effect on
SR performance. A likely reason for the reduced performance
is the fact that the standard deviation estimates are not very
accurate since they are based on only 10 instances. Of course,
the number of instances could be increased, but that would
make the process of generating the speech recognizer quite
time-consuming, at least for larger vocabularies than in this
example. On the other hand, using SDS is not really needed,
since the BDM reaches near-perfect performance.

As mentioned in Section I, direct comparison of time series
in SR is usually carried out using DTW rather than (linear)
time normalization followed by resampling as used here.
However, the motivation for using the DTW approach is not
very strong. First of all, Ratanamahatana and Keogh [14]
have noted that time series of different length can simply
be renormalized to equal length without loss in recognition
performance. Furthermore, Boulgouriset al. [15] concluded
that linear time normalization in factoutperformedDTW in
the context of gait identification.

Our results confirm these findings, and a clear illustration of
this fact is given in Figure 2. Here, the wordekonomi(econ-
omy) was uttered ten times slowly (average duration: 0.907
s), ten times with normal speed (average duration: 0.634 s),
and ten times quickly (average duration: 0.433 s). The top six
panels of the figure show one instance of the slow, normal,
and fast utterances, along with the corresponding originaltime
series for the first LPC coefficient (LPC1). The bottom panel
shows theaveragefeature time series over the ten instances
of slow, normal, and fast readings, respectively, after linear
time normalization and resampling. Despite the very different
reading speeds, the feature values are very similar. In fact, the
differences between the three curves are of the same order of
magnitude as the standard deviations (not shown) over the ten
instances for each curve separately. In all three cases (slow,
normal, and fast), the best speech recognizers, namely types
1 and 2 in Table II, correctly identified all ten instances.

The work presented here represents the initial development
stage of an intelligent agent with Swedish speech recognition,
and there are some obvious limitations, namely that (i) a rather
limited vocabulary was used, (ii) the sounds were recorded by
a single speaker, and (iii) the system was trained using onlythe
words in the vocabulary, i.e., no false positives were included.
However, it should be noted that even with the present training
setup, the speech recognizer can avoid incorrect detectionof
unknown words, namely in cases where the uttered word is
sufficiently different from the stored words so that the resulting
minimum distance exceeds the thresholdT . As for speaker
independence, even though the speech recognizer was trained
using a single voice, some initial tests with other speakers
showed promising results, which, however, will be followed
up as described below.

V. CONCLUSION AND FURTHER WORK

To conclude, it has been shown that linear time normal-
ization followed by feature matching provides robust speech
recognition, and that, with optimization, the recognitionspeed
can be strongly improved (especially important for large
vocabularies), by using only a subset of the available features.

Even though the size of the vocabulary used here is suffi-
cient for the application at hand (i.e., an intelligent newsreader
agent; see Section I), and the intended use is as a companion
to a single elderly person, the next step will be to increase the
size of the vocabulary and, in doing so, use words spoken by
different people. In addition, the issue of training with false
positives present will be investigated. Another obvious topic
for further work would be to extend the method in order to
handle not only IWR but CSR as well.
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Abstract— Since Lunh first used the term Business Intelligence 

(BI) in 1958, major transformations happened in the field of 

information systems and technologies, especially in the area of 

decision support systems. Nowadays, BI systems are widely 

used in organizations and their strategic importance is clearly 

recognized. The dissemination of data mining (DM) tools is 

increasing in the BI field, as well as the acknowledgement of 

the relevance of its usage in enterprise BI systems. One of the 

problems noted in the use of DM in the field of BI is related to 

the fact that DM models are, generally, too complex in order to 

be directly manipulated by business users; as opposite to other 

BI tools. The main contribution of this paper is a new DM 

language for BI conceived and implemented in the context of 

an Inductive Data Warehouse. The novelty is that this 

language is, by nature, user-friendly, iterative and interactive; 

it presents the same characteristics as the usual BI tools 

allowing business users to directly manipulate DM models and, 

allowing through this, the access to the potential value of these 
models with all the advantages that may arise. 

Keywords – Data mining; DM language; Business 

Intelligence; BI system; Inductive database; Inductive data 

warehouse;  Business user. 

I.  INTRODUCTION 

Organizations compete in environments whose 
complexity increases in a daily basis. Consequently there are 
many demands that organizations must answer in time and 
adequately in order to survive and gain competitive 
advantage in those complex environments. In this context, 
computerized Decision Support Systems (DSS), in particular 
Business Intelligence (BI) systems, play an important role in 
order to improve decision making and thus conducting 
organizations’ actions. BI systems are gaining momentum 
each day in organizations and have a fundamental role in 
these issues [1][2].  

The usage of Data Mining (DM) tools in BI is increasing. 
BI and DM, despite having roughly the same age, have 
different roots and as a consequence have significantly 
different characteristics [3][4]. DM came up from scientific 
environments, thus it is not business oriented. DM tools still 
demand heavy work in order to obtain the intended results, 
hence needing the knowledge of DM specialists to explore 
its full potential value. On the contrary, BI is rooted in 
industry and business, thus it is business oriented. As a 
result, BI tools are user-friendly and can easily be accessed 
and manipulated by business users. 

From the literature review, it is evident that the majority 
of BI tools are directly manipulated by business users, 
allowing them to explore their potential value in a more 
effective way. The reason for this is related with the fact that 
BI tools are user-friendly, iterative, interactive, business 
oriented, and oriented to business activities. DM is an 
exception [5][6]. Despite its usage in BI systems is 
increasing day by day, DM models are not directly 
manipulated by business users who depend on reports from 
DM specialists. This way, business users could be unable to 
extract the potential business value contained in DM models. 
The complexity of DM models, as opposite to other BI tools, 
has been identified as the key factor for this.  

The importance of allowing final business users to access 
and manipulate DM models comes up from the need of 
allowing business users to be more autonomous, without the 
permanent necessity to depend on the presence of a DM 
specialist. Moreover, considering that DM specialists do not 
usually have a complete knowledge of the business issues, 
making DM directly available to business users is the key 
element that allows obtaining all the potential business value 
that could be hidden in DM models. Hereby, the authors 
state that this can be done by means of a DM language 
developed, above all, to accomplish the necessities of final 
business users of BI systems.  Consequently, it is considered 
in the research hereby presented, the importance of 
developing DM languages for BI, which are oriented to 
business users and, moreover, to BI activities. 

Realizing the importance of the aspects mentioned above, 
the recognition of this reality establishes the foundations for 
this research. Accordingly, and based in the literature review, 
the research problem has been identified as: Final business 
users do not directly access and manipulate DM models and 
consequently their full potential business value could be not 
completely explored. The presented problem arises from the 
business needs existing in environments where BI systems 
include DM usage. Binding DM to final business users of BI 
systems thus inducting them into data mining models is 
considered a pertinent contribution. 

From the literature review, it is given evidence of the 
necessity to develop tools for DM that present the same 
characteristics of BI tools, namely being user-friendly, 
interactive, iterative, oriented to business users, and oriented 
to BI activities, and thus could be directly manipulated by 
business users. This is also aligned with the roots of DM and 
Knowledge Discovery in Databases (KDD) as stated in [7] 
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where KDD is presented as an iterative and interactive 
process, with many decisions being made by the user. 

The main contribution of this paper is a new DM 
language conceived and implemented in the context of an 
Inductive Data Warehouse (IDW). This new DM language 
will bind DM to final business users of BI systems, thus 
allowing them of being able to extract the potential business 
value hidden in DM models. 

This paper presents the developed research and is 
organized as follows. It starts by presenting background and 
related work, in Section II. It follows with the research 
methodology and obtained results, in Section III. Next, in 
Section IV, limitations and future research design are 
brought in. The paper concludes in Section V. 

II. BACKGROUND AND RELATED WORK  

The term knowledge discovery in databases or KDD, for 
short, was coined in 1989 to refer to the broad process of 
finding knowledge in data, and to emphasize the “high-level” 
application of particular DM methods [8]. Fayyad considers 
DM as one of the phases of the KDD process. The DM phase 
concerns, mainly, the means by which the patterns are 
extracted and enumerated from data. As of the foundations 
of KDD and DM, several applications were developed in 
many diversified fields. The growth of the attention paid to 
the area emerged from the rising of big databases in an 
increasing and differentiated number of organizations. 
Nevertheless, there is the risk of wasting all the value and 
wealthy of information contained in these databases, unless 
the adequate techniques are used to extract useful knowledge 
[9][10][11]. The application of DM techniques with success 
can be found in a wide and diversified range of applications. 
One important application is in BI systems. 

BI is the top level of a complex system. On its 
foundations lay several databases, usually based in the 
relational model for databases [12], that can be accessed and 
manipulated using specific database (DB) languages, such as 
SQL and Query-By-Example (QBE). On the next level, data 
warehouses (DW) can be manipulated using exactly the 
same sort of languages. Applying DM to data stored on both 
databases (DB) and data warehouses (DW), knowledge bases 
(KB) arise on the next level. KB store DM models and, 
traditionally, are not based on the relational model, unlike 
DB and DW. Nevertheless, using the framework of inductive 
databases (IDB), DM models can be stored in databases in 
the same way as data, thus DM models can be accessed and 
manipulated at the same level than data [13][14][15]. 
“Inductive databases tightly integrate databases with data 
mining. The key ideas are that data and patterns (or models) 
are handled in the same way, and that an inductive query 
language allows the user to query and manipulate the 
patterns (or models) of interest” [15, pp 69].  

Using the framework of inductive databases, DM models 
can be obtained and manipulated through the use of DM 
languages, such as MineRule [16], DMQL [17], or MSQL 
[18]. Table I presents a comparison of the syntax of these 
SQL-based DM languages. The three languages are SQL 
extensions. The extensions are made through the 
implementation of a new operator that allows obtaining the 

DM models, namely “find classification rules” operator for 
DMQL, “MINE RULE” operator for Mine Rule, and “Get 
rules ... into ...” operator for MSQL.  

TABLE I.  COMPARISON OF SQL-BASED DM LANGUAGES SYNTAX 

[19] 

 
These languages are very important. But, just like SQL, 

they are not business oriented, are not oriented to business 
users and are not oriented to BI activities. This is a crucial 
issue in organizations that is gaining momentum each day. 

Codd’s relational model for databases has been adopted 
long ago in organizations. Initially, two formal languages 
were defined for relational databases: relational algebra and 
relational calculus [20][12]. Since that time, several 
languages were developed in order that business users could 
access data stored in databases. Query-By-Example (QBE) 
languages [21] were developed with success. The use of 
QBE languages by business users in order to directly obtain 
answers to ad-hoc business questions is a usual practice in 
organizations nowadays. QBE languages are declarative, 
also called nonprocedural or very high level, languages. By 
using this type of languages the user defines “what s/he 
wants to do” instead of defining “how to do it”, which is 
typical of imperative languages. According to Zloof, Query-
by-Example is: “a high-level database management language 
that provides a convenient and unified style to query, update, 
define, and control a relational database. The philosophy of 
Query-by-Example is to require the user to know very little 
in order to get started and to minimize the number of 
concepts that s/he subsequently has to learn in order to 
understand and use the whole language.” [22, pp 324]. QBE 
languages are business oriented; moreover they are oriented 
to business users and to BI activities. 

Schema: student(id,gender,age,nenroll,grant,grade) 

Classification Rules for grade in consequent 

Having grade<10; support>0.1; confidence>0.2 

DMQL use database school 

find classification rules as Classification Rules 

according to grade 

Related to gender, age, nenroll, grant 

From student 

Where student.grade<10 

With support threshold > 0.1 

With confidence threshold > 0.2 

MineRule 

 

MINE RULE ClassificationRules AS  

SELECT DISTINCT gender, age, nenroll, grant AS 

BODY, grade AS HEAD 

FROM student 

WHERE grade<10 

EXTRACTING RULES WITH SUPPORT: 0.1, 

CONFIDENCE: 0.2 

MSQL 

 

GetRules (student) 

Into ClassificationRules 

Where consequent is {(grade<10)} 

and body in {( gender=*), (age=*), (nenroll=*), 

(grant=*)} 

and confidence > 0.2 

and support > 0.1 
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III. RESEARCH METHODOLOGY AND OBTAINED RESULTS 

In this research a BI system including DM was conceived 
and implemented. An architecture that allows an effective 
usage of DM with BI by business users in order to conduct to 
DM integration with BI, was envisaged. This architecture 
should bring DM into the front line business users, be 
iterative, visual, and understandable by front line business 
users, and work directly on data. Following these guidelines, 
an architecture for integration of DM with BI is presented in 
Figure 1. This architecture intends to conduct to an effective 
usage of DM in BI.  

 

Figure 1.  Architecture for integration of Data Mining with Business 

Intelligence. 

The DM module extracts data from the DW, generates 
the DM models, and feeds the database with DM models. 
There is the possibility to include as many models as needed 
by the user, and new models can be included just by adding a 
new table.  

This architecture implements the concept of Inductive 
Data Warehouse (IDW), which is a data warehouse storing 
data and data mining models at the same level, that is to say, 
both data and DM models are stored in data warehouse 
tables and can be accessed and manipulated in the same way. 

An important aspect is the inductive language. Thus a 
new language, named as QMBE (Query Models By 
Example), was developed and implemented as an extension 
of a QBE language. Using QMBE the user is, thus, able to 
interact directly with the models, and to construct queries 
including different criteria. Table II presents several business 
questions commonly posed by business users involving DM 
models. All the business questions can be converted into 
queries to the system, defined in the QMBE language. 

Since QMBE is an extension of QBE language, by nature 
it has two important characteristics, which are interactivity, 
and iterativeness. These characteristics are inherited from 
QBE languages upon which QMBE is extended. The novelty 

of the QMBE language is that it is oriented to business users 
and to BI processes. This kind of approach allows business 
users to directly access and manipulate data and models. This 
will bring DM to the front line business users, alike other BI 
tools, thus allowing DM integration with BI. 

TABLE II.  BUSINESS QUESTIONS INVOLVING DM MODELS 

Queries on models Queries on models and data 

What are the characteristics of 

“good” students? 

Select the actual students that 

can be “good” students. 

What are the characteristics of 

“bad” students? 

Select the actual students that 

can be “bad” students. 

What are the characteristics of the 

students that do not conclude the 

grades according to initial 

schedule? 

Select the actual students that 

cannot conclude the grades 

according to initial schedule. 

Are there different types of students 

in the school? 

… 

… … 

 
Following, the concept of IDW, and QMBE language are 

presented. 

A. Inductive Data Warehouse 

In the context of BI there can be said that an IDB 
contains both the DW and the KB, that is to say, the DM 
models. This way, we can refer to this database as an 
Inductive Data Warehouse (IDW). Thus, an IDW is a DW 
which includes data and DM models, both stored in tables of 
the DW. This is an important concept in the realm of this 
research, since it focuses on making DM available to 
business users. In an IDW data and DM models can be 
accessed by business users in the same way as data. The DM 
models are stored in the DW in specific tables: the model 
tables. It is possible to include several model tables, one for 
each generated model. 

In this research, the generated DM model corresponds to 
rules, since these were considered adequate for the problem 
under study. A rule is an IF-THEN expression of the form IF 
antecedent THEN consequent, written as: 

antecedent => consequent 
where antecedent and consequent are propositions of the 

form 
V1 cond1 C1  AND … AND VN condN CN 

where V1 , …, VN are variables; C1 , …, CN are constants; 
and cond1 , …, condN stands for < or > or = or <= or >=. 

 
In the case of classifications rules, the consequent is of 

the form: 
Vi condi Ci 

where Vi is the target variable; Ci is a constant; and condi 
stands for < or > or = or <= or >=. 

Usually BI systems are supported by special databases, 
namely DW. For the sake of generality, consider a DW with 
one fact table named FACT_TABLE, and N dimension 
tables named DIMENSION_1, DIMENSION_2, 
DIMENSION_3, ..., DIMENSION_N. The fact table has one 
ID column, and N columns, Dimension1, Dimension2, 
Dimension3, ..., DimensionN, each corresponding to one 
dimension table, and a column Fact. Each of the dimension 

9Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-224-0

INTELLI 2012 : The First International Conference on Intelligent Systems and Applications

                            19 / 98



MODEL_TABLE (ID, confidence, support, DMTarget, 
DMVar1, DMVar2, …, DMVarL) 

FACT_TABLE (ID, Dimension1, Dimension2, ..., DimensionN, 

Fact) 
DIMENSION_1 (ID1, Var11, Var12, …, Var1I, …, Var1M1) 
DIMENSION_2 (ID2, Var21, Var22, …, Var2I, …, Var2M2) 
DIMENSION_3 (ID3, Var31, Var32, …, Var3I, …, Var3M3) 
… 
DIMENSION_J (IDJ, VarJ1, VarJ2, …, VarJI, …, VarJMJ) 
… 
DIMENSION_N (IDN, VarN1, VarN2, …, VarNI, …, VarNMN) 

 

Table       

Column      

Criteria       

     
 

tables has got several columns, each one corresponding to a 
variable that can be selected for DM. Consider for instance 
that DIMENSION_J has Mj variables, namely, IDJ, VarJ1, 
VarJ2, .., VarJI, ..., VarJMJ. 

In an IDW, DM models are stored in the database in one, 
or more, specific table, or tables. Without losing generality, 
hereby only one table will be considered and named 
MODEL_TABLE. The first column of the model table, ID, 
corresponds to the rule identifier. The next two columns, 
confidence and support, stand respectively for the rule 
confidence and for the rule support. The following column 
corresponds to the selected DM target variable that 
corresponds to one of the columns of one of the dimension 
tables. The L variables selected for data mining, each one 
corresponding to a column of one of the dimension tables 
included in the DW, form the rest of the table columns, 
namely, DMVar1, DMVar2, ..., DMVarL. Keep in mind that 
DMVar1, DMVar2, … DMVarL of MODEL_TABLE are 
selected from all the columns of tables DIMENSION_1, or 
DIMENSION_2, …, or DIMENSION_N. Thus, all the 
columns of the MODEL_TABLE are the same as some 
column of the dimension tables. In this manner MODEL 
TABLE is connected to the DW tables.The IDW general 
schema is presented in Figure 2.  

 

Figure 2.  IDW General Schema. 

Each rule is introduced in the MODEL_TABLE as a line 
of the table. Data is introduced in a cell of the table 
whenever there is a constraint in the rule for the 
correspondent variable, and is left blank (NULL) elsewhere. 
Consider, for instance, a general rule: 

 
Rule I:  

DMVar1 cond1 Value1 AND ... AND DMVarK condK 
ValueK AND ... => DMTarget condT ValueT; where 
cond1, ..., condK, condT stands for < or > or = or <= or 
>=. 
 
Then the line (tuple) that corresponds to that rule is: 

(I, valueC, ValueS, condT ValueT, cond1 Value1, ..., condK 
ValueK, ...). 

 
New models can easily be added to the IDW by the 

simple introduction of model tables in the IDW, one for each 
model. 

B. QMBE Language 

In the research described in this paper, a new language, 
named Query Models by Example (QMBE) was developed 
as an extension of QBE languages existing in some 
Relational Database Management Systems (RDBMS). 
Similarly to QBE languages, upon which QMBE is based on, 
QMBE is a declarative, also called nonprocedural or very 
high level, language. By using this type of languages the user 
defines “what s/he wants to do” instead of defining “what to 
do”, which is typical of imperative languages.  

Business users are able to interact directly with the 
models, and to construct queries as a way to obtain answers 
to ad-hoc business questions. Business questions can be 
converted into queries to the system, defined in the QMBE 
language. Like in RDBMS QBE languages, the user will be 
able to define different criteria, considered significant to 
business. Business questions can be converted into queries in 
the QMBE language. To construct the query, the user will 
have to fill in a skeleton table (Figure 3).  

Figure 3.  Skeleton table for the QMBE language. 

The user will have to identify which are the tables, in the 
first line of the skeleton table; the corresponding columns 
that have the necessary data to answer the intended business 
question will have to be identified in the second line of the 
skeleton table. Specific criteria can be defined for each 
selected column, in the next lines of the skeleton table. More 
than one line can be considered for criteria. If criteria are 
defined in the same line, they are linked with AND. If 
criteria are defined in different lines, they are linked with 
OR. There can be considered three types of QMBE queries, 
namely: 

 queries on data, corresponding to traditional QBE 
languages; 

 queries on models, corresponding to QMBE 
extensions; and 

 queries on models and data, corresponding also to 
QMBE extensions. 

In all these three cases, examples of business questions 
will be presented based on the IDW schema from Figure 2. 
There will also be presented the correspondent queries in 
QMBE, as well as the relational calculus sentences that 
correspond to each one of those QMBE queries. Relational 
calculus is based in a branch of mathematical logic called 
predicate calculus [20]. QBE languages are connected with 
relational calculus and so is QMBE. Just like for traditional 
QBE queries, all QMBE queries can be written as relational 
calculus queries. 
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Table   FACT_TABLE DIMENSION_J … DIMENSION_J 

Column  Fact Var11 … Var1N 

Criteria   value    

 

Table   MODEL_TABLE MODEL_TABLE … MODEL_TABLE 

Column  DMTarget DMVar1 … DMVarL 

Criteria   value    

 

Table   DIMENSION_J … DIMENSION_J … DIMENSION_J ... 

Column  VarJ1  VarJI1  VarJIK  

Criteria     cond1 Value1  condK ValueK  

 

TRADITIONAL QBE: QUERIES ON DATA 
 
Generally speaking, queries on data involve columns 

from any of the tables of the IDW, except the 
MODEL_TABLE, for instance DIMENSION_J and 
FACT_TABLE. Similarly, criteria can be defined for any 
column. 

 

Business Question I 
What are the data from Dimension J table, which 

corresponds to Fact (of FACT TABLE) equal to a certain 
value (value)? 

 

QMBE query I 
The query is presented in Figure 4. 
 

Figure 4.  QMBE query I. 

Relational Calculus Query 1 
Q1 = {f.Fact, d | FACT_TABLE(f) AND DIMENSION.J(d) 

AND f.Fact = value} 
 
QMBE EXTENSIONS: QUERIES ON MODELS 
 
Generally speaking, queries on models may involve any 

of the columns of the MODEL_TABLE and criteria can be 
defined for any column. 

 

Business Question J 
What are the rules of MODEL TABLE which correspond 

to DM Target equal to a certain value (value)? 

 

QMBE query J 
The query is presented in Figure 5. 

Figure 5.  QMBE query J. 

Relational Calculus Query J:  
QJ = {m | MODEL TABLE(m) AND m.DMTarget=value} 

 
QMBE EXTENSIONS: QUERIES ON MODELS 

AND DATA 
 
Queries on models and data may involve columns from 

all the tables of the IDW and criteria can be defined for any 
column. 

 

Business Question K 
What are the data from DIMENSION J which 

corresponds to a pre-selected rule from MODEL TABLE, for 
instance, rule I? 

 

QMBE query K: 
The query is presented in Figure 6. 

Figure 6.  QMBE query J. 

Relational calculus Query K: 
QK = {dJ | DIMENSION_J(dJ) AND VarJI1 cond1 value1 

AND … AND VarJIK condK ValueK AND …} 

IV. DISCUSSION, LIMITATIONS, AND FUTURE RESEARCH 

DIRECTIONS  

As a consequence of being an extension of a QBE 
language, this new DM language is iterative and interactive 
in nature. It allows business users to answer to ad-hoc 
business questions through queries on data or/and on DM 
models. QMBE allows business users to directly access and 
manipulate DM models. The novelty of the QMBE language 
is that it is oriented to business users and to BI activities. 
This kind of approach allows business users to directly 
access and manipulate data and models. This will bring DM 
to the front line business users, like other BI tools, allowing 
them to completely exploring DM potential value.  

The presented architecture is being implemented as a 
prototype. One limitation is that, at the moment, the system 
is not completely automated. Another limitation is that only 
rules are addressed at the moment. Nevertheless, rules will 
be followed by clustering. This is due to the application 
domain, which focuses on these two DM tasks.  

User interface is also a concern. 
The architecture, including IDW and QMBE language, 

was implemented as a prototype and used in different and 
controlled situations, proving that the concepts are viable and 
can be applied in the considered environments, of BI systems 
using DM. Only this conceptual evaluation has been made at 
the moment, but a questionnaire is planned in order to obtain 
business users opinions.   

It is expected that when tests are finished the system will 
be integrated in a real situation. The authors hope that the 
implementation on a real situation could help to bring new 
useful insights. 

V. CONCLUSION 

The goal of the research presented in this paper is to 
allow business users to manipulate directly DM models, thus 
being able to explore completely their potential business 
value. This is achieved by means of the use of the IDB 
framework in the area of BI, presenting the concept of IDW. 
Also, a new data mining language for BI, named as QMBE, 
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which is oriented to BI activities as well as oriented to 
business users, was developed. QMBE is presented as an 
extension of traditional QBE languages, which are included 
in most of the RDBMS nowadays. 

The authors have introduced a BI systems’ architecture 
that allows final business users to directly access and 
manipulate DM models and consequently being able of 
extracting their full potential business value. Consequently, 
the business value contained in DM models could be 
completely explored in BI systems that incorporate DM 
tools. This was achieved through means of two new 
important concepts: the concept of Inductive Data 
Warehouse and a new DM language, QMBE, which is 
iterative, and interactive in nature. By using this language, 
business questions can be converted into queries in the 
QMBE language, thus it is oriented to BI activities and to BI 
business users. This will allow business users to directly 
manipulate DM models, as well as data, thus bringing DM 
into the front line business personnel, allowing to increase 
DM potential to attaining BI’s high potential business value. 

This new DM language is extensible and flexible, since 
several DM models could be added just by adding new 
model tables to the IDW, and it is context independent, since 
it can be applied to any DW. 

The main contribution of this paper is to verify the 
viability of allowing business users of BI systems to directly 
manipulate DM models and thus providing the possibility of 
exploring the potential value of applying DM in the context 
of BI.  
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Abstract—Currently, the society becomes more and more 
knowledge-intensive when a level of collaboration of different 
groups of people and institutes increases dramatically. One of 
the possible ways to assist to a group of users is collaborative 
recommendation systems. These systems have to recommend 
some solutions (related to products, technologies, tools, 
material and business models) based on user group 
requirements, preferences and willingness to compromise and 
to be pro-active. The paper proposes an approach to 
developing a group recommendation system for virtual logistic 
hub based on such technologies as user and group profiling, 
context management, decision mining. The system allows 
accumulation of knowledge about user actions and decisions 
and compromising between group and individual preferences. 
Proposed approach enables formulation of recommendations 
for users of the same group anticipating their possible further 
actions and decisions. 

Keywords-collaborative recommendation system; group 
profiling; context management; decision mining. 

I. INTRODUCTION 

Small and Medium businesses (SMEs) and personal 
travel via cars, buses and trains is usually (and reasonably) 
done within the radius of 450-500 kilometers. The distance 
between St. Petersburg, Russia and Helsinki, Finland 
together with nearby cities (Imatra, Lappeenranta, Kotka, 
Vyborg) falls into this radius. Taking into account available 
airports in Helsinki, Lappeenranta, and St. Petersburg as well 
as ferries in Helsinki, Kotka, and St. Petersburg, this region 
constitutes a universal hub for travelling all around the 
world. 

In order for this hub to function, an efficient 
transportation system within the region has to be formed. 
However, today the travelling in the region is complicated 
due to a number of reasons, e.g., unpredictable situation at 
border crossing, unknown traffic condition on the roads, 
isolation of train, bus, and airplane schedules. The proposed 
approach is aimed at support of dynamic configuration of 
virtual multimodal logistics networks based on user 
requirements and preferences. The main idea is to develop 
models and methods that would enable ad-hoc configuration 
of resources for multimodal logistics. They are planned to be 
based on dynamic optimization of the route and 
transportation means as well as to take into account user 

preferences together with unexpected and unexpressed needs 
(on the basis of the profiling technology). 

The small business and personal travelling is 
characterized by the following features: non-regular, not 
expensive, and safe. As a result, the proposed approach 
assumes developing a group recommendation system for ad 
hoc generation of travel plans for the region (the South of 
Finland and St. Petersburg region) taking into account the 
current situation on the roads and border crossings, fuel 
management aspects, travel time and distance. The increase 
of travelling will be a significant step towards development 
of the integrated economic zone in the Region. 

Until recently, the most recommendation systems 
operated in the 2-dimentional space “user-product”. They did 
not take into account the context information, which, in most 
applications can be critical. As a result, there was a need in 
development of group recommendation systems based not 
only on previously made decisions but also on the contexts 
of situations in which the decisions were made. This gave a 
rise to development of context-driven collaborative 
algorithms of recommendation generation since their usage 
would significantly increase the quality and speed of 
decision making.  

Besides, the proposed general framework will be a 
channel for collecting user’s feedback, preferences and 
demands for new services that users cannot find in the 
Region or quality of which shall be improved. What is 
important is that not only the problem is identified, but in 
most cases immediate hints/suggestions can be provided 
regarding what shall be done to better serve users’ needs. 

The framework will also significantly benefit to the 
ecological situation in the region via reducing not necessary 
transportation and waiting time for border crossing. In 
accordance with Global GHG Abatement Cost Curve v 2.0 
[1] in the travelling sector the carbon emission can be 
significantly decreased via more efficient route planning, 
driving less, switching from car to rail, bus, cycle, etc. As a 
result, evolving of flexible energy and eco-efficient logistics 
systems can be considered as one of the significant steps 
towards the knowledge-based low carbon economy. 

The paper is structured as follows. The next section 
introduces the virtual logistic hub. It is followed by the 
description of the approach. Then, the group 
recommendation system architecture is proposed. The 
knowledge representation formalism used in the developed 
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approach is presented in sec. V. Sec. VI presents the user 
clustering algorithm, followed by the description of how the 
common preferences/interests are identified (sec. VII). The 
main results are summarized in the Conclusion. 

II. VIRTUAL LOGISTIC HUB 

The idea of virtual logistic hub has already been 
mentioned in the literature (though it could have a different 
name, e.g., “e-Hub” [2]), but it is still devoted very little 
attention in the research community. For example, [3] and 
[4] consider the virtual logistic hub from organizational and 
political points of view. Generally, virtual logistic hub 
represents a virtual collaboration space for two types of 
members: (i) transportation providers (who actually moves 
the passengers or cargo), and (ii) service providers (who 
provides additional services, e.g., sea port, border crossing 
authorities, etc.). These providers can potentially collaborate 
in order to increase the efficiency of the logistic network 
(solid lines in Figure 1), however, it is not always the case. 
The major idea of the virtual logistic hub is to arrange 
transportation based on the available schedules and 
capabilities of transportation and service providers, current 
and foreseen availability and occupancy of the transportation 
means and services (“dash-dot” lines in Figure 1). In this 
case, even though the schedules and actions of different 
members are not coordinated, the virtual logistic hub will be 
able to find the most feasible transportation schedule 
depending on the current situation and its likely future 
development. For the end-user (travelers or cargo owners), 
all this is hidden “under the hood”, and only the final 
transportation schedule is seen (solid lines in Figure 1). 

III.  APPROACH 

Figure 2 represents the generic scheme of the approach. 
The main idea of the approach is to represent the logistics 
system members by sets of services provided by them. This 
makes it possible to replace the configuration of the logistics 
system with that of distributed services. For the purpose of 
semantic interoperability, the services are represented by 
Web-services using the common notation described by a 

common ontology. The agreement between the resources and 
the ontology is expressed through alignment of the 
descriptions of the services modeling the resource 
functionalities and the ontology. As a result of the alignment 
operation the services get provided with semantics. The 
operation of the alignment is supported by a tool that 
identifies semantically similar words in the Web-service 
descriptions and the ontology. In the proposed approach the 
formalism of Object-Oriented Constraint Networks (OOCN) 
is used (its detailed description can be found in [20]) for 
knowledge representation in the ontology (see sec. V). 

Depending on the problem considered, the relevant part 
of the ontology is selected forming an abstract context. The 
abstract context is an ontology-based model embedding the 
specification of problems to be solved. It is created by core 
services incorporated in the environment. When the abstract 
context is filled with values from the sources, an operational 
context (formalized description of the current situation) is 
built. The operational context is an instantiated abstract 
context and the real-time picture of the current situation. 
Producing the operational context is one of the purposes of 
resource configuration. Since the resources are represented 
by sets of services, the configuration of the resources is 
replaced with that between the appropriate services. Besides 
the operational context producing,  the services are purposed 

 

Figure 1. Generic scheme of the virtual logistic hub 
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Figure 3. Group recommendation system architecture 

to solve problems specified in the abstract context and to get 
the resources to take part in logistics plan. Due to the usage 
of the OOCN formalism the operational context represents 
the constraint satisfaction problem that is used during 
organisation of services for a particular task. 

It can be guessed that for each particular situation there 
can be a large amount of feasible solutions for the users to 
choose from (e.g., the fastest transportation, the least amount 
of transfers, sightseeing routes, etc.). As a result, the paper 
proposes to build such a system as a group recommendation 
system that learns user preferences and recommends 
solutions, which better meet those preferences. 

IV.  GROUP RECOMMENDATION SYSTEM ARCHITECURE 

Generation of feasible transportation plans taking 
account explicit and tacit preferences requires strong IT-
based support of decision making so that the preferences 
from multiple users could be taken into account satisfying 
both the individual and the group [5]. Group 
recommendation systems are aimed to solve this problem.   

Recommendation / recommending / recommender 
systems have been widely used in the Internet for suggesting 
products, activities, etc. for a single user considering his/her 
interests and tastes [6], in various business applications (e.g., 
[7], [8]) as well as in product development (e.g., [9], [10]). 
Group recommendation is complicated by the necessity to 
take into account not only personal interests but to 
compromise between the group interests and interests of the 
individuals of this group.  

There are two major types of recommending systems: 
(i) content-based (recommendations are based on previous 
user choices), and (ii) collaborative filtering 
(recommendations are based on previous choices of users 
with similar interests). The second type is preferable for the 
domains with larger amounts of users and smaller activity 
histories of each user, which is the case for the logistics hub. 

In literature (e.g., [11], [12]) the architecture of the 
collaborative filtering recommending system is proposed 
based on three components: (i) profile feature extraction 
from individual profiles, (ii) classification engine for user 
clustering based on their preferences (e.g., [13]), and 

(iii) final recommendation based on the generated groups. 
The core of such system is a clustering algorithms capable to 
continuously improve group structure based on incoming 
information enables for self-organization of groups [14].  

The proposed group recommendation system architecture 
for logistics hub is presented in Figure 3. It is centralized 
around the user clustering algorithm [15] originating from 
the decision mining area [16]-[18]. The proposed clustering 
algorithm is based on the information from user profiles. The 
user profiles contain information about users including their 
preferences, interests and activity history (a detailed 
description of the profile can be found in [19]). Besides, in 
order for the clustering algorithm to be more precise, this 
information is supplied in the context of the current situation 
(including current user task, time pressure and other 
parameters). The semantic interoperability between the 
profile and the context is supported by the common 
ontology.  

The user profiles are considered to be dynamic and, 
hence, the updated information is supplied to the algorithm 
from time to time. As a result, the algorithm can run as 
updated information is received and update user groups. 
Hence, it can be said that the groups self-organize in 
accordance with the changes in the user profiles and context 
information. 

When groups are generated the common preferences / 
interests (e.g., the fastest transportation, the least amount of 
transfers, sightseeing routes, etc.) of the groups are identified 
based on the results of the clustering algorithm. These 
preferences are then generalized and analyzed in order to 
produce group recommendations. 

Usage of an appropriate knowledge representation 
formalism is one of the keys to development of an efficient 
clustering algorithm. 

V. KNOWLEDGE REPRESENTATION FORMALISM 

Since the user profiles and the current situation context 
are analyzed jointly, it is reasonable to use the same 
formalism and terminology for their representation. In the 
proposed approach the formalism of Object-Oriented 
Constraint Networks (OOCN) is used (its detailed 
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description can be found in [20]) for knowledge 
representation in the ontology. It provides primitives for 
modelling classes, class hierarchies and other class 
structures, class attributes, attribute inheritance, attribute 
ranges, and functional dependencies.  

According to this formalism the ontology A is 
represented by sets of classes, class attributes, attribute 
domains, and constraints:  

A = <O, Q, D, C>, where 
O – a set of object classes (“classes”) 
Q – a set of class attributes (“attributes”); 
D – a set of attribute domains (“domains”);  
C – a set of constraints used to model relationships. 
The set of constraints includes six types of constraints for 

modelling different relationships:  
C1 – (class, attribute, domain) relation used to model 

triple of classes, attributes pertinent to them, and restrictions 
on the attribute value ranges; 

C2 – taxonomical (“is-a”) and hierarchical (“part-of”) 
relations used to model class taxonomy and class hierarchy 
respectively;  

C3 – classes compatibility used to model condition if two 
or more instances can be parts of the same class;  

C4 – associative relationships used to model any relations 
and axioms of external ontologies neglected by the internal 
formalism;  

C5 – class cardinality restriction used to define how many 
subclasses the class can have;  

C6 – functional relations used to model functions and 
equations.  

Such representation of knowledge can be interpreted as a 
constraint satisfaction task and used by a constraint 
satisfaction / propagation engines for reasoning and 
optimization.  

Below, some example constraints are given: 
• an attribute costs (q1) belongs to a class ride (o1): 

cI
1 = (o1, q1); 

• the attribute costs (q1) belonging to the class ride (o1) 
is a real number: cII

1 = (o1, q1, R); 
• a class cargo (o2) is compatible with a class truck 

(o3): c
III

1 = ({ o2, o3}, True); 
• an instance of the class ride (o1) can be a part of an 

instance of a class travel (o4): c
IV

1 = <o1, o4, 1>; 
• the truck (o3) is a resource (o5): c

IV
1 = <o3, o5, 0>; 

• an instance of the class cargo (o2) can be connected 
to an instance of the class truck (o3): c

V
1 = (o2, o3); 

• the value of the attribute cost (q1) of an instance of 
the class travel (o4) depends on the values of the 
attribute cost (q1) of instances of the class ride (o1) 
connected to that instance of the class travel and on 
the number of such instances: 
cVI

1 = f ({ o1}, {( o4, q1), (o1, q1)}).  

VI. USER CLUSTERING ALGORITHM  

Due to the specific of the tasks in the considered domain 
the implemented algorithm (adapted from [15]) of user 
clustering is based on analysing user preferences and 
solutions selected by users and has the following steps:  

1. Preliminary linguistic analysis of preferences 
(tokenisation, spelling and stemming). 

2. Extract words/phrases from the preferences and 
solutions (text processing). 

3. Find ontology elements occurring in the extracted 
words and phrases. 

4. Construct weighted graph consisting of ontology 
classes and attributes, and users. Weights of arcs are 
calculated on the basis of (i) similarity metrics (i.e. 
they are different for different user solutions) and 
(ii) taxonomic relations in the ontology.  

5. Construct weighted graph consisting of users (when 
classes and attributes are removed, arcs’ weights are 
recalculated).  

6. Cluster users graph. 
Finding ontology elements occurring in the extracted 

words and phrases is done in two ways: (i) via syntactic 
similarity, and (ii) via semantic similarity.  

The syntactic similarity is calculated via the algorithm of 
fuzzy string comparison similar to the well-known Jaccard 
index [21]. It calculates occurrence of substrings of one 
string in the other string. For example, string “motor” has 5 
different substrings (m, o, t, r, mo) contained in the string 
“mortar”. The total number of different substrings in “motor” 
is 13 (m, o, t, r; mo, ot, to, or; mot, oto, tor; moto, otor). The 
resulting similarity of the string “motor” to the string 
“mortar” is 5/13 or 38%.  

The semantic similarity (or distance) is based on the 
machine-readable dictionary Wiktionary [22]. The ontology 
is represented as a semantic network where names of classes 
and properties constitute nodes of the network. The nodes 
corresponding to the ontology elements are linked to nodes 
representing their synonyms and associated words as this is 
given in the machine-readable dictionary. The links between 
the nodes are labelled by the weights of relations specified 
between the concepts represented by these nodes in the 
machine-readable dictionary. Weight w of a relation 
specified between two concepts ti and tj is assigned as 0,5 if ti 
and tj are synonyms; 0,3 if ti and tj are associated words; and 
∝ if ti and tj are the same words. The nodes representing 
extracted words and phrases are checked for their similarity 
to nodes representing ontology elements. As a measure of 
similarity semantic distance Dist is used: 

Dist(tj, tj) = 1 / (∑∏
S k

kw ),  

where S is a set of paths from ti to tj, formed by any number 
of links that connect ti and tj passing through any number of 
nodes (k). 

For example, let us suppose that the set of words came of 
parsing the profile comprises two words: trip and lorry. An 
illustrative piece of the semantic network built based on this 
table and is represented in Figure 4. The Figure illustrates 
three names for classes and attributes in the ontology 
corresponding to the extracted words: Trip, Ship, and Truck. 
The semantic distances are as follows:  
Dist(trip, trip) = 1 / ∝ = 0 
Dist(lorry, ship) = 1 / (0.5*0.3 + 0.3*0.5) = 3,33 
Dist(lorry, truck) = 1 / (0.5*0.3 + 0.3*0.3*0.3 + 0,5) = 1.48 
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Figure 4. A piece of semantic network relevant to WSDL-attribute 
"Accident point". 

 

Figure 5. Weighted user – ontology graph and user clustering procedure 

It can be seen that for the distance between the concepts 
lorry and truck is much shorter than between the concepts 
lorry and ship. So, the class truck is aligned to the concept 
lorry. 

For the clustering procedure, a weighted user – ontology 
graph is considered. It contains three types of nodes: C – 
classes from the ontology, A – their attributes, and U – users.  

The graph consists of two types of arcs. The first type of 
arcs I (СА, СС) is defined by the taxonomy of classes and 
attributes in the ontology. The second type of arcs II (CU, 
AU) is defined by relations between user solutions and 
classes/attributes (Figure 5a). 

Weights of arc between nodes corresponding to classes 
and users CUweight and corresponding to attributes and users 
AUweight are defined via the similarity CUsim and AUsim of the 
class or attribute (calculated via the fuzzy string comparison 
algorithm described above). The similarity is a property of 
relations between class – user/solution or attribute – 
user/solution. Weights of arcs are defined as follows: 
CUweignt = 1 - CUsim; AUweight = 1 – AUsim. 

Arcs CA and CC tying together classes and attributes via 
taxonomic relations (defined by ontology relations class-
class, class-attribute) have CAweight, CCweight ∈ (ε, 1) defined 
empirically. CCweight means arcs’ weight of linked classes in 
the ontology. CAweight – arcs’ weight of linked attributes and 
classes. 
Since users are represented by their solutions, based on this 
graph the solutions and weight consequently users are 
clustered on the basis of the lowest weights of connecting 
arcs. This is performed in the following sequence. First, the 
shortest routes between users are calculated (Figure 5b). E.g., 
weight of the arc U1U2 will be calculated as follows: U1U2 

weight = A1U1 weight + C1A1 weight + C1U2 weight; weight of the arc 
U2U3 can be calculated in 3 ways, it is considered in Figure 
2b that U2U3 weight = C1U2 weight + C1C3 weight + C3U3 weight is the 
shortest one; etc. Based on the calculated weights a new 
graph consisting of the users only is built (cf. Figure 2c). The 
value of the parameter Dmax is set empirically. Assuming that 
U1U2 weight > Dmax, U1U3 weight > Dmax, and U2U3 weight <Dmax, 
two clusters can be identified: the first cluster includes users 
U2 and U3, and the second one includes customer U1 (dashed 
circles in Figure 5c).  

The algorithm can run as updated information is received 
and update user groups thus providing for self-organizations 
of user groups in accordance with the changes in the user 
profiles and context information.  

The developed ontology-based clustering algorithm has 
the following advantages compared to other clustering 
techniques: (i) domain-specific knowledge filter using the 
ontology; (ii) natural language processing; (iii) term 
extraction, such as ontology classes and attributes, units of 
measures (e.g., “km” and “hrs”) can be extracted from the 
user preferences. 

VII.  IDENTIFICATION OF COMMON 

PREFERENCES/INTERESTS AND GROUP RECOMMENDATIONS  

User preferences consist of attributes (properties) and/or 
their values, classes (problem types), relationships (problem 
structure) and/or optimization criteria that are usually 
preferred or avoided by the user. The preference revealing 
can be interpreted as identification of patterns of the solution 
selection (decision) by a user from a generated set of 
solutions. The ability to automatically identify patterns of the 
solution selection allows to sort the set of solutions, so that 
the most relevant (to user needs) solutions would be in the 
top of the list of solutions presented to the user.  

Currently, three major tasks of identification of user 
preferences can be selected: 

1. Identification of user preferences based on solutions 
generated for the same context. In this case, the 
problem structure is always the same, however its 
parameters may differ.  

2. Identification of user preferences based on solutions 
generated for different contexts. This task will be 
more complex then the first one since structures of 
the problem will be different.  

3. Identification of user preferences in terms of 
optimization parameters. This task will try to 
identify if a user tends to select solutions with 
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minimal or maximal values of certain parameters 
(e.g., time minimization) or their aggregation.  

Based on the clusters built, the user preferences can be 
identified as common preferences of the users grouped into 
the clusters.   

VIII.  CONCLUSION  

The paper presents an approach to development of group 
recommendation system for virtual logistic hub. Virtual 
logistic hub performs ad-hoc transportation scheduling based 
on the available schedules, current and foreseen availability 
and occupancy of the transportation means and services even 
though they do not cooperate with each other. The approach 
is based on application of such technologies as user and 
group profiling, context management, decision mining. It 
enables for self-organization of user groups in accordance 
with changing user profiles and the current situation context.  

Presented research is at an early development stage. The 
future work is aimed at implementation of the proposed 
system in a limited domain for validation of its applicability 
and efficiency. 
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Abstract –The paper deal with a development of a mobile 

application for capturing digital photography and its 

subsequent processing by OCR (Optical Character 

Recognition) technologies.The developped solution adds to 

existing Smart Device a capability of a virtual keyboard to 

which it is possible to transfer recognized text for further work 

in SMS or text editor. For example, based on the limitation of 

mobile devices it is mainly targeting at short text sections 

(internet  references, complex adresses, etc.). The accent is 

targeted on the simple, fast and intuitive working with a 

mobile device. Practical realization is verified at several Smart 

Devices with Windows Mobile OS. 

Keywords – OCR; Smart Device; Windows Mobile; Image 

Processing; Virtual Keyboard 

I. INTRODUCTION 

The Smart Phones, such as cell phones and PDA 
(Personal Digital Assistant), especially MDA (Mobile 
Digital Assistant) are the phenomenon nowadays. The 
number of cell phone users over 16 years old in the Czech 
Republic for the year 2009 climbed up to 91%. For the 
population in the age group from 16 to 54 years the number 
is equal to 98% [1]. A great boom in the field of cell phones 
and their performance was caused by using the OS 
(Operating System

)
, such as Symbian, Android or Windows 

Mobile. Many of these devices use large colorful displays 
with touch screen and fast 32bit CPU. Moreover, the GSM 
module is usually integrated within the standard PDA 
together with WiFi module. The result is the incorporation 
of cell phones and PDA as Smart Phones. Based on the 
usage of efficient 32bit CPUs it is possible to develop power 
applications for computation.  

The primary input system of these devices is the 
keyboard in a classic “physical” design or in the form of 
virtual keyboard on a display in the case of touch screen. 
These types of keyboards provide a comfortable method of 
information inscription. Nevertheless, the typing is approx. 
4x slower than in the case of computer keyboards [2]. 
However, this typing speed may be insufficient if we would 
like to use a Smart Device as a tool for fast information 
recording (e.g. business card copying or copying parts of 
text). Most commonly integrated CCD (In many PDAs, 
more precisely in cell phones the cheaper CMOS sensors are 
used) chips enables the photographing or recording of a 

video-sequence. Therefore, it is a convenient and instant 
way of capturing information. Moreover, if this information 
is time-limited (e.g. it must return within certain time limit 
or it is only displayed for short time period) then it is the 
only method.  

Nevertheless, sometimes there is a need to further 
process this captured text. The text retyping from these 
images is lengthy. Furthermore, if it is necessary to retype 
using the PDA it should be accounted for switching often 
between an application with displayed image and the text 
editor.     

In these cases the usage of OCR (Optical Character 
Recognition) technology is the best solution. The first 
mobile application OCR was released to the market already 
in 2002 [3]. Certain factors complicate the usage of OCR in 
PDA which mostly originated from the low quality of 
copies acquired by CCM (Compact Camera Module, 
module with integrated CCD (Charge Coupled Device) or 
CMOS (Complementary Metal Oxide Semiconductor) 
sensor, simple optics and electronics). Finally, it is 
necessary to mention that the common source for OCR 
application is a scanner.  

A PDA which is supplied by OCR has many options in a 
way of utilization. If the user notices an URL address in 
some printed document, he can look at it by taking a picture 
which consequently opens the link in a browser. After this 
picture the business card with user’s data is saved into 
contacts, etc. 

The problem we would like to deal with in this paper is 
based on a development of mobile OCR application for 
current Smart Phones at Windows Mobile platform. Such 
application is necessary for solving of problems mentioned 
before with the goal in development of virtual keyboard 
with embedded OCR engine. 

Firstly an evaluation of existing solutions will be made 
in (Section II).  

II. EXISTING OCR ENGINES FOR MOBILE DEVICES 

The accuracy of OCR depends mainly on the quality of 
recognizable under layer. The most common usage of OCR 
on scanned documents achieves quite satisfactory results.  
Using of OCR in PDA with CCM as a data source 
recognizer carries number of problems [4], especially: 
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 Relatively low computational performance 
(Usually 1/10 of PC performance) 

 Low quality of images for OCR (Generally meant 
as low resolution, blurring, background noise, anomalies 
caused by compression, etc.) 

 Tilt (perspective deformation), skew and rotation 

 Incoherent lighting and shadows 
 

Mainly due to these complications is OCR in PDA 
limited to just small parts of text. Therefore, the insufficient 
quality of acquired images is compensated by the size 
proportion of symbols in the overall resolution. The existing 
applications may be good examples, because they are 
usually specialized on business card scanning.  

A. Existing mobile applications 

1) Nokia Multiscanner 
Nokia Multiscanner  [5] is a freeware application 

designed for cell phones with Symbian OS. The application 
supports picture taking and consequently sending it through 
MMS, Bluetooth or via infrared.  It is possible to transfer 
the image into a text and save it and at the same time the 
selection of certain area can be made by dragging. Another 
possibility is to send the image for business card 
recognition. This option automatically recognizes contact 
details on the business card and fills in the details for adding 
a new contact. The OCR engine supports post-processing on 
the basis of language dictionaries (Technology for 
replacement of recognized words by words from a 
dictionary according to their relevance), including the Czech 
language.  

However this solution do not support real virtual 
keyboard nor clipboard Copy/Past features. Also only 
Symbian OS is supported. 

2) CameraDictionary OCR for Moto 
An application [6] for cell phones with Android, 

Symbian and Windows Mobile systems. It operates on the 
basis of recorded text recognition and its immediate 
translation to another language. Even though, this recorded 
language is available in Chinese or English, the translation 
is extended by couple of other languages. Furthermore, it 
enables the text recording with consequent signing of the 
translated text or so called “Video” regime during which the 
cursor appears on the screen. The text below the cursor is 
immediately translated.  

However, the main disadvantages are the price and the 
necessity of internet connection when used. 

3) CamCard - Business Card Reader 
CamCard [7] is an application specialized on reading 

business cards. It is targeted at cell phones which run on OS 
Android, iOS (OS of iPhone cell phones), or Windows 
Mobile and BlackBerry phones. Furthermore, the CamCard 
is an extensively automated business card reader with 
detection of a rotation and a language. The whole recording 
takes just couple of presses.  

The main disadvantage is the narrow specialization on 
business cards and its price.  

4) Babel Reader-LE 
Babel Reader-LE  [8] is a particular version of Babel 

Reader for Windows Mobile distributed as a freeware. It 
enables capturing of an image and subsequent storing of this 
image in a form of text. Babel Reader-LE is a very simple 
application. Moreover, it is possible to adjust the captured 
image before the actual recognition e.g. by background 
noise removal.  

As in the case of Nokia solution a clipboard and keybard 
option is not possible. 

B. Problems of Existing Mobile OCR Solutions 

Nokia Multiscanner is the closest application to the one 
we needed. However, it is designed only for OS Symbian. 
CameraDictionary OCR and CamCard are commercial 
applications which are very specialized and not free. 
Finally, the last mentioned application called Babel Reader 
was only invented for text recognition. The selection of 
these applications with OCR for cell phones is significantly 
limited and the broader application with OCR which would 
work as an alternative for a virtual keyboard is still missing.  

These reasons lead us to develop a new application 
which is described in this article. We expect to develop a 
solution which fills a space on current market. 

C. Selection of OCR engine 

Due to the extent of this application, it is planned to use 
the existing OCR engine. Following types of engines were 
chosen as the most suitable: 

 Tesseract OCR [9] – OCR Engine developed by 
HP Company in since 1985 until 1995. Nowadays, it is 
being improved by Google. It is offered in C/C++ 
language. 

 Ocrad [10] – another open-source OCR engine. 
One of his main advantages is mainly an automatic 
transformation of an input image. It does not accomplish 
post-processing on the basis of language dictionaries. It 
is written in C/C++ language. 

 Puma.NET [11] – an engine for implementation in 
C# projects with .NET framework.  

 ABBYY Mobile OCR Engine [12]
 

– a 
commercial engine used here just for comparison of 
results. Not available for end users, tested by ABBYY 
FineReader Online service. 

 
A script in PHP language was created in order to 

accomplish an objective comparison of recognition 
accuracy. This script is not included within the topic of this 
article and therefore will not be described in the text. The 
accuracy of the match is calculated by following formula.   

The Greek letter ω is going to represent the number of 
symbols in a reference text and ωerr is the number of errors 
(substituted, missing symbols or additional symbols). Then 
the accuracy of match γacc is defined as:  

      
      

 
        [ ] 
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In order to identify the accuracy of recognition, the 
reference text [Fig. 1] was used.  

 

Figure 1.  Reference image. 

Furthermore, this sample was photographed by Canon 
PowerShot S3 IS and MDA HTC Touch 2. Consequently, 
this sample was transferred back to the text form using the 
above mentioned OCR and compared to the reference text. 
The accuracy of the match is expressed in percentages in [ 

]. Column “original” mean the reference text in form of 
an image. 

TABLE I.  COMPARISON OF OCR ENGINE ACCURACY 

OCR Original Canon HTC 

Tesseract 89,78 % 94,72 % 85,25 % 

Ocrad 93,30 % 92,71 % 74,36 % 

Puma.NET 92,05 % 90,41 % 25,55 % 

ABBYY 95,96 % 94,41 % 87,77 % 

 
The comparison shows that the most exact engine is 

ABBYY Mobile OCR Engine. At the same time it may be 
noticed that the decreasing quality of sample results in a 
gradual increase in number of errors. The most significant is 
the rapid increase of errors when using the Puma.NET 
engine.  In this case, the application was able to correctly 
recognize approximately one quarter of the text from an 
image taken by HTC Touch 2. On the other hand, the least 
sensitive engine considering the quality is Tesseract OCR. 
Even though, the Ocrad does not realize post-processing on 
the basis of language dictionaries, it was proven to be very 
precise.  

The most suitable from the point of the evolving 
application would be to use the OCR engine Puma.NET. 
This engine is designed for .NET framework environment, 
contains an analysis of a document structure, writing styles 
and filter (It accomplishes filtering out of dot-matrix 
anomalies and contains a regime for processing documents 
which are sent through fax) [11]. Nevertheless, due to the 
insufficient recognition accuracy of low quality images, its 
use has to be denied. On the other hand, it is necessary to 
choose an engine with good results even for bad resolution 
photographs. Therefore, the Tesseract OCR engine will be 
used for this purpose.  

III.  IMPLEMENTATION  

The programmating language C# with a connection to 
the developing environment Microsoft Visual Studio 2008 
was designed for the development of the described 
application. Microsoft Windows Mobile 5.0 runs as the end 
platform. Therefore, the application should function well on 
a PDA with this OS or a higher type of OS.  

The application is composed of couple components (by 
component we mean an incased object (UML expression), 
not the Visual Studio component), whose relationship is 
presented on a components’diagram in UML [13] on [Fig. 
2]. 

The application consists of 5 parts of basic components 
as it may be noticed in this diagram. These are 
CameraControl, ImageProcessing, MainApplication, 
OCRInterface and OCR. The image data are obtained by 
CCM while considering the data flow. Consequently, the 
components CameraControl and ImageProcessing manage 
their accuracy and new modifications. After the start-up of 
the CameraControl application, it portrays the image data in 
preview regime on the device’s display (ImageProcessing is 
spanned in this stage – it is in bypass regime). After taking a 
picture and pressing the touchscreen, the MainApplication 
component records this event and ends the preview. A static 
image is on the output of CameraControl. This image is 
adjusted by ImageControl component and portrayed. At this 
moment, the user is able to choose the words for OCR 
processing. MainApplication sends the coordinates of the 
selection to the ImageControl component which crops the 
image and forwards it further through the OCRInterface to 
the OCR engine. Finally, the recognized data may be saved 
inside a folder or copied to a Windows folder. 
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Figure 2.  Components‘ diagram of application. 

A. Ouciary Application 

The application is practically created in form of a guide. 
After the initiation user is able to turn on the camera and 
capture the recognized image or simply choose from a file. 
This is displayed on the following images of the application 
[Fig. 3]. 

Consequently, the image is modified. According to the 
settings, the normalization, automatic rotation and saturation 
removal take place. 

Furthermore, there is the area selection screen for 
recognition. Here it is possible to rotate the image manually 
and choose an area for recognition. Character recognition 
(described above) is very helpful during the text selection if 
this function is allowed.  Moreover, this screen might be 
absolutely left out (In this case the image is modified 
according to the settings and the whole image is accounted 
for). 

The selection happens by dragging (“rectangle 
drawing”).  If it is necessary to cancel the whole selection it 
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is enough to press anywhere on the image. If no area is 
chosen, the application automatically calculates with the 
whole image.  

  

Figure 3.  Application after the initiation and text capturing. 

After the selection of the area it is possible to establish 
individual recognition process. The progress of recognition 
is shown here. After the termination of recognition process 
the application automatically moves on to the form for 
storage.  

The resulting text can be seen here in a textbox and at 
the same time may be saved into a file or Windows mailbox. 

As it was already mentioned, there is a space here for 
adding the functionality in a form of automatic events in 
relation to recognized text, eventually to a “templates” 
usage for contact creation according to a business card etc.  

IV. TESTING OF DEVELOPED APPLICATION 

The application was tested continuously. The 
comparison of Tesseract with other OCR engines can be 
found in the section [Section II] and concretely in the table 
[Table 1]. Moreover, there is also a visible influence of the 
The testing of recognition quality is established by OCR 
engine which is a product of a third party and therefore is 
not a direct part of this work. The OCR engine was only a 
component of this work by a transfer (porting) to Windows 
Mobile (More precisely Windows Pocket PC 2003) in form 
of DLL library and to create suitable API.  The function of 
recognition was not interrupted by anything; therefore the 
testing of quality recognition is not a direct component of 
this work. 

Furthermore, it was established that the best results are 
obtained by using Tahoma font. In all of the tested samples 
the results were around 95% which is very sufficient. This is 
given mostly by the used language dictionary. In cases of 
graphically different fonts high results can be reached again, 
however Tesseract must firstly study these writings. The 
output is formed again by the language dictionary. It is 
possible to find more information about the preparation of 
language dictionaries on Tesseract webpage [9]. 

The results and quality of recognition are completely 
identical with Tesseract for PC.  

A. Testing of the speed of OCR on PDA 

According to the significantly smaller calculation 
performance of mobile devices it is advisable to undertake 
the measurement for the influence of an image characters 
number and the recognition of time of OCR process. 

This measurement was accomplished using 
TesseractCLI application. The device which was used for 
testing was PDA HP iPAQ hx4700. This device has a 32 
bite processor ARM which works using frequency of 
624MHz and RAM memory of 64MB. Windows Mobile 6.5 
was used as an operating system.  

Moreover, 2 colored TIFF images were tested in 
resolutions of 268x240 (~64 kPx), 536x480 (~257 kPx) and 
1072x960 (~1 MPx).  All of these images were in variants 
with 81,202 and 335 characters. The tested images are 
shown on [Fig. 4]. 

 

Figure 4.  Tested images. 

The testing was proceeding after the reset of the device. 
Each of the recognition measurements were established 5x 
and the final times were stated as an average. There were 
only small number of anomalies (maximum of 10% around 
average) among individual measurements and it was found 
out that the reset of the device does not have an influence on 
OCR operating period. The table [Tab. 2] gives the test 
results.  

TABLE II.  OCR OPERATING PERIOD IN RELATION TO THE NUMBER 

OF IMAGE CHARACTERS  

Time OCR (s) 
Image resolution (px) 

268x240 536x480 1072x960 

N
u

m
b

er
 o

f 

c
h

a
ra

c
te

r
s 81 3,106 4,609 4,477 

202 9,529 8,450 10,523 

335 24,767 15,581 16,389 

 
There was a strong dependence of the number of 

characters on the OCR operating period visible from the 
test’s results. On the other hand the resolution dependence 
did not show to be as relevant, however the results here are 
still quite interesting. 

The OCR time fluctuation concerning the recognition 
would be most likely given by the function of Tesseract. It 
can be expected that if the small resolution is used, there 
will be more faults in recognition and therefore the usage of 
dictionary will be increased in order to fix those faults. This 
may have impact on the time of transfer.  
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On the other hand, high resolutions will have effect on 
the on image processing time and recognition of individual 
characters. 

According to the mechanism, the minimal time for the 
transfer is given by a compromise between image resolution 
(small resolution – dictionary usage, high resolution – long 
processing and image recognition). This assumption is 
identical to the measurement (the measurement which was 
intended for chosen combinations of resolution and for 
number of characters was repeated with practically same 
results.). 

Generally, the processing is 10x slower than on PC, 
however it is bearable comparing to usage on PDA.  

V. CONCLUSIONS 

Main contribution of this project is development of 
mobile OCR application for Smart Devices with Windows 
Mobile OS. Used OCR technology can significantly speed 
up the work using text recognition where there is no 
requirement for manual transfer of text from an image (e.g. 
URL address capturing and consequent its display in the 
browser which is much faster than rewriting the address 
manually, especially in case of long and complicated 
addresses). Solution can be also used in the case of business 
cards digitalization or any other printed material which need 
to be rewritten. The mobile devices are always nearby [1] 
and therefore this method brings instant capturing of printed 
texts. 

During the development phase some problem arose out 
from the real implementation, where the biggest one was the 
porting of selected desktop OCR Tesseract to the end 
platform (Windows Mobile). Nevertheless, due to its 
minimal demands on other components, Tesseract is one of 
the few free OCR engines which are possible to port using 
relatively small interferences.  

Another inportant issue was in launching of CCM, 
where used DirectShow is quite complicated in the sense of 
a slow framerate of preview (around 2 fps).  

Developped solution is very well functional, useful and 
positive.   
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Abstract—Flexible Manufacturing Systems (FMS), in which 

the use of Automatically Guided Vehicles (AGVs) is typical, 

are a growing trend in many industrial scenarios. A novel, 

distributed, algorithmic approach to the execution control of 

activities (work-center oriented) is introduced in this paper, as 

is, in an integrated way, transportation (AGV oriented) 

scheduling. The relationship between jobs, modeled as 

processes, and work centers, modeled as resources, and sinks 

defines an undirected graph G representing a target Job-shop 

system. Analogously, the transportation performed by AGVs, 

also modeled as processes, and their corresponding physical 

paths, modeled as resources, can also be seen as a dual Job-

shop problem. The new approach is based on the Scheduling 

by Edge Reversal (SER) graph dynamics which, from an initial 

acyclic orientation over edges, that can be defined via 

traditional and/or efficient heuristics, let jobs and AGVs 

proceed in a deadlock-and-starvation-free fashion without the 

need for any central coordination. 

 

Keywords-Job-shop; Distributed algorithm; Flexible 

Manufacturing System; Graph dynamics; Scheduling by Edge 

Reversal. 

I. INTRODUCTION 

With the current interest in Flexible Manufacturing 

System (FMS), there is a growing need for scalable Job-

shop solutions. This article presents a new approach to the 

distributed representation and control of Job-shop systems. 

The novel approach consists of mapping a Job-shop system 

into an undirected graph          where           
is the set of activities and E is defined as follows: if     is 
the set of resources used by node i in order to operate, an 

edge          exists whenever          , that is, 

activities i and j, share at least one atomic resource. 

Next, an initial acyclic orientation w is defined over E. As 

shown in the following sections, this setup can be produced 

via well-known heuristic criteria, such as Earliest Due Date 

(EDD), Shortest Processing Time (SPT) and Priority (P). 

The Scheduling by Edge Reversal (SER) dynamics is then 

applied over G, where activities having all of its edges 
oriented to themselves have the right to operate upon shared 

resources and then reverse all associated edges, becoming 

source nodes in a new acyclic orientation w’. This ensures 

that neighboring activities in the system cannot operate 
simultaneously upon shared resources. In this context, SER 

acts as a decentralized control mechanism, ensuring mutual 

exclusion, coordinating all planned activities, regardless of 

whether they are concurrent or sequential. Besides, the 

proposed algorithm takes into consideration transport times, 

integrating transport and activity schedules, and also 

providing scalable solutions. In addition, it produces 

optimal minimum make-spam solutions comparable to 

traditional methods, while creating a deadlock-and-

starvation-free system by construction. 

SER is our subject in Section II. The two sections that 

follow (Section III and IV) are devoted to contextualizing 
the Job-shop and dispatching problem into the FMS domain. 

Sections V and VI discuss the construction of the proposed 

algorithm, and show the effective use of SER for distributed 

control of Job-shop systems, as well as the final 

conclusions. 

 

II. SCHEDULING BY EDGE REVERSAL 

In order to implement a distributed scheduling algorithm 

for decentralized control of Job-shop systems employed 

throughout, we decided to use a scheduling scheme which 

ensures by construction a deadlock-and-starvation-free 
system. The adopted approach is based on the algorithm 

presented in [1][2][3] to ensure mutual exclusion on 

distributed asynchronous systems, namely Scheduling by 

Edge Reversal (SER). In this context, SER is a simple and 

powerful distributed algorithm, originally conceived to 

support Distributed Systems under heavy load condition, 

when processors are constantly demanding access to all 

resources that they use. 

Important SER properties, and the NP-completeness of 

the problem of finding optimal concurrency amounts 

provided by the SER dynamics over a given distributed 

system, are established in [3]. SER works as follows: (i) the 
target distributed system is described by an undirected graph 

       , where           is the set of processing 

nodes and E is defined as follows: if      is the set of 

resources used by node i in order to operate, an edge 

25Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-224-0

INTELLI 2012 : The First International Conference on Intelligent Systems and Applications

                            35 / 98



         exists whenever          , that is, nodes i 

and j share at least one atomic resource; (ii) an initial acyclic 

orientation w is defined over E; (iii) all, and only sink nodes 

in w, i.e., nodes having all of its edges oriented to 

themselves, have the right to operate upon shared resources 
and then reverse all associated edges, becoming source 

nodes in a new acyclic orientation w’. This ensures that 

neighboring nodes in the target distributed system cannot 

operate simultaneously upon atomic shared resources. SER 

is the graph dynamics defined by the endless iteration of 

(iii) over G (Figure 1). 

 

 
 
 
 
 
 
 

Figure 1. SER Operation 

 

Considering G finite and, consequently, a finite number 

of possible acyclic orientations over G, eventually a 

repetition, i.e., a period of length l, will occur. An 
interesting property of SER lies in the fact that, inside any 

given period, each node operates, i.e., becomes a sink, the 

same number q of times, ensuring  “fairness”, in the long 

run operation, among all processing elements of G [3]. 

Many works devised a powerful family of SER-based 

distributed algorithms in different contexts [4]: presented 

how a SER dynamic can be used for sharing resources at 

non-uniform rates, allowing different processor priorities, 

breaking the symmetry rule that every processor should 

become a sink the same number q of times in a given 

period;[4] illustrates how to perform an optimal mapping of 
processors or machines in neighborhood-constrained 

systems and [5] demonstrated a novel algorithm named 

Scheduling by Edge Reversal with Hibernation (SERH), a 

distributed algorithm for scheduling of atomic shared 

resources in the context of dynamic load reconfiguration, 

where processors or nodes are able to relinquish the right of 

execution, allowing the reconfiguration of the whole of the 

distributed system. 

Due to its simplicity, SER is being currently applied to 

different domains. Among them, we could list: (i) industrial 

plants, where process are jobs and resources are machines, 
Automated Guided Vehicles (AGV), consumption, etc.; (ii) 

computational grid scheduling, where processes are 

computing jobs, and resources are CPUs, data; disk space 

and network links are grid data movement, where 

applications geographically distribute every datum to be 

used by a distributed computation. 

III. FLEXIBLE MANUFACTURING SYSTEM AND JOB-SHOP 

SCHEDULING 

Our interest in distributed Job-shop algorithms comes 

from the increasing interest in Flexible Manufacturing 

System (FMS) [6][7][8]. Flexibility measures the ability to 

adapt to a wide range of possible environments. The term 

FMS refers to a class of highly automated systems that 

consist of set of computer-numerically-controlled (CNC) 

machine tools and supporting workstations that are 

connected by an automated material handling system. The 

resulting system is controlled by a central computer that 

coordinates machine tools, material handling, and parts [9]. 

Especially, we consider the FMS composed by several 

Flexible Manufacturing Modules (FMM) or Flexible 
Manufacturing Cells (FMC), and, at least, one Material 

Handling System (MHS) consisting of one or more 

Automatic Guided Vehicles (AGVs). FMS scheduling is 

significantly different from traditional Job-shops where the 

human being is concerned. Deadlock situations may occur 

in FMS due to jobs in a circular waiting of resources 

(robots, buffers or paths). Consequently deadlocked 

situations have been identified as one of the most critical 

problems in the scheduling and control of FMSs. 

In multi-operation shops, jobs often have different 

routes. More specifically, in a Job-shop, each part has its 
own route. Such environment is known as a generalization 

of a flow shop (a flow shop is a Job-shop in which each and 

every job has the same route). The simplest Job-shop 

models assume that a job may be processed on a particular 

machine at most once on its route through the system. In 

others a job may visit a given machine several times on its 

route through the system. 

 

 

 

 

 
 

 

 

 

 

 

 
Figure 2. Job-shop Problem 

 

These shops are said to be subject to re-circulation, 

which increases the complexity of the model considerably, 

besides the NP-completeness of the Job-shop problem [10]. 

In our formulation of the Job-shop problem, we assume 

that there are many jobs on each route. In practice, routes 

may correspond to various production processes, or to 

various types of products manufactured in a factory. In that 
case, the jobs may correspond to parts or lots, and there will 

indeed be many such jobs for each route. A generalization 

of the Job-shop is the flexible system with work centers that 
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have multiple machines in parallel. From a combinatorial 

point of view, the flexible Job-shop with re-circulation is 

one of the most complex machine environments. It is a very 

common setting in the semiconductor industry 

In the Job-shop scheduling problem, a set J of n jobs 

            has to be processed on a set M of m different 

machines           . Each job    consists of a sequence 

of    operations               , that must be scheduled 

in this order (Figure 2). Moreover, each operation needs to 

be processed only on a specific machine among the m 

available ones. Pre-emption is not allowed and machines 

can handle at most one operation at a time. Operation     

has a fixed processing time    . The objective is to find an 

operating sequence for each machine to minimize the make-

span                 , where    denotes the 

completion time of the last operation of job             

[11]. Operations of the jobs in a Job-shop have to be 

scheduled to minimize one or more objectives, such as the 

make-span      or the number of late jobs. 
 

 
TABLE I. SAMPLE SCHEDULING PROBLEM (Liao and You (1992)) 

 

 
TABLE II. Construction of Schedule for Example TABLE I 

 
We present a procedure that will allow the generation of 

as many non-delay schedules as desired [9]. Basically, we 

construct a schedule by scheduling one operation at a time 

using the following algorithm: (i) Initialization. Let stage t 

= 1,      (where,    is the partial schedule of (t-1) 

scheduled operations.    contains the first operation of each 

ready job (where,    is the set of operations available to be 

scheduled at stage t, that is, all predecessor operations are in  

  ). (ii) Selection. Find              (where,   is the 

earliest time that operation      can be scheduled, that is, 

predecessors are completed and the needed machine is 

available). If several    exist, the algorithm chooses it 

arbitrarily. Let    be the machine needed by   . Choose 

any      that requires   and has        (iii) Increment. 

Add the selected operation k to    to create     . Remove k 

from    and add the next operation for its job unless that job 

is completed; this creates     . Set t = t + 1. If t = MJ stop; 

otherwise go to (i). As an illustration, consider the following 
Job-shop problem (TABLE I), presented by [12]. The 

process continues until all 9 operations are assigned. Steps 

are summarized in TABLE II., and this new algorithm also 

produces the best known make-span of 27. 

 

IV. DISPATCHING RULES 

Dispatching rules have received much attention from 

researchers over the past decades [13][14][15]. In general, 

whenever a machine is freed, a job with the highest priority 

in the processing queue is selected to be run on a machine or 

work center.  
Dispatching is the job selection process from a queue, its 

immediate setup and processing, when a processor becomes 

available. Simple dispatching rules are often used in shop 

scheduling and a list of the more popular ones follows: (i) 

Shortest Processing Time (SPT): Highest priority is given to 

the waiting operation with the shortest imminent operation 

time. Processing time       represents the time job j has to 

spend on machine i. Subscript i is omitted if the processing 

time of job j does not depend on the machine or if it only 

needs processing on one machine. If there are a number of 

identical jobs that all need a processing time    on one 

machine, then we refer to this set of jobs as items of type j. 

The production rate of type j items is denoted by    
 

  
  

(number of items per unit time). (ii) Longest Processing 

Time (LPT): Highest priority is given to the waiting 

operation with the longest imminent operation time. (iii) 

Earliest Due date (EDD). Select a job with minimum 

processing time. The due date    of job j represents the 

committed shipping or completion date (the date the job is 

promised to the customer).  

Completion of a job after its due date is allowed, but a 

penalty is then incurred. When the due date absolutely must 

be met, it is referred to as a deadline. (iv) Most Work 

Remaining (MWKR): Highest priority is given to the 

waiting operation associated with the job having the most 

total processing time remaining to be done. (v) Least Work 

Remaining (LWKR): Highest priority is given to the waiting 

operation associated with the job having the least amount of 
total processing time remaining to be done. (vi) Total Work 

(TWORK): Highest priority is given to the job with the least 

total processing requirement on all operations. (vii) First In 

First Out (FIFO): Highest priority is given to the waiting 

operation that arrived at the queue first. (viii) Last In First 

Out (LIFO): Highest priority is given to the waiting 

operation that arrived at the queue last. (ix) RANDOM 

(Random): Select a job au hazard. 

27Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-224-0

INTELLI 2012 : The First International Conference on Intelligent Systems and Applications

                            37 / 98



V. SER ON JOB-SHOP SYSTEMS FOR ROUTING PLANNING 

OF AGVS 

AGV routing planning is an important problem in the 

transportation, distribution and logistics fields. Route is the 

customary series of stops during a trip (programming of a 

succession of procedures). Computing the firing sequence of 

transitions which will yield an optimal result and also avoid 

deadlocks which might be present is important to real-time 

control of the modeled system. If an FMS is modeled, the 

routes planning of AGVs using SER, an optimal firing 

sequence is an optimal schedule for the system. Hence a 

method to find an optimal firing sequence of transitions is 

beneficial to both SER and FMS scheduling. A perpetual 

deadlock can happen in FMS due to a number of works 
which are expected to move resources to each other. 

Therefore, a model that can handle such complex systems is 

necessary. Several works conducted these analysis types 

using different methods such as Petri networks [16][17][18], 

but most of these methods have limitations when there are 

several types of tasks or activities and large quantity of 

machinery and do not solve the problem of routing and 

perpetual deadlock. 

 

A. Definition 

The problem of Job-shop systems can be developed 

from a scheduling distributed algorithm to control this 

category of decentralized systems. This is possible through a 

mapping of the Job-shop target in a graph G = (N,E) where 

each element of N is one of the planned activities, with pre-

established time, to be implemented in exclusive mode on a 

limited set of resources, which access restrictions defined 
the edges set E. It is also shown as an acyclic orientation is 

performed directly on E the basics of criteria such as 

traditional heuristic EDD, SPT and P. The dynamics of 

scheduling by edge reversal can then be applied to G, acting 

as a decentralized control mechanism of coordination of the 

implementation of various activities planned, whether 

concurrent or sequential. Implementation of SER in such 

systems is a new concept that provided a description of the 

form of sharing (AND, OR, XOR, negative, among others) 

to solve the problem of planning routes of the AGVs. 

Binary Operators: For OR sharing operates a single 
resource M (machine) in a process J (job) (Figure 3). The 

resource is released (edge reversal) when the processing 

time finishes        in each of the process operations (O). 

For AND sharing are illustrated in Figure 4. 
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Figure 3. OR Sharing 
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Figure 4. AND Sharing 

 

Example: Applying the concept of SER for the example 

of TABLE I and represented by Figure 5, which was used 
the concept of algorithm, to solve problems Job-shop. 

 
 

Figure 5. Schematic Diagram of the Problem - Table 1 

 

The three jobs are represented as an expression given by 

the Equation (1) of the XOR sharing           . 
 

                      

      
           

        
         

           
(1) 

 

The dynamics of edge reversal corresponding of the 

system proposed by Equation (1), is shown in Figure 6. In 

this case, the initial acyclic orientated adopted is determined 

from criteria or classic dispatching rules (EDD, MWKR, 

Priority    and Random). According to the dynamic and 

orientation criteria, the first set of operations to be processed 
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is                where    are sinks, and the processing 

time       is given by               and remainder 

time      of       and      , while     is completed. 

The following edge reversal is selected operations    
             The next steps are summarized in Figure 6 

and Figure 7, where the make-span is 27. For simplifying: 

 
        

             
        

               
          .  

 

An immediate benefit of this approach is the 

decentralization of the job control, which enables the 

distributed control to deal with any modification of the due 

time (asynchronous algorithm). 
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Figure 6 Example of SER 

 

 
 

Figure 7 The Generated Schedule with make-spam of 27, with the 

endless operation of the SER 

VI. SER ON JOB-SHOP SYSTEMS FOR PATH PLANNING OF 

AGVS 

The scheduling by edge reversal can be also used in the 

creation of a mechanism for dynamic planning 

programming of paths, allowing traffic concurrent of AGVs 

by the various regions (R) that constitute the layout of a 

FMS. Each layout of FMS is presented in a schematic 

diagram in order to show the paths, roads connected and 

ways of vehicles traffic. Each AGV needs some regions to 

complete its scheduled displacement, this displacement is 

related to an operation time or displacement     . The 

region number is defined as             In the 

example presented at Figure 9, different AGVs can compete 
for one or more regions (shared resources) that constitute 

the FMS. If there is a conflict, classic rules for dispatching 

(such as EDD, SPT, Priority) can be used. 
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Figure 8. Planning Example for Path Planning Scheduling 

 

Figure 8 shows a schematic example of scheduled 

displacement of AGVs into an FMS connected to 3 

sequential regions, all of them aligned in the same direction. 

Vehicles can move around in accordance to the following: 

(i) AGV1 moves through the subsequent path,       
   and (ii) AGV2 moves through         . (iii) we 

also know when (t) each AGV is willing to use each shared 

resource. The description of the processes and resources 

(Figure 8) is given by: 

 

                              (2) 

                              (3) 

 
The Boolean expression that represents the dynamic is 

represented by: 
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29Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-224-0

INTELLI 2012 : The First International Conference on Intelligent Systems and Applications

                            39 / 98



In the dynamics of edge reversal for the example system, 
the initial acyclic orientation adopted is determined from the 
criteria of EDD, priority AGV1 and SPT. The first 
operations being processed are the displacements of AGV1 
and AGV2 on      ,    where   are sinks and operation 

time    is given by                   and remainder 

time to finish the displacement      of R1 is 1, while     is 

completed. In the following edge reversal, operations    = 
R1, R2 and      are selected. The next steps are 
summarized in Figure 9 and Figure 10. The previous shows 
that the problem of path planning can be treated as a Job-
shop problem. 
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Figure 9. Example of SER on Path Planning 

 
Figure 10. The Generated Schedule 

CONCLUSION 

With the current growing interest in Flexible 
Manufacturing System (FMS), there is a growing need for 
distributed Job-shop algorithms. This article presents an 
implementation of a distributed scheduling algorithm for 
decentralized Job-shop systems that can be used for FMS 
control and scheduling. This novel approach allows 
decentralization of the job control and enables the distributed 

control to deal with any modification of the due time, caused 
by its asynchronous nature. The next step is the use of this 
algorithm in two real conditions: (i) AGV traffic control in 
automated container terminal and automated large scale 
freight transport systems and (ii) computational grid 
scheduling and grid data movement. 
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Abstract— We present an improved self-localization estimation 

algorithm in this paper. The algorithm uses a modified SURF 

method to extract the interest points, using it to extract the 

orientation and a descriptor of the interest point in order to 

lessen the computation time. A robot using this method can 

estimate its indoor self-localization according to matched 

interest points. A number of intermediate results will also be 

discussed. The intermediate results show that the displacement 

method could correctly match the interest points in two images. 

Keywords-Ceiling Key Point Extraction; SURF (Speeded-Up 

Robust Features); DSP (Digital Signal Processor). 

I.  INTRODUCTION  

Mobile robot self-localization is a mandatory task for 
accomplishing full autonomy during navigation. Various 
solutions in the robotics community have been developed in 
order to solve the self-localization problem. The solutions 
can be categorized into two groups: relative localization 
(dead-reckoning) and absolute localization. Although very 
simple and fast, dead reckoning algorithms tend to 
accumulate errors in the system since these methods only 
utilize the information coming from proprioceptive sensors, 
such as odometer readings (e.g. incremental encoders on the 
robot wheels). Absolute localization methods are based on 
exteroceptive sensor information. This method yields a stable 
locating error but is more complex and costly in terms of 
computation time. Relative localization requires a high 
sampling rate in order to maintain an up-to-date pose, 
whereas absolute localization is applied periodically with a 
lower sampling rate to correct relative positioning 
misalignments [3]. 

With the furthering development of science and 
technology, visual positioning methods play an important 
role in the self-localization of autonomous mobile service 
robots working in indoor environments [5]. Generally, prior 
knowledge of an indoor environment can be used to 
determine the position and orientation of a mobile robot via 
visual positioning approaches. The features used by different 
approaches for mobile robot localization range from artificial 
markers, such as barcodes, to the placement and orientation 
of ceiling lights and tiles, for example. Indeed, the selected 
visual features have significant influence on the positioning 
approach performance. 

The remainder of this paper is organized as follows: 
Section II presents some of the related studies. Section III 
lays out the composition of the proposed algorithm. Section 
IV discusses some of the intermediate results. We draw our 
conclusions in Section V. 

II. RELATED WORK 

In the field of image processing, the Speeded Up Robust 
Features (SURF) algorithm [6] is an efficient and high-speed 
algorithm, which is considered to be an improved version of 
the Scale-invariant Feature Transform (SIFT) algorithm [10]. 
The SURF algorithm mainly consists of two parts: interest 
points extraction and an orientation and descriptor of the 
interest points extraction. For the interest point extraction, 
the SURF method uses an integral image and box filter to 
replace the Gaussian filter and the DoG (Difference of 
Gaussian) method found in the SIFT algorithm. This allows 
for a greatly reduced computation time.  

However, in the orientation and descriptor section the 
SURF method scans the neighborhood region twice. In the 
first scan the orientation of the interest point is extracted. 
The second scan, according to the orientation of the interest 
point, is used to extract the descriptor. In low-speed devices 
such as a DSP board, the two scans increase the amount of 
computation time. Furthermore, in the case of images that 
only rotate and move, a simpler method can be used to 
obtain the orientation and descriptor. 

In our paper, we use an alternative method to obtain the 
orientation and descriptor. This method only scans the 
neighborhood region interest points once. Our self-
localization estimation algorithm contains three parts: 
interest points extraction (using SURF), orientation and 
descriptor extraction (using the improved method), and the 
interest points matching and self-localization estimation. 
Because there is only one scan the necessary amount of 
calculation is reduced. 

III. THE COMPOSITION OF THE ALGORITHM 

In an indoor environment, the floor is assumed to be 
planar. The ceiling usually consists of a series of blocks that 
form a chessboard pattern parallel to the floor. In this study, 
a camera is mounted onto the top of the mobile robot 
working on the floor. The camera points to the ceiling, as 
shown in Figure 1. 
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Figure 1.  Ceiling based visual positioning 

In our research, the SURF algorithm is used to extract the 
interest points. The SURF’s replacement method is used to 
extract the orientation and the descriptors of the interest 
points. The self-localization of the mobile robot is then 
estimated according to the different positions of the same 
interest points in two images. The flow chart of the algorithm 
is shown in Figure 2. The interest points extraction section is 
broken down in Figure 3. 

Simply put, in the rapid interest points detection method, 
the NMS (Non-Maximum Suppression) method used after 
obtaining the Fast-Hessian matrix in the conventional SURF 
algorithm is changed to a Non-minimum suppression method 
to obtain the feature points whose gray value is high. In 
addition, the conventional order of the box filter scale [6] is 
changed to 75, 51, and 99. Not only does this remove the 
impact of the image edge, reducing the amount of calculation, 
but also leads to an increase in the interest points. The 
interest points extraction results are shown in Figure 6. 

 

 

Figure 2.  The SURF algorithm flow chart  

 

Figure 3.  The interest points extration 

Regarding the orientation and descriptor extraction, our 
descriptor method is similar to that of the SIFT algorithm. 
The flow chart describing the replacement algorithm is 
shown in Figure 4. The details regarding this algorithm can 
be found in [11]. 

To date, in a simple environment, for the case of the 
translation and rotation of the image obtained from the 
ceiling, the replacement algorithm has been verified to be 
feasible. The results from the replacement algorithm are 
shown in Figure 7. 

 
Figure 4.  The modified algorithm flow chart 
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The self-localization estimation method is illustrated in 
Figure 5. 

The two illustrations shown in Figures 5(a) and 5(b) 
show differences obtained over a small time interval. Figure 
5(a) illustrates a baseline before the camera is moved. After 
the camera is moved (5 seconds), Figure 5(b) illustrates the 
position and orientation differences. We assume that there 
are three interest points and a center point. The center point 
represents the self-localization of the mobile robot. One 
point amongst three interest points have two coordinates 
(Dash Line Coordinate System and Solid Line Coordinate 
System).  
 

 
(a) 

 

 
(b) 

 

Figure 5.  The self-localization estimation method 

The dashed line coordinates represent the image 
coordinates whereas the solid line coordinates represent the 
interest points. The X-axis of the solid line coordinate 
represents the orientation of the interest point.  

The center point’s coordinate (x, y) in the dashed line 
coordinate system can be changed to the solid line coordinate 

system )ˆ,ˆ( yx by: 
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As shown in Figure 5(b), there are two new coordinates 

)ˆ,ˆ(
aa

yx  and )ˆ,ˆ(
bb

yx . According to the characteristics of 

the invariant properties [10], )ˆ,ˆ(
aa

yx  and )ˆ,ˆ(
bb

yx  are in 

the same coordinate system. In fact, the location change of 

the mobile robot is from )ˆ,ˆ(
aa

yx  to )ˆ,ˆ(
bb

yx . The relative 

displacement of the mobile robot can therefore be expressed 
simply as: 

 

 
22

)ˆˆ()ˆˆ(
baba

yyxxD                (2) 

 

IV. THE INTERMEDIATE RESULTS 

In this section we discuss some intermediate results. 
Figure 6 shows the extracted interest points results. The 
black dots represent the interest points.  The captured image 
after camera moved is shown in Figure 6(b). Comparing the 
two images, most of the interest points are retained. 

 

 
(a) 

 
(b) 

Figure 6.  The extracted interest points simulation results: (a)  before and 

(b) after the camera moved 
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Because the interest points being matched by the results 
from the DSP is not very intuitive, Figure 7 shows the results 
which were simulated using the same method in MatLAB. 

 

 
Figure 7.  Descriptor extraction and matching using our improved 

algorithm in MatLAB 

V. CONCLUSION 

In this study, we used Non-minimum suppression to 
replace Non-maximum suppression in interest points 
extraction. As a result, we present a modified SURF 
algorithm used to extract the orientation and descriptor of the 
interest points. The simulation results verify the modified 
algorithm has good interest point matching results. In future 
work, we will write a program to verify the proposed self-
localization estimating design in a DSP board. We will also 
address camera rotation in regards to the self-localization 
algorithm and verify it.  
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Abstract—Many production processes consist of repetitive, 
almost identical sub-processes. Process models are needed for 
state estimation and control purposes. Models are frequently 
formed from an analysis of input-output data relations of the 
overall process. For a repetitive process, the model of the 
repeated process is a functional root of the relation. Functional 
roots are introduced and symbolic approaches are presented. 
We propose to find functional roots via Symbolic Regression to 
model repetitive processes. As a first proof of principle we 
show the suitability of this approach with two basic and well-
known problems in the scientific field of physics and nonlinear 
dynamics. The exact solutions of these problems are available 
from textbooks and can be used to assess the results of our 
approach. The first step in our project work therefore is to 
develop suitable concepts and technologies. The next steps will 
include analyzing real world data in cooperation with our 
project partners. 

Keywords- Symbolic Regression; Manufacturing; Functional 
Roots; Machine Learning. 

I.  INTRODUCTION 

Many manufacturing tasks and processes are composed 
of a repetition of some simple process steps, since the 
necessary power of the repeated process must only be a 
fraction compared to the power needed in a single-step 
process. In fact, repeating manufacturing tasks represent an 
important group of manufacturing tasks and are of high 
practical relevance. 

One of the problems is that manufacturing conditions 
restrict the observation of the material properties during the 
process, which therefore can often not be quantified. In such 
cases only the initial and final state of the material or work 
piece is known. The knowledge of the intermediate material 
qualities is mandatory for optimal process control. It is 
represented by a process model, which has to be established 
for the process under consideration. 

There are several methods used to model the dynamics of 
nonlinear complex systems [1]. Conceptually, they can be 
split into two classes. The first class includes prior domain 
knowledge from human experts. For example numerical 
simulations like finite elements or phase field methods 
simulate the behavior of systems with domain knowledge 
from human experts. The second approach is to use 
phenomenological or general base function models which try 

to fit the observed behavior of the systems as good as 
possible. The latter approach includes many machine 
learning, data mining and statistical methods. 

The second class can be further refined in modeling via 
symbolic [2] (e.g., general formula expressions) and 
subsymbolic (e.g., dedicated base function class, support 
vector machines or neural networks) representations. 
Symbolic learning representations can be interpreted by 
human domain experts and they can help to understand the 
process in a more formal way. Therefore this class does not 
only aim to model the system behavior. Sometimes the 
human experts are able to identify previously unknown facts 
of the observed process.  

In contrast subsymbolic representations are black boxes. 
In most cases it is very difficult or impossible to interpret the 
behavior of the learnt representation. In our approach, we 
interpret mathematical formulas as one form of symbolic 
representation which can be used to gain additional insight 
into the system behavior. 

The remaining part of the paper is organized as follows: 
In Section 2, we introduce the relation between industrial 
processes and functional roots. Section 3 gives a summary of 
the background and of related work. Additionally the 
proposed method is further described. Section 4 introduces 
the sample experiments and Section 5 the results of the 
method application. A summary is drawn in Section 6 with 
an outlook to future work. 

 

II. INDUSTRIAL PROCESSES AND FUNCTIONAL ROOTS  

One of our project tasks is to develop algorithms which 
are able to model the behavior of manufacturing processes. 
In the first steps we identified an important class of recurring 
problems which will be described in the following part of 
this subsection. 

Technical processes like steel rolling or annealing are 
often recursive repetitions of some simple processes where 
the repeated application fulfills the original task. The main 
reason for such a recursive process is that the elementary 
process is much easier to handle. Figure 1 shows a schematic 
example of a steel mill. Stripes of metal are rolled in a 
sequence of up to seven identical stands where the task is to 
reduce their initial thickness of some centimeters down to 
some millimeters. That means that the resulting semi-
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manufactured products of a subprocess are the input of the 
next almost identical sub-process. This continues until the 
target properties are reached. 

In Figure 1, a block of steel with known property
inx is 

transformed by n stands to a stripe with the measurable 
property

outx .  

The total process F can be modeled as a whole, but 
revealing a description of a single stand 

if  is equivalent to 

computing functional roots of F. Intermediate values 
ix  are 

not accessible, but might be important to know for optimal 
process control.  

 

 
Figure 1.  Model of a steel mill. 

 
Due to technical reasons, it is impossible to measure 

some parameters like the profile of the stripes between the 
stands and the intermediate processing steps. However, this 
information is essential for optimal process control. 
Therefore, a model of a single stand can be generated from 
the measured values of the incoming and outgoing material 
and the fact that the transformation occurred in a number of 
identical steps. In [4], the whole process line is successfully 
modeled by a neural network. In [5], system identification of 

F and if is done with neural networks. The disadvantage of 

this method is that the results are subsymbolic and cannot be 
interpreted by a human expert.  

III. BACKGROUND AND RELATED WORK 

A. Functional Roots  

In one sense, the concept of functional roots (aka iterated 
functions) is the inverse problem to the well-known 
compositions of a function with itself. The function f(x) is 
not known, but its composition with itself is given. For 
example, what is f(x) such that f(f(x))=F(x), where F(x) is a 
given function. This question is an important part of the 
theory of functional equations and the areas of application 
appear in various fields such as computer science (e.g., 
recursions), dynamic systems or chaos theory. Little 
mathematical theory is known to find functional roots. It can 

be shown that functional roots of all orders exist for at least 
all continuous and strictly increasing real-valued functions 
[7]. Theoretical solutions for the problem do only exist for 
specific cases, such as monotonic functions. There is no 
formal way to find solutions for the general case.  

Nevertheless, they have practical significance and few 
tools can solve them. Symbolic Regression is one solution 
method [8] and in this paper we present our first results. 

 
Definition: Given an arbitrary function :)(xF , 

the function f(x) with f(f(x))≡F(x) is called a functional or 
iterative root of F. 

Higher order roots can be defined as 

)()...))((...()( xFxfffxf k  and the function 
kFf /1 is a k-th iterative root of F. 

 
Some simple examples are shown in Table 1. 
 

Functional Root Solution 
xxF )(  xxf )(  

1)(  xxF  

2

1
)(  xxf  

2)( xxF   2
)( xxf   

4)( xxF   2)( xxf   

Table 1. Functional roots. 

To find a functional root to a problem seems on the first 
sight appealing because of its apparent simplicity and its 
natural idea. But, already the simple function 2)( 2  xxF  
requires deep mathematical insight to be solved. In [8], it 
was shown that one analytical solution is 

))
2

(cos2cos(2)( 1 x
xf  , which is not intuitive at 

first sight. 
As a final remark, it should be mentioned that functional 

roots represent a universal concept and their use is not 
limited to the optimization of industrial processes. 
Applications range from data analysis to chaos theory.  
 

B.  Classical Regression Analysis and Symbolic 
Regression  

Regression analysis [9] is one of the basic tools of 
scientific investigation enabling identification of functional 
relationship between independent and dependent variables. 
The general task of regression analysis is defined as 
identification of a functional relationship between the 
independent variables x = [x1, x2, … , xn] and dependent 
variables y = [y1, y2, … , ym], where n is a number of 
independent variables in each observation and m is a number 
of dependent variables.  

The task is often reduced from an identification of a 
functional relationship f() to an identification of the 
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parameter values of a predefined (e.g., linear)  function.  
That means that the structure of the function is predefined by 
a human expert and only the free parameters are adjusted.  
From this point of view Symbolic Regression goes much 
further. 

Like other statistical and machine learning regression 
techniques Symbolic Regression also tries to fit observed 
and recorded experimental data. But unlike the well-known 
regression techniques in statistics and machine learning 
Symbolic Regression tries to identify an analytical 
mathematical description and it has more degrees of freedom 
in building it. A set of predefined (basic) operators is defined 
(e.g., add, multiply, sin, cos) and the algorithm is mostly free 
in concatenating them. Unlike the classical regression 
approaches which optimize the parameters of a predefined 
structure also the structure of the function is free and the 
algorithm both optimizes the parameters and the structure of 
the basis functions. 

There are different ways to represent the solutions in 
Symbolic Regression. For example informal and formal 
grammars have been used in Genetic Programming to 
enhance the representation and the efficiency of a number of 
applications including Symbolic Regression [10]. 

Since Symbolic Regression operates on discrete 
representations of mathematical formulas non-standard 
optimization methods are needed to fit the data. The main 
idea of the algorithm is to focus the search on promising 
areas of the target space while abandoning unpromising 
solutions (see [3] for more details). In order to achieve this, 
the Symbolic Regression algorithm uses the main 
mechanisms of Genetic and Evolutionary Algorithms. In 
detail they are mutation, crossover and selection [6] and they 
are used to operate on an algebraic mathematical 
representation.  

This representation is encoded in a tree [6] (see Figure 2).  
Both the parameters and the form of the equation are subject 
to search in the target space of all possible mathematical 
expressions of the tree.  

In Symbolic Regression, many initially random symbolic 
equations compete to model experimental data in the most 
promising way. Promising are those solutions which are a 
good compromise between correct prediction quality of the 
experimental data and the length of the symbolic 
representation. 

The operations are nodes in the tree (Figure 2 represents 
the formula 6x+2) and can be mathematical operations such 
as additions (add), multiplications (mul), abs, exp and others. 
The terminal values of the tree consist of the function's input 
variables and real numbers. The input variables are replaced 
by the values of the training data set.  

 
Mutation in a symbolic expression can change the 

mathematical type of formula in different ways. For example 
a div is changed to add, the arguments of an operation 
changed (e.g., change 2*x to 3*x), delete an operation (e.g., 
change 2*x+1 to 2*x), or add an operation (e.g., change 2*x 
to 2*x+1). 

 

 
Figure 2.  Tree representation of the equation 6x+2. 

The fitness objective in Symbolic Regression, like in 
other machine learning and data mining mechanism, is to 
minimize the regression error on the training set. After an 
equation reaches a desired quality level of accuracy, the 
algorithm returns the best equation or a set of good solutions 
(the pareto front). In many cases the solution reflects the 
underlying principles of the observed system. 

 

C. Proposed Method  

In this article, we introduce an approach which uses 
Symbolic Regression to model the intermediate processing 
steps of manufacturing tasks. Mathematically, this is 
equivalent to the problem of computing iterative or 
functional roots: Given the equation F(x)=f(f(x)) and an 
arbitrary function F(x) we seek a solution for f(x). The major 
advantage of this approach is the interpretability of the 
identified solutions.  
 

IV. SAMPLE EXPERIMENTS 

In the following two subsections, we give a brief 
description of the two application scenarios of our first 
experiments. It should be noted that the next stage of our 
project is to evaluate the quality of the proposed 
methodologies on real-world data from industrial partners  

 

A. Free Fall 

 
The Free Fall textbook problem belongs to the 

elementary problems in physics and every first-year student 
in physics will probably be familiar with it. Nevertheless, 
we used it as starting point to gain a better understanding of 
the developed methodologies and functional roots.  

In a nutshell, the free fall describes a vertical motion of 
an object falling a small distance close to the surface of a 
planet. It is a good approximation in air as long as the force 
of gravity on the object is much greater than the force of 
aerodynamic resistance, or equivalently the object's velocity 
is always much smaller than the stationary velocity. 

 
B. The Logistic Function 
 
     A discrete map is the inverse to a functional root and is 
basically a sequence defined by the successive compositions 
of a function with itself. If, for example, we consider a 
function f from R to R, for each value in the domain we can 
define a sequence ( )(),...,(),(, 2 xfxfxfx n ), whereby 
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)(xf k

 describes the k times concatenation 

ffff  ... . 

 

 
Figure 3.  Bifurcation diagram. 

      There are many reasons why we may be interested in a 
sequence of this sort. For instance, the iteration of a suitable 
function can be successful in describing an event in the real 
world which is considered at discrete steps, such as the 
growth of a population of rabbits through its generations. 
The Logistic Function is defined as 

)1( 11   nnn xrxx , r > 0.         (1) 

      It is easy to check that this is the equation of an upside-
down parabola, which goes through the origin and the 
intercepts the x-axis at x = 1. This function is a good model 
of growing populations, but it has also peculiar 
mathematical properties.  
    The function has three different defined ranges with 
different behavior. 
0 ≤ r ≤ 1: the function converges to 0.  
1 < r ≤ 3: the function converges to the attractor 1 – 1/r. 
3 < r ≤ 4: the function shows a periodic-doubling 
bifurcation. It starts with one attractor and approaches chaos 
via period doubling.  
    The logistic function is particularly interesting when 

52 r . In this case, the dynamic system shows a 
deterministic chaotic behavior. That means that the system 
behavior is very sensitive to its initial conditions and 
infinitesimal variations for a dynamic system lead to large 
variations in behavior.  
      Figure 3 shows the Bifurcation or Feigenbaum diagram. 
The bifurcation parameter r is shown on the horizontal axis 
of the plot and the vertical axis shows the possible long-
term population values of the logistic function. Only the 
stable solutions are shown here, there are many other 
unstable solutions which are not shown in this diagram. The 
bifurcation diagram shows the forking of the possible 
periods of stable orbits from 1 to 2 to 4 to 8 etc. Each of 
these bifurcation points is a period-doubling bifurcation. 

 

V. EXPERIMENTS AND RESULTS 

      In our project, we have developed a Symbolic 
Regression framework. Additionally we adapted this 
algorithm to search for solutions for functional roots 
(F(x)=f(f(x))). 
One of the main challenges posed in this paragraph is to 
modify algorithms to determine mathematical equations 
which are able to interpolate observed systems behavior. 
These data were measured at different points in time. In 
other words, we want to learn a function which is able to 
interpolate the dynamics of a system for nonlinear behavior. 

A. Free Fall 

      As a starting point of our project we analyzed the well-
known physical free-fall problem. The experiment setup is 
easy: An object is falling from attitude h0 to h1. On level h0 

it has the velocity v0 and on level h1 v1. The starting velocity 
is varied and the resulting speed is measured on level h1.  
With knowledge of the necessary physical laws it is easy to 
find the correct answer. E.g., with knowledge of the energy 
theorem, attitude m and gravitation a the function is 

2
101

2
0 2

1
)(

2

1
mvhhmamv 

        (2) 
 
      The task was to determine a formula which satisfies the 
following conditions for time  
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t
ttm




 
),()),((),(),( 000011 hvfhvgghvghv mm 

      (3) 
 
Replacing g with the function: 
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(4) 
the iterated function is f and g is the iterated function of f. 
      In a first step we generated a training set of 40 learning 
examples.  
      Then we used the Symbolic Regression algorithm to 
search for the solution. The operation set contained addition, 
subtraction, multiplication, division, sine, cosine, 
exponential, logarithm function. The terminal values 
consisted of the function's input variables and real numbers. 
      The main task was to learn a functional root for this 
function. Several experiments showed that the developed 
Symbolic Regression system had no problem in finding the 
iterated function for this first sample experiment.  
      It was good starting point, but a more complex problem 
was needed.  

B. The logistic function 

      The logistic function is defined as )1( 11   nnn xrxx . 
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      At first, we generated a training set of 70 data sets. 4 
times r was varied (see Figure 4). The vertical lines show 
the different r. In this first example each data set consists of 

a multitude of triples with 1nx , nx and r . 

 
Figure 4.  Training Data. 

 
      In a first step of our experiments, we tried to learn r with 

given 1nx  and nx .  

      The algorithm started with the following operation set: 
addition, subtraction, multiplication, division, sine, cosine, 
exponential, logarithm functions. The terminal values 
consisted of the function's input variables and real numbers. 
As expected the system was able to detect the correct 
formula:  

2
11 )(  


nn

n

xx

x
r

         (5)

 

 
      The next experiment was to find a formula which is able 
to predict 

nx  without a given r. To solve the problem, it is 

not sufficient to make 1nx  available to the learning 

algorithm. Therefore, we added 2nx  (predecessor of 1nx ) 

to the data set und detected the formula which describes 

each point nx of the Feigenbaum-Diagram with only two 

given points 1nx , 2nx : 

2
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nn
n xx
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      Remarkably, this formula is able to describe every nx  

with only two given data points 1nx , 2nx  and without 

given r. 
 

Functional root 
      The final experiment for the logistic function experiment 
was to determine the functional root of the logistic function 
with given r. Unlike in the former experiments, our 
algorithm was not able to find an exact analytical solution to 

this problem. But, experiments with a separated validation 
data set showed that they are good approximation to this 
problem.  
      Again, our Symbolic Regression algorithm was 
searching for the solution with the operation set of addition, 
subtraction, multiplication, division, sine, cosine, 
exponential, logarithm. The terminal values consisted of the 
function's input variables and real numbers. 
      Two runs of the Symbolic Regression algorithm found 
the following solutions:  

) x+ 517cos(3.7038*r*)sin(x*1.0578035

r)r),,((x

1-n1-n

1n  nxff
     (7) 

 

)x*2.3924117 + 149cos(1.9426

*r*0.42397907 + 0.30775887

)),,((x

1-n

1n   rrxff n

      (8) 

 

VI. CONCLUSIONS 

      In this paper, we address the task to find mathematical 
formulas to functional roots with Symbolic Regression. A 
practical real-world application is the interpolation of 
recursive repetitions of manufacturing tasks. This problem 
arises in many scientific fields but few existing tools can be 
used to find the functional root analytically or to analyze 
them. Our approach is applicable to arbitrary problems, and 
does not require deep mathematical insight into this research 
field. It is especially favorable for analyzing systems in 
which little expert knowledge is available. 
      In a first step of our project, we demonstrated the 
feasibility of this approach by two well-known problems. 
Based on the results from our Symbolic Regression analyses 
we found a solution for the logistic function which is able to 
predict the next time step with arbitrary and unknown r and 
only with two previous data measurements.  
      Our results show that Symbolic Regression is a suitable 
tool for modeling the dynamics of systems and to find 
functional roots for iterated processes of arbitrary behavior 
and dynamics.  
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Abstract—Opportunistic resource sharing, and contacts’ interaction 
in opportunistic networks, faces several resource challenges that 
need to be faced via intelligent combinatorial practices. This work 
proposes a scheme which takes into account the non-synchronized 
motion of the devices in an urban area where an intelligent 
opportunistic socially oriented caching scheme is presented. The 
concept of social centrality is being introduced and modeled, which 
takes into consideration interactions among users. Through the 
proposed model the users’ interactions can be exploited through 
time according to the contact frequency, in order to enable in an 
efficient way opportunistic resource sharing among mobile peers. 
The collaborative opportunistic communication with the proposed 
combined social-oriented model and the gossip-based replication 
scheme is thoroughly evaluated through experimental simulation, 
which takes measures for the end-to-end reliability of the resource 
sharing scheme. The proposed scheme enables efficient resource 
sharing via the social model and the evaluated interactions, 
minimizing at the same time, the delay variations between packets 
and maximizing the efficiency of resource exchange between mobile 
peers. 

Keywords-Temporal Social Metrics; Resource Exchange Scheme; 
Social Interaction Metrics; Opportunistic Communication Performance; 
Opportunistic Optimistic Replication. 

I.  INTRODUCTION 

Today, wireless networks are used in many real-time 
applications that offer specialized services ‘on-the-move’, where 
these services require reliable communication and continuous 
end-to-end connectivity. When dealing with resource sharing 
applications, low latency and high responsiveness should be 
supported by the device in a decentralized way, whereas the ease 
of interaction, and the “always-on” connectivity should be 
engaged with users’ demands and their requested data [1]. 
Current devices’ limitations host many problems in the end-to-
end communication, and therefore, are unable to handle resource 
sharing in a reliable manner. The challenging problems expressed 
by these devices are considered very disastrous and impair 
significantly the high responsiveness when devices face 
temporary and unannounced loss of network connectivity while 
they move, whereas they are usually engaged in rather short 
connection sessions since they need to discover other hosts in an 
ad-hoc manner where, then, the requested resources may not be 
available. Therefore, a mechanism that faces the intermittent 
connectivity problem and enables the devices to react to frequent 
changes in the environment, such as change of location or the 
context conditions, the variability of network connectivity, will 

affect significantly the end-to-end reliability and will face the 
unavailability and the scarceness of wireless resources. This work 
proposes a model for combining the resource sharing 
characteristics with the opportunistic content sharing procedure in 
order to offer higher reliability and availability of the requested 
resources. The interaction model that is introduced, and the social 
centrality principle [1] allow the users to share resources among 
devices when a shared contact rate threshold is satisfied, and 
devices follow a stationary non-synchronized motion while the 
connectivity is maintained. Social centrality is evaluated 
according to the usefulness of the location of a node in public 
areas. Usefulness is formed within a context of the connections 
allowed and the bandwidth served for a certain location. 
Opportunistic object/resource sharing [2] takes place in order to 
enable efficient dissemination of files chunks [3] whereas, the 
designed model guarantees the end-to-end connectivity 
maintenance, in a mobility-enabled cluster-based communication.  

In this work, the proposed socially-oriented model for storing-
and-forwarding for a certain time-cycle requested objects, utilizes 
the network resources (capacity and temporal connectivity) and 
enables high resource exchange. The high resource availability is 
as a result of the utilization of the social centrality principle as 
simulation results show. This work primarily addresses the 
problem of resource sharing in opportunistic systems and uses a 
constrained social caching mechanism. Through the proposed 
model the ability to accommodate in an adaptive way the 
requested data increases, whereas it enables a specified maximum 
number of concurrent users to share resources in a cluster 
according to social-interaction parameters of the users who are 
interacting. The model strengthens or weakens the resource 
exchange scheme according to the social contacts and the 
replication scheme exploited by the user’s interaction parameters. 
In addition, different types of traffic can be supported where the 
adaptability and the robustness is shown by the proposed scheme. 

The structure of this work is as follows: Section II describes 
the related work done and Section III follows presenting the 
proposed social-enabled mechanism for opportunistic resource 
sharing. Section IV presents the performance evaluation of the 
proposed scheme through simulation followed by Section V with 
the conclusions and foundations as well as potential future 
directions.  

II. RELATED WORK 

As location-based social networks have already appeared (i.e., 
Foursquare [3]) with great acceptance from the social 
community, different models were extracted in order to link 
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communicational problems and connectivity maintenance during 
a communication among peers. Mobility in autonomic 
communication is considered an essential parameter, where, 
along with the user’s demands, they pose the vision of what self-
behaving flexibility should encompass in next-generation self-
tuning behavior of the devices[4]. The opportunistic 
communication aggravates the capacity of the nodes [2][5], 
where the requested information is being forwarded. Obviously, 
the need of modeling the social contacts behavior becomes timely 
nowadays since smartphones are now capable to process 
efficiently any requested information, whereas at the same time 
they can gather information from any hosted application (i.e., 
location aware or social contacts) in order to better utilize the 
network resources.  

From the object sharing perspective, research has extensively 
proposed efficient architectures [6] [7] [8], which rely on local 
information and local devices’ views, without considering the 
global networking context or views, which may be very useful for 
optimizing load balancing, enable adaptive routing, energy 
management, and even some self-behaving properties like self-
organization. Mavromoustakis and Karatza in [9] propose the 
HyMIS scheme, which extends the advantages offered by the 
Hybrid Mobile Infostation System architecture, where the 
Primary Infostation (PI) is not static but can move according to 
the pathway(s) of the roadmaps. However, the HyMIS does not 
consider the social parameters-like the history contract rate and 
the temporal parameters of the users.  

This work’s contribution is to link the file sharing scheme 
with the underlying social parameters in order to optimize the 
efficiency of the resource sharing process. Event dissemination 
protocols use gossip to carry out multicasts. These gossips may 
be even more efficient in broadcasting information, if social 
parameters can be hosted and evaluated in a way that they affect 
the end-to-end resource sharing. Different caching approaches 
were used in the past, for enabling the requested data content to 
be available and discoverable [10] [11] at any time such that 
content can be discovered in a peer-to-peer manner without 
having network partitioning problems. Additionally if requested 
data was at some time window back available then through the 
proposed scheme we can keep an adaptive track of the resources 
and their availability. Mavromoustakis and Karatza in [12] 
consider the impact of impatience on optimal content 
dissemination scheme and a general model to capture this impact 
and show that under very general assumptions, the impatience 
function. However the contact relation and the history of the 
mobile peers is not yet explored due to the complexity and the 
dynamic nature that these environments impose. However 
selective and criteria-based dissemination procedures that take 
into consideration the social mobility and the social interactions 
in order to gather an allocation index for each ranked request by 
each peer, based on mobile nodes’ content requirements is still a 
relatively unexplored area.  

This work proposes an efficient way to optimize the end-to-
end resource sharing reliability by enhancing the replications of 
the high ranked requested objects by users using a social-oriented 
methodology. The social-oriented model introduces the social 
centrality, and is utilized for selectively storing -for a certain 
time-cycle- the requested objects, whereas it considers the motion 
and movement characteristic of the devices for enabling 

optimized reliability, reduced traffic and generated overhead. The 
proposed scheme combines the strengths of both selective 
replication in opportunistic communication systems utilizing the 
outsourcing concept and attempts to fill the trade-offs between 
user’s mobility, reliable file sharing and on-demand requested file 
availability limitation in the end-to-end path. Examination for the 
effectiveness of the proposed scheme is performed through 
simulation taking into consideration the offered reliability by the 
collaborative-social caching replication scheme within the 
mobility context. Thorough evaluations have been performed for 
the throughput optimization and the variation in the grade of 
robustness during the file sharing process among mobile peers, as 
well as for the throughput response.  

III. PROBABILISTIC RANDOM WALK MOTION FOR EFFICIENT 

END-TO-END RESOURCE SHARING USING OPPORTUNISTIC 

SOCIALLY ORIENTED CACHING 

Assuming that a source needs to send requested packets or 
stream of packets (file) to a destination where the destination 
moves from one location to another. This implies that, in a non-
static multi-hop environment, there is a need to model the motion 
and the requested resources in the end-to-end path such that the 
resources can be efficiently shared among users, whereas any 
redundant transmissions and retransmissions are avoided. This 
work proposes a clustered-based mobility configuration scenario, 
which is set in Figure 1. Clusters enable the connectivity between 
nodes and the local (within a cluster) control of a specified area. 
On the contrary with [12][13] in this work a different mobility 
scenario is modeled and hosted in the scheme, which enables a 
parameterized feedback provision through the modeled scheme. 
Unlike the predetermined Landscape in [12], in this work, the 
mobility scenario used is Fractional Random Walk. The random 
walk mobility model was derived from the Brownian motion, 
which is a stochastic process that models random continuous 
motion [14]. In this model, a mobile node moves from its current 
location with a randomly selected speed in a randomly selected 
direction as real time mobile users act. However the real time 
mobility that the users express, can be defined by spotting out 
some environmental stimulating elements (adverts, cinema, 
shopping mall et.c) where users’ decisions may be affected. In 
the proposed scenario the new speed and direction are both 
chosen from predefined ranges, [vmin, vmax] and [0, 2π), 
respectively [15]. The new speed and direction are maintained for 
an arbitrary length of time randomly chosen from(0, tmax]. At the 
end of the chosen time, the node makes a memoryless decision of 
a new random speed and direction. Figure 1(a) shows the 
scenario where the associations and the potential coverage area of 
a node is depicted. The movements are shown as a Fractional 
Random Walk (FRW) on a Weighted Graph.  

Taking into consideration the movement of each device and 
by using the graph theoretical model, a device can perform 
random movements according to the topological graph G = (V,E) 
where it comprises of a pair of sets V (or V(G)) and E (or E(G)) 
called vertices (or nodes) and edges (or arcs), respectively, where 
the edges join different pairs of vertices. This work considers a 
connected graph with n nodes labeled {1, 2, . . . , n} in a cluster 

nL with weight wij ≥ 0 on the edge (i, j). If edge (i, j) does not 
exist, we set wij = 0.We assume that the graph is undirected so 
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that wij = wji. A particle walks from node to node in the graph in 
the following random walk/movement manner. Given that the 
device/particle is currently at node i, the next node j is chosen 
from among the neighbors of i with probability: 




k
ik

ijL
ij w

w
p                                    (1) 

where in (1) above the pij is proportional to the weight of the 
edge (i, j). then the sum of the weights of all edges in the cluster 
L is: 





1:, jji

ijij
L ww                                 (1.1) 

By using the motion notation, we can express the track of the 
requests as a function of the location (i.e. movements and 

updates L
ijp ) as: ( , )L

i i j ijR I p  where iR is the request from node 

i, i jI is the interaction coefficient measured as in eq. 2. This 

work uses the representation of the interactions by utilizing 
notations of weighted graphs (equation 1). An example of social 
network is represented in Figure 1(a) where each node represents 
one person. The weights associated with each edge linking two 
persons (two devices) of the network are used to model the 
strength of the interactions between individuals [16]. The 
assumption made lays within the context that these weights are 
expressed as a measure of the strength of the social relations of 
the linking parts. Then the degree of social interaction between 
two people/devices can be expressed as a value in the range [0, 
1]. These social interaction coefficients have a simplistic mean 
that, when 0 is expressed, it indicates that there is no interaction; 
whereas when 1 is expressed, it indicates that there is a strong 
social interaction. This aspect will affect the outsourcing degree 
of the requests in order to be available by other users in any 
cluster as 3.A’s section show. Therefore, the connectivity of 
interactions in the network of Figure 1 can be represented by the 
5×5 symmetric matrix (matrix is based on the population in the 
network and the hosted clusters), where the names of nodes 
correspond to both rows and columns and are ordered based on 
the interaction and connectivity. Matrix Iij is referred to, as the 
Interaction Matrix. The generic element i,j represents the 
interaction between two individuals i and j where the diagonal 
elements represent the relationships that an individual has with 
himself and are set, conventionally, to 1. In (2), the Iij represents 
all the links associated to a weight before applying the threshold 
values, which will indicate the stronger association between two 
individuals.  

1 0.66 0.13 0.87 0

0.12 1 0.99 1 0.31

0 0.21 1 0.54 0.65

0.21 0 0 1 0.84

0 0 0.95 0.09 1

ijI

 
 
 
 
 
 
  

              (2) 

The threshold value is estimated according to the 
enhancement of the relation of the individuals as follows: 

1
ij

ij

I I
I

I

 


 
                                  (2.1) 

where ijI is the enhanced or weakened (if less 

than
( ) ( 1)ij ij ijI I I
  

   ) association between two individuals and 

I is the difference according to the previous ijI association 

between i and j. Since while sharing resources time plays a major 
role, this work models a time-oriented enforcement of enabling 
an association to fade, i.e. if two individuals are not in contact for 
a prolonged time period. This association increases or reduces 
progressively with the time using the equation: 

,
Lij age R

age

a
I b t T

t
                               (2.2) 

where aget  is the time that has passed since last contact and 

is measured until the individuals abandon the clustered plane L. 
a and b are proper constants

1
 chosen by the designer of the 

network (a= 0.08, b=0.005). The proposed model encompasses 
the impact of the mobility on the interaction elements Iij as the 

derived matrix consisting of the elements of L
ijw and ijI  as 

follows:  
L

ij ij ijM I p                              (2.3) 

where the element ijw derived from the L
ijp matrix of the 

plane area L, is the likelihood of an individual to move from i to 
a certain direction to j, as Figure 1 shows.  

 

L
ijp

L
ijp

L
ijp

 
Figure 1. Inter-cluster communication and connectivity between nodes (within a 
cluster) with FRW model and social interactions (I). 

A. Using social centrality for replicated object policy 

One of the key tasks in wireless network analysis is 
determining the relative importance of individuals based on their 
positions, connectivity structure and motion through time. One 
concept in measuring and combining these aspects of the 
behavior of wireless networks is referred to as the centrality of 
individual devices with respect to the placement and behavior of 
each individual device in the cluster. Thus by using centrality 
approximation, a subset of the individuals in the network is 
sampled, and an induced subgraph consisting only of these 
individuals, and the links among them is produced, as a 
representative sample at time t. The centrality computation, then, 
is performed on this induced subgraph instead of the entire 
network, with the centrality scores of the sample being used as 
approximations. This work uses the social centrality as a measure 

                                                           
1
 Constant values for a= 0.08, b=0.005 are design parameters and were found to 

consist a suitable set (see [16] for more calculations on these estimations), based 
on the network’s dimension at a certain time. 

43Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-224-0

INTELLI 2012 : The First International Conference on Intelligent Systems and Applications

                            53 / 98



of the generic centrality of the system and the relative 
associations. Thus in the system with moving devices, a node that 
is directly connected with many nodes and has high ijI  can be 

considered as a high degree node. In other words, the lower 
degree nodes need the high degree nodes to serve as a bridge in 
order to connect with other lower degree nodes. According to the 

high degree nodes, the degree or centrality ( )cD aj  can be 

measured by:
1

( ) ( , )
n

c i
D aj d ai aj


  ,where 1 ,

0 ,( , ) ai aj D
ai aj Dd ai aj  

  , 

D denotes the direct connectivity. A maximum number of 
connected nodes for a certain graph is n−1. Therefore, the 
formula to calculate the centrality of the node by using the 
proportion of the number of adjacent nodes to the maximum 
number (n−1) is as follows: 

' 1
( , )
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n

i
c

d ai aj
D aj

n



                             (3.1) 

Centrality indicates the relative importance of a node in a 
network [17] and the relative contribution of this node to the 
communication process (in terms of duration and distance 
covered with the frequency, and parameterized in the context of 
avoiding communication partitioning problems). The social 
centrality is a relative measure of the betweenness centrality of 
two or more nodes. Social centrality is a type of centrality, that 
measures the number of times a node is chosen to host the ‘best 
effort’ parameters (in terms of storage, capacity and betweeness 
location) for time t in L, for, which requested data can be 
outsourced to this node. Therefore, a node with high social 

betweenness centrality ai can have a strong ability to interact 

with other nodes in the cluster L, and can be measured as: 

1

1

j

aj ak

ai k

ij
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P P ai
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where aj akP   is the number of paths in the cluster via, which 

a requested object can be retrieved between the aj and ak, and 

ijP is the number of paths in the cluster that include ai, 

P ai  . We introduce the social-oriented stability parameter 

( )C t  for a time t, and is estimated as: 

( )

( )

(1 ( ))
( ) ( )

inf( )

aiij t C i j t

C ij
r C t

R norm N
t m t

C R


    

  
  

        (3.3) 

where ijR is the normalized communication ping delays between 

i and j nodes at time t, ai  is the normalized [0..1] social 

betweenness centrality showing the strong ability to interact with 

other nodes in the cluster L, ( )C i j tN   is the successfully 

downloaded chunk capacity files over the total file capacity, rC  

is the multi-hop channel’s available capacity, ( )ijm t is the 

interaction measures derived from eq. 2.3 at the time interval t, 

and ( )C tR  is the end-to-end delay in the cluster’s pathway. The 

social-oriented stability parameter ( )C t  indicates the capability 

and transmitability of the node i to diffuse a certain requested 
object according to the ranked criteria of each requested object in 
L for a time t.  

1) Ranking requested resources according to users’ 
demands 
In order to define which requested objects should be outsourced 
for being available for future requests, a ranking model has been 
applied as follows: To find the rank of an object a1 a2 . . . am, 
one should find the number of objects preceding it. It can be 
found by the following function: 
function rank(a1, a2, . . . , am |L)// ranking the a1, a2, .. in L 
cluster 
rank← 1 ; 
for i ← 1 to m do 
while  (k has any neighbor with ai ) do 
rank ← rank + N(a1, a2, . . . , ai−1) 

where the function above indicates which resources are highly 
demanded and are ranked according to these demands for the 
first k-hop nodes in the path.  

2) Cluster merging and transfers’ minimization 
This work has utilized a cluster merging notation, where, if a 

resource is available from a nearby user in another Cluster 
accessible in a specified number of hops, a virtual merging 
mechanism has been enabled similar with the cluster merging in 
[18]. This means that by the utilization of the MinMax Cut 
algorithm proposed in [18], the cluster is partitioned in a way to 
make a distinction between pair-wise similarities with regards to 
the requested objects.  

B. Optimistic intracluster outsourcing scheme using social 
interactions  

In order to enable the proposed combination of the weights of 
the motion, with the interaction matrix and its elements of the 
matrix denoted as the interaction indicators we have modeled a 
mechanism for diffusing the requested high ranked resources to 
be outsourced. The diffusion policy used is using a resource 
sharing model, which reflects the impact of the mobility and the 
impact of the interaction indicators onto the proposed diffusion 
mechanism. Equation 4 shows the quantitative resource sharing 

approach by using the ijM  as a function of the contact rate and 

the number of users that are interacting (or not) in the cluster. The 
model is similar with the [12] in the sense that, the 
epidemiological model that is used in [12] is being replaced by 
the social interactions and the elements of the interaction 
indicators. We assume that a common lookup service is followed 
by all devices in the network cooperating via a shared platform. 
This model is providing feedback via the interactions performed 

ijM and the number of users that are not interacting within time 

frame t. Suppose there are u hosts in the system, then a host is 

sharing a resource with β(u−1) other hosts per unit time. I  (k−1) 
are the number of users that are not interacting with (i,j) taking 
into account the threshold values, and/or are newly entered users 
in the cluster and have no relation/interaction with i,j. Therefore, 
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the diffusion transition rate for the resource sharing process 
taking into consideration the above, becomes:  





( 1)

( 1)

ij ij L

L

M u I

I
I

u

    




                          (4) 

where ij  is the resource sharing from i to j,   is the contact 

rate, u are the hosts in the cluster as in [12]. It stands that all 
u L . The download rate can be measured as 

,ijM i j L     , where  is the supported transmission 

rate by the channels for downloading resources from j to i for 
time t. In order to avoid caching saturation [4] onto nodes, which 
are hosting the requested cached resources, this work uses a 
countermeasure to delete the requested resources from any node 
after time t. This is to clean up with redundant files the devices’ 
storage units and memories. The delete or Purging Enforcement 
policy encompasses the Time-To-Leave duration of a node in the 

cluster, which is enforced by the motion weight L
ijw  as follows:  

( )ij
TTL ij

ij

m
d C

C


                           (4.1) 

where ijm is the i,j element of the matrix of eq. 2.3,  is the 

duration since last claim of the file from destination j, ( )ijC  is 

the relative reserved capacity according to the channel’s available 

capacity from i node to j, and ijC is the total channel’s capacity 

from node i to node j within the time duration  . 
 

IV. PERFORMANCE ANALYSIS THROUGH SIMULATION AND 

DISCUSSION 

In the implementation-simulation of the proposed scenario, 
C/Objective programming language libraries were used as in [2]. 
The movement patterns generator was implemented to produce 
primarily traces for the ns-2 simulator [19]. All mobile nodes 
collaborate via a shared application that uses a distributed look-
up service. Radio coverage is small compared to the area covered 
by all nodes, so that most nodes cannot contact each other 
directly. Additionally, we assume IEEE 802.11x as the 
underlying radio technology supporting the Cluster-based 
Routing Protocol (CRP). Queries regarding the resources that are 
available by peers for sharing, are generated dynamically and are 
selectively cached onto nodes according to Section III.A (eq. 
3.4), where requested resources are ranked according to users’ 
demands. The community is following the FRW on a Weighted 
Graph and consists of 250 users diffused in a landscape. The 
interaction of a particular user affects the contact rate and the 
interaction matrix entries of the next moment as real time users 
do and follows the measure of the equation 2.2. This association 
increases or reduces progressively with the time. Figure 2(a) 
shows the distribution of contacts’ duration in msec with the 
Successful packet Delivery Ratio (SDR), whereas Figure 2(b) 
shows the SDR with the speed of each device comparing three 
different schemes.  

  
Figure 2(a). The Successful packet Delivery Ratio (SDR) with the distribution of 
contacts’ duration in msec. Figure 2(b). The SDR with the speed of each device 
comparing three different schemes. 

 
 
Figure 3(a)-(b). The Successful packet Delivery Ratio (SDR) with the End-to-end 
resource sharing capacity (MB) and Cumulative distribution of the number of users 
that are experiencing inter-contact.  

 

Figure 4(a)-(b). Number of Clusters/download with the Interaction-Mobility 

estimation of the ijM between peers, and the social centrality values with the 

successfully downloaded chunk capacity files over the total file capacity with 
respect to the inter-cluster duration.  

Figures 3(a) and (b) show the Successful packet Delivery Ratio 
(SDR) with the End-to-end resource sharing capacity (MB) and 
Cumulative distribution of the number of users that are experiencing 
inter-contact. Figure 3(b) shows that if users will outsource the 
requested resources using the interaction model, then the associated 
SDR increases significantly and the number of completed files are 
also increasing. Figure 4 shows the number of Clusters/download 

with the Interaction-Mobility estimation of the ijM  between peers. If 

the social centrality of the node increases, which means that the node 
has greater likelihood of its spatial and temporal location then the 
SDR increases and the inter-cluster contact time is reduced. Figures 
5(a) and (b) show the total download time with the contact duration 
for complete downloads and the volume of the outsourced capacity 
with the contact duration for complete downloads. In Figure 6, the 
SDR with the number of delay-deadlined transmissions when a node 
requests resources is shown. By using socially-oriented caching the 
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SDR is kept high when the associated interaction parameters are 
greater than >0.4 and the social centrality parameter is >0.6. 

 
 
Figure 5(a)-(b). Total download time with the contact duration for complete 
downloads and the volume of the outsourced capacity with the contact duration 
for complete downloads.  

 
 

 
Figure 6(a). SDR with the number of nodes per transmissions with delay-
deadlines. Figure 6(b). Successfully completed downloads with the interaction 
parameters and the social centrality measures.  
 

V. CONCLUSIONS AND FURTHER RESEARCH 

This work considers the probabilistic social interactions in 
order to assign available resources to communicating nodes 
according to a combined mobility model and the users’ social 
relations. The collaborative resource sharing is achieved through 
the opportunistic socially-oriented caching model. Based on 
users’ mobility and the associated probabilistic variation based on 
time and location, the social-based selective replication enables 
the cache-and-forward outsourcing model to fill the trade-offs 
between user’s mobility, and reliable file sharing. The scheme 
outperforms from other existing schemes due to the social model 
which enables on-demand requested file availability. 
Examination for the effectiveness of the proposed scheme is 
performed through simulation taking into consideration the 
offered reliability by the collaborative-social caching replication 
scheme within the mobility context. Experimental results show 
that by introducing interaction parameters to mobile users while 
sharing resources on-the-move, the reliability increases 
significantly. Next steps and on-going work within the current 
research context will be the expansion of this model into a file 

sharing platform where on-the-move the users can share 
resources in real-time.  
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Abstract—Recent binary signal detection theory (BSDT), 
extended by its infinity hypothesis (infinity of common 
prehistory of universe, life, and mind), is called extended 
BSDT. Its basic notions underlie BSDT primary language (PL, 
a hypothetical genuine mathematics used by animals for their 
internal computations). BSDT PL operates with meaningful 
words defined as finite binary affixes to infinite binary strings 
that have common infinite initial parts. In this paper, by an 
analysis of composite PL words (sentences), it has been 
demonstrated that meanings of their constituents can only 
conditionally be related. Meanings of composite words taken as 
a whole are perceived unambiguously and, under condition 
that communicated parties have common evolution history 
(respective infinite strings share their infinite initial part), 
make possible reliable, in particular non-syntactic, meaningful 
(semantic) communication. It has also been shown the BSDT 
neural network learning paradigm, “one-memory-trace-per-
one-network”, and super-Turing hyper-computations are the 
mandatory requirements for doing semantic computations and 
for unambiguous understanding of meanings of finite symbolic 
messages. Numerical and empirical evidences of some PL 
predictions and potential PL applications are briefly discussed.  

Keywords-context; infinity; meaning; subjectivity; 
categorization; complexity; super-Turing computations. 

I.  INTRODUCTION 

Many researchers believe the problem of linguistic 
meaning cannot adequately be solved without solving the 
problem of consciousness. Taken together, recent binary 
signal detection theory, BSDT [1], and its atom of 
consciousness model, AOCM [2], give a chance of finding a 
new solution to the problem of meaning. The result is a 
primary language, PL [3], implementing John von 
Neumann’s idea of a low-level “primary language truly used 
by the central nervous system,” and structurally “essentially 
different of those languages to which our common 
experience refer” [4, p. 92]. BSDT PL [3] is thus a low-level 
language of symbols (spike patterns) probably used by the 
nervous system for its internal computations. It may also be 
used as a precursor to higher-level (including natural) 
languages that may be built with its help. 

In this paper, basic BSDT PL’s assumptions (new infinity 
hypothesis and meaning and subjectivity defined with its 
help) and some formalism details (computations with infinite 
binary strings that share infinite initial part) are briefly 
summarized. Within the PL framework for describing the 
meanings of components of composite words, the notion of 
conditional meaning for PL words of different meaning 

complexity [3] is introduced and on its ground their meaning 
ambiguity is discussed. For the first time, it will be explained 
in which way the rigid certainty of meanings of given-level 
(given meaning complexity) PL words and inevitable 
ambiguity of relations between meanings of different-level 
(of different meaning complexity) PL words ensure the 
richness of PL semantics, and how the PL provides a 
possibility of reliable communication without syntax (or even 
without any language at all) between animals of the same (or 
relative) species. For the success, it is needed to fulfill major 
requirement of BSDT PL infinity hypothesis – for different 
communicators infinite strings describing the meaning of a 
finite symbolic message must share their infinite initial part 
or, in other words, communicators must share significant 
part of their evo-devo history. Non-syntactic communication 
and communication without any language at all are the 
problems of great importance for linguistics, cognitive 
sciences, and artificial intelligence because their study 
informs us about the dynamics of language as a population 
phenomenon, bodily forms of signaling, and about a 
cognitive and bodily infrastructure for social interaction [5].  

Computational, neuroscience, and psychological 
evidences of some PL predictions are discussed (the latter 
becomes possible because there are elements of psychology, 
i.e., meanings, in the background of PL mathematics). We 
conclude the network learning paradigm “one-memory-trace-
per-one-network” and super-Turing hyper-computations are 
the mandatory requirements for successful semantic 
computations and for unambiguous understanding of the 
meanings of finite symbolic messages. It is claimed that, in 
living organisms (where meanings of communicated 
messages are crucially important), Turing and super-Turing 
computations are the everyday, routine, ubiquitous practice. 

The paper consists of Sections I to VII and reference list. 

II. BSDT  PL INFINITY HYPOTHESIS 

Extended BSDT, eBSDT, is the BSDT extended by new 
infinity hypothesis [2, 3] implying the infinity of common 
prehistory of the universe, life, the mind, language, and 
society and, according to which, main the eBSDT quantities 
– meanings of finite-in-length symbolic messages – are 
defined as infinite symbolic strings that have common “in 
the past” infinite initial parts. BSDT PL [3] and BSDT 
AOCM [2] are grounded on the eBSDT and closely related 
because meanings are interpreted as subjective experiences 
of respective feelings (qualia) and vice versa [2]. 

The leading idea is to equate a real-world physical 
device devoted to the recognition of particular meaningful 
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symbolic (binary for certainty) message originated from a 
thing of the world, complete binary infinite on a semi-axis 
description of the story of creation of this device in the 
course of evolution from the beginning of the world until 
now, and the meaning of the message under consideration 
[3]. Under the things of the world, we understand any 
inanimate objects, animate beings, and any relations 
between/within them. If in an arbitrary chosen place to split 
infinite on a semi-axis binary string just introduced into two 
parts then its finite and infinite fractions could be thought of 
respectively as the name of a thing and the context in which 
this name appears. Such a generalization allows the defining 
of an infinite but countable number of meaningful finite 
binary messages (PL words) that would name all the known 
(and unknown but conceivable) things of the world.  

Because of the common co-evolution of all the things of 
the world meanings of their names are to be described at a 
given moment by different infinite strings with common 
infinite initial parts. The main feature of these strings is 
that, having at their ends different finite-in-length fractions, 
they share their infinite initial part (the text written in it does 
not matter here). Thanks to this property, the lengths of 
infinite PL meaning descriptions which differ, if they are 
indeed different, may explicitly be compared (Section III 
B). Since the meaning of a name is simultaneously the 
physical device designed to recognize exactly this name, 
name’s meaning is the property of perceiving organism 
(sensory agent) and, through it only, of the thing whose 
name is currently under consideration. The same is also the 
reason why a name’s meaning is simultaneously the 
animal’s respective internal (psychological) state or its 
current subjective “first-person” experience or quale [2, 3].  

In order for the AOCM/PL to be able to do semantic 
computations (i.e., to operate explicitly with meaningful 
strings of infinite length), specific super-Turing techniques 
and the implementation of real-world super-Turing physical 
devices are required. These are BSDT ASMs (abstract 
selectional machines [6]), AOCM/PL’s building blocks 
devoted to processing separate meaningful messages or PL 
words/names. Because of our infinity hypothesis, the ASMs, 
AOCM, and PL should be based on notions that appeal to an 
extent to psychology (to meanings of names) and, for this 
reason, are beyond the scope of traditional mathematics. 

III. ELEMENTS OF BSDT PL FORMALISM 

A. Meaningless and Meaningful Words 

All the conceivable meaningful PL expressions are 
defined as infinite spinlike (with components ±1) binary 
strings cxixj

i of the same infinite length, l(cxixj
i) = l(cx0) = 0א 

bits (0א, Georg Cantor’s aleph) or of the same meaning 
complexity [3]. They constitute (are the members of) an 
ultimate or proper class Scx0 (the set of strings of the length 
l(cx0) that is not a member of any other set [7], cxixj

iScx0; 
the term “proper class” may intuitively be interpreted “as an 
accumulation of objects which must always remain in a state 
of development” [8, p. 325]). Given-level (Section III B) 
cxixj

i are uniquely specified (marked/labeled) by their right-
most fractions, i-bit strings xj

i (xj
i is an affix added to the cxi, 

cxi is common infinite context for all the xj
i of the length i 

with different arrangements of their ±1 components; i = 0, 1, 
2, …  and j = 1, 2, …, 2i). The number of elements (the 
cardinality) of the fraction of the Scx0 that comprises all the 
cxixj

i with xj
i not longer than i bits is the sum ∑2k = 2i + 1 – 1 

(k = 0, 1, …, i). Consequently, between naturals in their 
usual order and all the elements of the whole Scx0, cxixj

i, a 
one-to-one correspondence can be established. That means 
the Scx0 is countable and its cardinality, |Scx0|, equals 0א. On 
the other hand, |Scx0| = 2i + 1 – 1 with i = 0א; that is, if the 1s 
that are inessential in this expression are omitted, it will be 
the famous formula for the size of the Cantor’s continuum.  

An affix xj
i may simultaneously be treated either as the 

ijth i-length binary string, message, computer code/ 
algorithm, vector in i-dimensional binary space (i-BS), point 
in the i-BS, element of the set of 2i points of the i-BS, PL 
word or PL name. Depending on the current context, these 
terms will further be used interchangeably.  

A word/name xj
i is the meaningless fraction of a 

meaningful string cxixj
i; i.e. such a name gets its meaning 

from its context and from itself, M(xj
i) = cxixj

i. Different xj
i 

specify all the conceivable strings cxixj
i and at the same time 

represent all the conceivable mathematical expressions as i-
length binary strings – that is, they provide complete (non-
Gödelian) arithmetization of these expressions by 
ordinals/naturals (xj

i may be treated as ordinals/naturals 
written down in binary notations). For this reason, xj

i are 
also the ijth eBSDT Gödel’s numbers, Gij

x = xj
i, enumerating 

themselves and meaningful strings cxixj
i. The same xj

i are 
also the ijth partial Gregory Chaitin’s Ω, Ωij

x = xj
i (the ijth 

halting probabilities [9] for arbitrary binary computer codes 
not longer than i bits running on the ijth Chaitin’s self-
delimiting computers or, we hypothesize, on respective 
BSDT ASMs). xj

i as well as Gij
x and Ω ij

x are random and 
incomputable because they are randomly selected from 2i 
different binary i-lengh strings and, then, assigned to things 
to be named [3]. In other words, xj

i, Gij
x, and Ωij

x provide 
irreducible descriptions (specifications) of these things. The 
totality of given-level (Section III B) values of xj

i, Ωij
x, or 

Gij
x is the totality of given point-of-view irreducible 

descriptions of all the things of the known world [3]. 
If string variable xi consists of variables up and vq then xi 

= upvq, i = p + q; xi is a string template of i empty cells 
needed to produce the strings xj

i by filling these cells in +1s 
and −1s; upvq is a concatenation of up and vq. The values of 
variables xi, up, and vq are respectively the strings xj

i, ur
p, and 

vs
q that are the members of sets Sxi, Sup, and Svq whose 

cardinalities are respectively |Sxi| = 2i, |Sup| = 2p, and |Svq| = 
2q; if p ≤ q ≤ i, Sup Svq Sxi. Composite set/space Sxi may 
also be interpreted as either the Sup whose vectors are 
colored in 2q colors or the Svq whose vectors are colored in 
2p colors. If so, p and q are the measures of discrete 
“colored” non-localities of vectors in spaces Svq and Sup, 
respectively [3]. Three-dimensional blue-and-red binary 
space (“colored Boolean cube”) has earlier independently 
been used for representing the Boolean functions of one-
dimensional cell automata, e.g., [10, ch. 6]. The rainbow of 
colors in finite-dimensional binary spaces here discussed is 
a direct generalization [3] of the two-color case [11]. 
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B. Categories, Meaningful Words of Different Levels 

The form C(xi) = cxix
i (it is a concatenation of string cxi 

and string template xi) defines a category (notion or 
concept) of meaningful names cxixj

i. If to dynamically fix p 
left-most components of an xj

i as a particular ur
p, then cxixj

i = 
cxi(ur

pvs
q) = (cupur

p)vs
q = cvqvs

q where cxi = cup, xj
i = ur

pvs
q (i.e., 

xj
i is a composite string), cvq = cupur

p, xj
iSxi, ur

pSup, and 
vs

qSvq. Infinite strings cupur
pScu0 and cvqvs

qScv0 are the 
members of different ultimate classes, Scu0 and Scv0, but, 
because of our infinity hypothesis implying that cxi = cup, the 
lengths of cupur

p and cvqvs
q are comparable and the former is 

l(cxixj
i) − l(cupur

p) = i − p = q > 0 bits shorter (has smaller 
meaning complexity) than the latter (note, Scv0 = Scx0 and 
l(cxixj

i) = l(cvqvs
q); infinite words [12] of automata theory 

have no such properties and remain within the framework of 
traditional mathematics). The form C(vq) = (cupur

p)vq = cvqv
q 

with values (cupur
p)vs

q = cvqvs
q provides a temporal sub-

categorization of members of the category C(xi) = cxix
i. 

Since, under condition cxi = cup, cxixj
i and cupur

p are of 
different lengths (have different meaning complexities), we 
refer to their affixes as names of different levels: the level of 
xj

i is zero, the level of ur
p (if it is a fraction of xj

i) is q = i – p, 
i.e. the number of “ignored” bits that differentiate the length 
of cupur

p from the length of cxixj
i (q also defines discrete 

colored 2q-state non-locality of ur
p; as l(cxixj

i) = l(cvqvs
q), vs

q 
is also a zero-level name). Only zero-level names get 
definite meanings (see Fig. 1), namely xj

i in cxixj
i or vs

q in 
(cupur

p)vs
q; the string ur

p has no definite meaning in 
(cupur

p)vs
q but it gets a strictly defined meaning as a right-

most (zero-level) fraction of curur
p (if ur

p is not a fraction of 
any composite string). A right-most (zero-level) item of a 
composite meaningful name is called the “focal” item (it 
occupies dynamically created “focus of attention”), a 
composite name’s non-focal item produces a focal name’s 
“fringe” (by analogy with fringes of memory and 
consciousness [2, 3]) or its short-range immediate context. 

All the PL’s meaningful strings are defined on a semi-
axis (i.e. they are “one-side infinite”), have the lengths 0א 
bits (i.e. they are countable), and must always be arranged in 
a way when they share their infinite initial part, the length 
of which is again 0א. Since infinite meaningful strings are 
arranged in such a way, their beginnings (bit-by-bit common 
infinite initial part) are always the same but their end-points 
may not coincide and one of these strings may in general be 
a number of bits longer or shorter than the other (in other 
words, they may have larger or smaller meaning complexity 
[3]). Therefore the strings that are of the same infinite length 
in the sense of Cantor (that are countable) may be of 
different infinite length (meaning complexity) in the sense 
of the BSDT PL. The level of a PL name is the measure of 
such a difference or the relative measure of complexity of 
meanings; absolute measure (the length of a meaningful 
string taken separately) is useless for comparing meaning 
complexities because all meaningful strings taken separately 
have the same length, 0א. Consequently, the notions of a 
name’s meaning complexity and a name’s level (relative 
measure of its meaning complexity) exist in the framework 
of the BSDT PL only and have their roots in its infinity 

hypothesis. Meaning complexity embraces given the context 
Shannon-type ensemble complexity (the length of xj

i in bits) 
specifying a name’s statistical properties and Kolmogorov-
type algorithmic complexity (the length in bits, 0א, of 
computer program, cxixj

i, that gives complete irreducible 
infinite description of the ASM that selects the xj

i) 
specifying the complexity of devices selecting the names of 
given ensemble complexity [3].  

Composite names xj
i = ur

pvs
q, the values of xi = upvq, are 

thought of as PL sentences. If so, the value of a focal string 
variable, e.g. vs

q, corresponds to a sentence’s feature/ 
attribute that is currently in the focus of attention; its fringe, 
e.g. ur

p, is the fringe of an animal’s memory or 
consciousness. A composite name’s “holophrasical” 
presentation, e.g. xj

i, corresponds to the perception/ 
understanding of a sentence as a whole whereas its serial 
presentation (e.g., a sequence of vs

q with 1 ≤ q ≤ i) 
represents the sentence’s serial perception/understanding as 
a sequence of its meaningful fractions or “words”. Given the 
context, different zero-level names are synonyms naming the 
same thing in different ways (e.g., xj

i is one of 2i synonyms 
defined given the context cxi and vs

q is one of 2q synonyms 
defined given the context cvq); if cvq = cxiur

p (i.e., if vs
q is a 

focal fraction of compound name xj
i = ur

pvs
q), both types of 

synonyms describe the same thing but of different points of 
view (grounds for the understanding). Any paraphrase of PL 
sentences (other choice of their “focal” fractions) cannot 
change their whole meanings and in that sense BSDT PL 
lacks “compositional semantics” [3]. 

As composite words are treated as PL sentences, the set 
of rules defining the relations of meaning of a composite 
word to meanings of its constituents represent the PL 
syntax. If internal structure of PL words/sentences is 
ignored and their meanings are only perceived as a whole 
then communication with their help do not appeal to PL 
syntax and, consequently, is carried out without syntax.   

C. Meanings, Subjective Experiencies (Qualia) and Truths 

Given the cxi, each string xj
i is selected by its BSDT 

ASM(xj
i) intentionally designed in the course of evolution 

and tuned in the course of its individual development 
exactly for this purpose [6]. An infinite, symbolically- 
written, complete description of evo-devo prehistory of 
designing this real-world physical ASM(xj

i) is the explicit 
meaning of xj

i, Mexpl(xj
i) = cxixj

i. The running of ASM(xj
i) 

itself in its real-world physical form is the implicit meaning 
of xj

i, Mimpl(xj
i), or internal, “mental” or psychological 

representation of the thing named by the xj
i [2, 3]. As M(xj

i) 
= Mexpl(xj

i) = Mimpl(xj
i), the meaning of xj

i given cxi is 
animal’s being in a specific psychological state which is a 
“quale” (subjective “first-person”/private experience or 
feeling) of this meaning [2, 3]. In particular, the meaning of 
a category of names is a set of respective qualia. 

The name xj
i is true if its meaning, M(xj

i) = cxixj
i, is true 

or, in other words, if strings cxi and xj
i are correctly adjoined 

to each other. If there is no such correct correspondence, 
meaningful name is false. Since the cardinality of Scx0, |Scx0| 
 is infinite, the number of PL truths is also potentially ,0א =
infinite and, for any meaningful string, its truth value 
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T(cxixj
i) certainly exists (it is either “true” or “false”). Each 

true meaningful name, e.g. cxixj
i, names by definition the ith 

real-world thing given to an animal through its ijth 
psychological state or, in other words, through the activity 
of physically implemented real-world ASM(xj

i) [2, 3]. Thus, 
for meaningful names, the truth is the norm and the falsity is 
an anomaly caused, e.g., by an animal’s dysfunction or 
disease. In any case, there is no lie and no liar paradox – a 
source of Kurt Gödel’s incompleteness which does not hold 
for PL meaningful zero-level names, cxixj

i. This inference is 
caused by the fact that PL name meanings are always the 
ones that animals/humans actually keep in mind. It is also 
the reason why BSDT PL works so well as a primary 
language (to survive, an animal does not lie to itself) [3]. 

As truth values T(cxixj
i) are never communicated together 

with xj
i, they should always be discovered in the process of 

decoding (understanding) the received names xj
i and 

confirmed by checking their correspondence to the reality 
or, more directly, to an animal’s respective psychological 
state. At the same time, a zero-level name’s fringe items 
(names), due to their non-locality, have no meanings but 
only conditional meanings (Section IV and Fig. 1). Hence, 
for PL names of different levels (meaning complexities) 
relations between their meanings remain fundamentally 
ambiguous. This vagueness is a BSDT PL counterpart to 
Gödel’s incompleteness (axioms, theorems, and meta-
mathematical expressions for which Gödel’s results hold 
are, in our terms, an infinite fraction of infinite in number 
meaningless strings xj

i) [2,3]. 

IV. BSDT PL MEANING AMBIGUITY 

It is assumed that, in a meaningful string cxixj
i, its context 

cxi and its name xj
i describe respectively the static part of the 

ASM(xj
i) selecting the xj

i (its “hardware” already fixed in the 
course of evolution) and the dynamic part of the ASM(xj

i) 
(its “software” designed in the course of the hardware’s 
adaptive learning and development). The length of xj

i in bits, 
i, defines the number of now essential (explicitly considered) 
features of the ith thing named by the xj

i; the jth arrangement 
of ±1 components of xj

i is the jth PL description of this ith 
thing (e.g., the value +1 or –1 of a component of the xj

i may 
mean that the respective feature is included to, +1, or 
excluded from, –1, the consideration). The complexity of 
meaning of the name xj

i reflects the meaning complexity of 
the physically implemented real-world ASM(xj

i), not the 
complexity of the thing named by xj

i. 
If xj

i = ur
pvs

q, strings cupur
p and (cupur

p)vs
q = cvqvs

q describe 
given the context, cxi = cup, an ASM(ur

p) and ASM(vs
q) that 

may for a time period dynamically be created from the 
ASM(xj

i) that in turn is the product of a similar process 
described by the string cxixj

i. ASM(ur
p) and ASM(vs

q) are 
“virtual” ASMs (i.e. temporally designed for) selecting the 
names ur

p and vs
q of the pth and the qth “virtual” things (i.e. 

of temporally highlighted/allocated fractions of the ith 
composite thing named by its ijth composite name xj

i); in 
other words, virtual ASMs highlight the prth and qsth 
“partial” meaningful fractions of the ijth description of the 
ith thing. Composite names essentially enrich the PL 

semantics but raise the problem of comparing the meanings 
of names selected by ASM(ur

p), ASM(vs
q), and ASM(xj

i). 
Zero-level names xj

i and vs
q (vs

q is a part of xj
i = ur

pvs
q) 

name given the context the same thing in the same way but 
from different points of view defined by their contexts 
(static for xj

i, cxi, and in part dynamically created for vs
q, cvq 

= cupur
p; Fig. 1(a)). vs

q is selected by the ASM(vs
q) that is 

“virtual” with respect to the ASM(xj
i), here cxi = cup and for 

xj
i and vs

q their common infinite context is cxi. Thus, 
ASM(xj

i) can temporally serve as ASM(vs
q) but in any case 

the same thing is under the consideration and the meaning 
of xj

i, M(xj
i) = cxixj

i, and the meaning of vs
q, M(vs

q) = 
(cupur

p)vs
q = cvqvs

q, may unambiguously be related (cvqvs
q is 

simply a variant of cxixj
i). 

If, given the context, cxi = cup, names xj
i and ur

p are both 
at the level of zero, then their meanings are to be of different 
proper classes and should have different meaning 
complexities (meaning complexity of xj

i is l(cxixj
i) − l(cupur

p) 
= i − p = q bits larger than that of ur

p; see Fig. 1(a) and (c)). 
This means they describe different things from the same 
point of view or the same thing at different stages of its 
evolution. The names xj

i (Fig. 1(a)) and ur
p (Fig. 1(c)) are 

respectively selected by present-stage-of-evolution ASM(xj
i) 

and q-stages-back-in-evolution ASM(ur
p) and refer to 

animals of evolutionary different species. Meaningful string 
cupur

p and respective part of cxixj
i = (cupur

p)vs
q may coincide 

bit by bit but even in this case meanings of xj
i and ur

p may 
only conditionally be related to each other and 2q additional 
conditions (strings vs

q in Fig. 1(a)) are required to uniquely 
establish their correspondence. 
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Figure 1. Comparing given the context different-level BSDT PL meaningful 
names of different proper classes: (a) zero-level names, (b) colored zero-
level names corresponding to names in (a), (c) zero-level names that are 
predecessors to names in (a) and counterparts to names in (b). 
 

If ur
p is a q-level fringe of zero-level focal string vs

q and 
they are both fractions of xj

i = ur
pvs

q  (Fig. 1(a)) then ur
p has 

no meaning (Section III B). But it could get a definite 
conditional meaning if one supposes that ur

p is conditioned 
by the color of a zero-level name ur

p(color) selected by a 
respective q-stages-back-in-evolution ASM (zero-level xj

i in 
Fig. 1(a) are unambiguously related to zero-level names 
ur

p(color) in Fig. 1(b)). ur
p(color) and ur

p conditioned by one 
of q colors, though, have conditional but certain meanings. 
But once colors are deleted (only uncolored strings are used 
in computations) one-to-one correspondence between xj

i and 
ur

p(color) disappears and, instead of it, we obtain 2q-state 
uncertainty between the xj

i and ur
p and between the meaning 
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of xj
i and conditional meaning of ur

p (Fig. 1). The origin of 
the conditioned relationships just explained between 
meanings of names of different meaning complexities is the 
properties of ultimate/proper classes caused in turn by BSDT 
infinity hypothesis. Of this follows that famous Burali-Forti 
paradox “there can be two transfinite (ordinal) numbers, a 
and b, such that a neither equal to, greater than, nor smaller 
than b” [13, p. 157] means in our terms that meanings of PL 
names, whose meaning complexities differ in q bits, can only 
be compared with 2q-state uncertainty (Fig. 1). 

In Fig. 1, panel (a) demonstrates zero-level names xj
i and 

vs
q of meaningful strings cxixj

i and (cxiur
p)vs

q (xj
i = ur

pvs
q; i = 5, 

p = 3, and q = i – p = 2); the rectangle has the height i and 
the width |Sxi| = 2i = 32, the ijth bar of the height i in the jth 
horizontal position designates the name xj

i = Gij
x = Ωij

x; bars 
x4

5 = u6
3v1

2, x12
5 = u6

3v2
2, x20

5 = u6
3v3

2 and x28
5 = u6

3v4
2 that 

correspond to four colored highlighted bars in (b) are also 
highlighted (u6

3 is q-level fringe of zero-level vs
q that is a 

focal fraction of xj
i); substrings v1

2, v2
2, v3

2, and v4
2 may 

encode the colors of colored strings ur
p(color) in (b). Panel 

(b) shows conditioned zero-level names ur
p(color) = 

Gr
p(color) = Ωr

p(color) corresponding to names xj
i in (a) (the 

word color is a parameter, names ur
p(color) are selected by 

conditioned q-stages-back-in-evolution ASM and 
conditionally name the things unconditionally named by the 
xj

i); equal-in-size rectangles colored in |Svq| = 2q = 4 colors 
consist of |Sup| = 2p = 8 bars of the height p; uncolored bars 
in (a) and respective colored bars in (b) (e.g. u6

3(green) and 
x4

5) denote different descriptions of the same thing. Panel (c) 
displays uncolored zero-level (focal) names ur

p of 
meaningful strings cupur

p (they name evolutionary 
predecessors of the thing named by the xj

i); the prth bar of 
the height p in the rth horizontal position (it is shaded) 
designates ur

p = Gpr
u = Ωpr

u for the case u6
3 = G3,6

u = Ω3,6
u. In 

(a), (b), and (c), strings that are numerically equivalent to the 
u6

3 are shaded in the same way; contexts (they are shown as 
bold arrows) are equal to each other bit by bit, cxi = cup. 
Uncolored and colored names name real-world and 
conditioned (“virtual”) things, respectively. A bijection, xj

i
 ↔ 

ur
p(color), exists between names in (a) and names in (b); it 

may be e.g. x28
5 ↔ u6

3(magenta) or x4
5 ↔ u6

3(green). A 
bijection also exists from names ur

p in (c) to given-color 
names ur

p(color) in (b), e.g. ur
p ↔ ur

p(green) (once it is 
established, other conceivable bijections, e.g.  ur

p ↔ 
ur

p(magenta), become impossible). If colors are deleted, 
these bijections (they are indicated as curved bidirectional 
arrows) disappear producing, instead of 2q-state (4-state in 
(b)) discrete colored non-locality of vectors ur

p, 2q-state (4-
state in (b)) uncertainty (degeneracy) of meaning relations 
between names in (a) and (b), in (b) and (c), and in (a) and 
(c). Infinite strings cxixj

i and cupur
p are like Burali-Forti’s 

“transfinite ordinals” a and b mentioned above. 

V. NUMERICAL AND EMPIRICAL BSDT PL VALIDATIONS 

Semantic computations produce meaningful results of 
meaningful data. BSDT PL computations are exactly of this 
type because we imply that the meaning (infinite context) of 
any finite mathematical expression is always taken into 
account when any formal operations (computations) are 

being done on it. For this reason, elements of psychology 
(meanings) are always involved in semantic computations 
and their completely formal (i.e. independent on meanings) 
descriptions become strictly speaking impossible. Thanks to 
this fact it does become possible to verify the methods of 
proposed PL mathematics by methods of psychology and 
neuroscience or, in other words, by comparing PL 
computations with internal computational mechanisms that 
are actually in live animals/humans.  

A. Solving Communication Paradox 

In Section III B and Section IV we saw that only zero-
level names whose internal structure (the manifold of their 
possible focal and fringe constituents) is ignored or, in other 
words, only those PL sentences that are presented without 
syntax and perceived “holophrasically” have given context 
unambiguous meanings. This fact and the fact that meanings 
of PL meaningful names are the ones that animals/humans 
actually keep in mind [3] make the BSDT PL an appropriate 
tool for the description of communication without syntax (or 
without any language at all) that is typical for animals and 
human infants, e.g. [5] and references therein. We 
hypothesize: communication without syntax (it is exhibited 
as an animal’s basic/inherent behaviors that truly reflect its 
respective inner states or behavioristic part of animal’s 
cognition) suffices to support the simplest animal sociality. 

Since complete meaningful descriptions of PL names, 
cxixj

i, are fundamentally infinite, during any finite time 
period they can never be communicated in full even in 
principle while in fact many times a day everybody observes 
in others and experiences him/herself successful meaningful 
information exchanges. This communication paradox [2, 3] 
speaks of everyday, routine, ubiquitous use of super-Turing 
computations in human meaningful and socially-important 
communication. The communication paradox can be solved 
by appealing to BSDT infinity hypothesis [2, 3] and the 
technique of BSDT ASMs that are super-Turing devices 
with programmatic and computational processes that are 
completely separate in time (ASMs do not waste their 
computational resources on serving themselves and, for this 
reason, are faster than universal Turing machines [6]).  

But, dividing the programming and program running is 
insufficient to overcome the communication paradox. To 
cope with it, let us additionally assume that the ASM-
transmitter and the ASM-receiver share in full their 
prehistory, i.e., let they were designed, implemented in a 
physical form, and learned beforehand to perform the same 
meaningful function – selecting the same finite binary 
message xj

i given the same infinite context cxi. If it is, and not 
in any other case, the meaning of xj

i, cxixj
i, is equally 

encoded, decoded, interpreted and understood by both 
parties and for both parties, the value of its truth, T(cxixj

i), is 
the same. For this reason, and because the name’s meaning is 
simultaneously a psychological state an animal experiences 
producing as well as perceiving this name in meaningful 
information exchange, the transmitter and the receiver are to 
be exactly physically, structurally, and functionally 
equivalent (are to be “mirror” replicas or “clones” of each 
other). 
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 Several important PL predictions come out.  

B. Coding by Synaptic Assemblies 

Where meanings are essential (e.g., in living organisms) 
BSDT network learning paradigm “one-memory-trace-per-
one-network” [14] must be widespread in practice and, in 
particular, any memory for meaningful records  must be 
built of the number of networks that coincides with the 
number of records to be stored in memory. This paradigm is 
not consistent with the usual desire of designers and 
engineers to store in a network as many memory traces as 
possible but it is well supported by recent empirical 
neuroscience finding of coding by synaptic assemblies [15, 
16]. In these experiments, mice were trained to perform new 
motor tasks and in living animals changes in the number of 
synaptic contacts associated with learning new skills were 
measured. In complete accordance with the BSDT 
assumption [14] that each new memory trace should be 
written down in an always new separate network (synaptic 
assembly), it turned out “that leaning new motor tasks (and 
acquiring new sensory experiences) is associated with the 
formation of new sets of persistent synaptic connections in 
motor (and sensory)” brain areas [17, p. 859].   

C. Super-Turing Computations by Mirror ASMs 

To ensure correct understanding of meanings of finite 
symbolic communicated messages, the ASM-transmitter 
and ASM-receiver that are the mirror replicas of each other 
need to be used. Mirror ASMs implement meaningful super-
Turing computations: for the transmitter and the receiver, 
they ensure the use of the same infinitely long “boundary 
conditions” cxi needed to perform Turing-type computations, 
which have been programmed beforehand, with finite-length 
strings xj

i, e.g., as in [14]. Mirror ASMs physically divide 
infinite meaningful message to be processed into infinite, 
cxi, and finite, xj

i, parts and take the former into account as 
their exactly identical “hardware” and “software”, designed 
and physically implemented beforehand in the course of 
animal evolution and development. Thanks to this trick to 
correctly understand the meaning of the cxixj

i it is enough to 
correctly transmit, receive, and decode the xj

i only. Mirror 
ASMs also explain why meaningful communication without 
syntax is successful only between animals of the same (or 
relative) species: such animals are a priori equipped with 
the same “hardware” and “software” that fix the common 
infinitely long context needed to finish meaningful super-
Turing computations of current interest over a finite time 
period. The picture described is well supported by the 
empirical finding and studying of mirror neurons – the ones 
that are active when an animal behaves or only observes 
respective behaviors of others; see e.g. [18, 19] and 
numerous references therein. The ASM/mirror-ASM 
computational system just described and the neuron/mirror-
neuron circuitries already observed [18, 19] may 
respectively be treated as theoretical and real-world 
implementations of super-Turing machines with infinite 
inputs, which until now have been hypothetical, e.g. [20], 
that are to be capable of computing with infinite strings or, 
what is the same, with real-valued/continuous quantities. 

D. Knowing Memory Performance without Knowing 
Memory Record 

Since BSDT PL employs a non-Gödelian (but envisaged 
by Gödel [21]) arithmetization by ordinals/naturals xj

i and 
since these ordinals/naturals are given context randomly 
chosen to name the things to be named, the following effect 
has been predicted [3]. By examining in an experiment an 
ASM hierarchy (neural subspace [14]) that generates the 
meaning of a trace xj

i, all the parameters describing the ASM 
selecting the xj

i may successfully be found but the content of 
xj

i – specific randomly-established arrangement of its ±1 
components – will always remain unknown. If it is, then, for 
example, the content of a particular given-length memory 
record does not affect memory performance and cannot 
empirically be found. This rather surprising prediction has 
been corroborated well by numerical BSDT analysis [22] of 
receiver operating characteristics (ROCs, functions providing 
memory performance) measured in groups of brain patients 
and control healthy subjects. In such a way the idea of non-
Gödelian BSDT arithmetization of meaningful mathematical 
expressions by ordinals/naturals randomly chosen given the 
context of a set of ordinals/naturals with their given upper 
limit has numerically and empirically been substantiated. 

VI. EXAMPLES AND POTENTIAL PL APPLICATIONS 

Any formal axiomatic system (FAS, it comprises all its 
axioms and theorems) is supposed to represent an infinite 
fraction of meaningless finite binary strings xj

i related to 
particular proper class, Scx0 (Section III A). For this reason, 
FAS computations are also PL computations and numerous 
available computational results e.g. in physics or biology 
may be treated as their examples performed given a context 
defined formally and informally. A separate infinite PL 
string that gives a meaning to a finite symbolic message xj

i 
(e.g., a formula written in binary notations) includes 
descriptions of the FAS formalism needed to derive it and of 
the problem that gives it physical sense. This picture is 
another representation of formal and informal knowledge 
from e.g. a book and gives nothing new, except of drawing 
attention to the fact that manipulations with numbers are 
meaningless until a giving-the-meaning context is added.  

The situation changes dramatically once one wants to 
communicate this formula’s meaning to someone else. Let 
us consider a lecturer in a lecture room. In the beginning, he 
and his students have different knowledge on the formula of 
interest and students cannot correctly understand its 
meaning. The lecturer’s aim is to give them a piece of 
additional knowledge and, in this way, to equalize, for all of 
them, the context of understanding this formula/message. At 
the end of the lecture, for the lecturer and for his students, 
infinite PL strings describing specific knowledge should 
become bit-by-bit equivalent not only “in the past” but also 
“in the present”, and the formula’s meaning should be 
understood by all the parties in the same way [2]. If it is not, 
a misunderstanding arises. How, for members of a social 
(semantic) network, the difference in their previous 
knowledge influences on understanding meaningful 
messages may empirically be estimated as described in [23]. 
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In this example, non-syntactic messages represent a very 
small fraction of general flow of information. Among them 
it may e.g. be the fact that the lecturer is walking when he 
gives his talk. This non-syntactic and even non-language 
message (bodily signal) is effortlessly understood by 
everyone who is in the room because all people are 
members of the same species and have the same innate 
bodily infrastructure (in particular mirror neuron system) to 
produce and perceive/understand walking. Humans/animals 
produce and perceive such message automatically with 
practically no chance of misunderstanding because its 
meaning is provided, for all of them, by innate infinite PL 
strings of the same length that are equivalent “in the past”.   

The range of potential PL applications covers everything 
where meanings are important. If they become inessential, 
the PL can be reduced to traditional mathematics (a FAS).  

VII. CONCLUSIONS 

BSDT PL provides a framework that is sufficient to 
perform principal semantic computations and based on them 
communication without syntax. BSDT PL seems also to be 
sufficient to explain the discrete computational part of 
intelligence of animals of poor sociality and, consequently, 
to design the discrete computational part of intelligence of 
artificial devices (e.g., robots) or computer codes mimicking 
the behavior of such animals. At the same time, the PL is 
unable to explain the mechanism of dividing its names 
(sentences) into focal and fringe components and, 
consequently, of directing an animal’s attention to particular 
thing – we hope it may be done by methods beyond the 
BSDT. To explain/reproduce the “attentive” part of animal 
intelligence in a biologically-plausible way and to design 
the “attentive” part of the intelligence of intelligent robots, 
analog (e.g., wave-like) computational methods similar to 
those that are used in real brains are most probably required. 

In contrast to formal languages that are in end the 
products of a finitely defined calculus, BSDT PL is a 
calculus of finite binary strings (spike patterns or “symbols”) 
with infinitely defined contexts. It is grounded on 1) the 
BSDT [1] providing the technique of encoding/decoding in 
binary finite-dimensional spaces (BSDT ASMs [6] 
implement PL’s inference rules) and 2) the new infinity 
hypothesis [2, 3] providing the technique of super-Turing 
(semantic) computations with infinite binary strings that 
share their infinite initial part. BSDT PL is the simplest 
language of its kind and has great potential for designing the 
adequate models of higher-level languages, including in 
perspective the natural languages of humans. At the same 
time, meaning ambiguity of different-level BSDT PL names 
that have been established as their fundamental property 
raises many intriguing problems to be solved in the future.  
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Abstract—Various LED applications have been developed and 

implemented in diverse spots because of LED’s characteristic. 

However, some specific places such as a parking lot are 

required to be studied to increase energy efficiency. In this 

paper, the proposed LED lighting systems for a parking lot 

provides energy efficient management by turning on and off 

LED lights according to vehicle’s movement through a route 

prediction algorithm.  

Keywords-LED, ZigBee, Route prediction, Energy efficiency, 

Parking lot 

I.  INTRODUCTION 

In recent years, usage of LED lights has been increasing. 
As interest of energy saving broadens, light power 
consumption, which are one of the highest power 
consumption, becomes a big issue. At this point, LED lights 
will be the most practical answer to decrease power 
consumption in a home or building. Moreover, LED 
technology has been researched by many companies and 
research centers with advanced countries as the center, and 
now it can be substituted for the existing lights. There are 
various types from low power to power LED, and it is 
expected that it will influence lighting markets seriously. 

LED has a variety of advantages compared with the 

existing lights. First of all, it is easy to interwork with other 

electronic modules such as sensors and communication 

module to provide new services, and can be controlled more 

elaborately because LED is a kind of electronic components. 

For example, fluorescent lights are difficult to control their 

brightness. Even though it is available to control, an 

additional control module is needed. However, LED can be 

handled by PWM (Pulse Width Modulation) or current 

control to change its brightness easily. Furthermore, it has a 

low power characteristic, whose power consumption is much 

lower than the existing lights, and a heating problem has 

been improved compared to the past.  

By using the characteristics of LED, various LED 

applications are now developed. LED lighting systems now 

provide a lighting function and are united with ICT 

(information and communications technology). The 

intelligent lighting control system [1] provides improved 

user-oriented services based on wireless sensor networks, 

and pattern recognition about user activities and profiles. In 

reference [2] and [3], it shows similar services by using 

location-based living patterns. These researches decrease 

power consumption in a lighting system and service response 

time. 

Usage of LED lighting systems has been spread 

gradually from normal lights in a building to parking lot. 

According to the characteristics of a parking lot, although 

movement of people is less than other places, lighting 

systems are always needed in this place. A parking garage 

requires more lights than other places, and a certain level of 

brightness should be maintained. In even an outdoor parking 

lot, lights are needed at night. Although lights are required 

for most of the day, frequency of the light usage is very low 

so this causes inefficient power consumption. By replacing 

the existing light with LED light, it is assumed to save power 

consumption as described before. Therefore, we use the 

route prediction algorithm to save power consumption.  

There are various route prediction algorithms [4] – [6] but 

we design the route prediction algorithm by using motion 

detection sensors which are included in the light controller. 

In this paper, we design an intelligent LED lighting 

system which is suitable for a parking lot and implement it to 

verify its energy efficiency compared with the existing lights. 

Moreover, this system includes two types of sensors, 

illumination and motion detection, and ZigBee 

communication, and analyzes vehicle movement to turn on 

and off the minimum number of LED lights.  
In Section II, we describe the hardware structure and 

middleware of this system are described. Section III presents 
the energy efficiency of this system, and it is compared with 
other light systems. Section IV describes the analysis of the 
experimental result and concludes this paper. 

II. DESIGN OF INTELLIGENT LED LIGHTING SYSTEM 

For the intelligent LED lighting system, the proposed 

system in this paper is composed as follows. Each light in a 

parking lot has a lighting controller in ZigBee-based sensor 

network. Each lighting node includes an illumination sensor 

and motion detection sensors. Based on the two sensor 

information, the lighting system decides to turn on or off the 

lights in the expected route where a car will enter to save 

needless power consumption. 
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A. Overrall of the LED Lighting Controller 

The overall structure of this controller is similar to the 

Light Enabler [2]. Basically, the controller consists of five 

parts, MCU module, LED control module, power module, 

sensor module, and ZigBee module. 

 
Figure 1.  (A) Hardware Composition of Lighting Controller (B) LED 

Lighting Controller and Motion Detection Sensor 

The basic hardware structure of this controller consists 

of the five parts, and each part is controlled by the MCU 

module. In particular, the sensor module is designed to 

change the types of the sensors in this system, and the 

system performs its function according to the values of the 

two sensors, the illumination and motion detection sensor. 

B. ZigBee-based Sensor Network Structure 

Based on the ZigBee network, each node sends and 

receives data. The basic idea is that sensed data in the sensor 

module, illumination and motion detection, are transmitted 

to the neighbor or entire nodes. Each node decides to 

process the sensed data after analyzing the packets based on 

an allocated address. Each node is included in the assigned 

group, and this group can be changed according to the 

structure of a parking lot like figure 2. There is the Group 

Router node in the group including the certain number of 

nodes like figure 2, and the only two types of nodes, the 

Group Router and Coordinator node, are able to 

communicate with each other to minimize  collision in the 

ZigBee network. The normal nodes can communicate with 

the Group Router node in the same group, not in different 

groups or the coordinator node. 

In a network initialization time, the Coordinator node 

checks status of every node in each group by receiving 

initialization packets from each Group Router node. The 

most important role of the Coordinator node is to collect 

sensed data and the status of nodes and control each group 

based on the data. 

The Group Router node performs similar functions like 

the Coordinator node but the functions are limited in the 

single group. For example, if a normal node in the same 

group detects a motion, the Router Node receives this data 

from that node, and transmits control packets to other nodes 

in the same group. That is, the Router Node collects the 

sensed data in the same group, and decides to send the data 

to the Coordinator Node based on the internal policy. 

Types of controls by the Coordinator and Router Node 

are as in the following. There are the two controls, the in-

group-control and group-unit-control, and the Coordinator 

decides one between the controls according to kinds of 

sensed information and internal policy in the middleware. 

 
Figure 2.  ZigBee Network of the proposed system 

C. Middleware Structure 

As described above, there are the two control types of 

the LED lighting node by the Coordinator and Router nodes.  

 In-group-control: the control which is performed in a 
group based on the collected sensed data 

 Group-unit-control: the control which can affect 
multiple groups by the Coordinator node 

The most difference between the two types of the 

controls is the scope to affect group units. For example, if 

there are nine LED lighting nodes including one Group 

Router node, the eight nodes can communicate with only the 

Group Router Node. Therefore, if one node detects a motion, 

it sends motion detection data to the Router node, and the 

Router node determines to process the data and send this 

event to the Coordinator node. The algorithm of the in-

group-control is relatively simple. Based on the critical 

value which can be set initially or changed by the 

Coordinator node, if the sensor value of motion detection 

.] 

 
(A) 

 
 

(B) 
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exceeds the critical value, the Router node performs the in-

group-control to turn on or change brightness of lights in the 

same group. The designed sensor modules are an 

illumination sensor and motion detection sensor, but the 

critical value affects only the motion detection sensor. A 

PIR (Passive Infrared) sensor is used to detect movement, 

and the MCU module reads an analog value changed by the 

sensor module. The illumination sensor influences a 

brightness of the LED light. This sensor cannot turn on or 

off the light but the maximum or minimum brightness of the 

light is changed according to the illumination sensor. 

Figure 3 (A) shows the essential structure of the 

middleware. The illumination manager and motion detection 

manager collect sensed data from the sensor module, and 

the two types of data are sent to the sensor value manager 

and the LED brightness control manager respectively. The 

LED brightness control manager changes the minimum and 

maximum brightness of the light based on the illumination 

sensor, and the sensor value manager determines to control 

the light by comparing the critical value with the sensed 

data. Through this process, the Router node decides to 

perform the in-group-control. 

 
Figure 3.  (A) Middleware of the LED Lighting System (B) Brightness 

Control in day time (C) Brightness Control in night time 

D. Route Prediction 

We described the middleware structure about the simple 

operation based on collected data. However, in an actual 

environment such as a parking lot, this simple operation 

could decrease energy efficiency and make functional 

problems. Therefore, we design the LED lighting system 

with the LED controller in consideration of the floor plan of 

a test bed, interworking with each LED light group, and a 

pattern recognition by a motion detection to maximize 

system efficiency.  

Figure 4 (A) shows the test bed floor plan of this system. 

We implement the total 48 LED light nodes in the test bed, 

and a red line box in figure 4 (A) means one group. 

Moreover, each group is assigned according to drive routes. 

If the LED lighting node cannot detect any motion, it 

controls its brightness at the minimum level considering the 

illumination sensor, and changes to the maximum level if 

detecting a motion. The red circle points are motion sensing 

modules including the sensor module and ZigBee module so 

that the system can notice going in and out of vehicles by 

using the sensing modules. The green circle points are the 

Coordinator nodes which manage 24 nodes respectively. 

As described above, the in-group-control is used when 

the light node detects unexpected motion mostly but the 

group-unit-control is used to control the brightness of a 

drive route according to the vehicle's movement when a 

vehicle enters a parking lot. For example, if a vehicle enters 

a parking lot, the Coordinator node notices the movement of 

the vehicle and turns on lights near the vehicle. This passive 

LED light operation is widely used in commercialized 

systems. In this paper, we propose the more advanced 

system with better energy efficiency based on pattern 

recognition. 

In figure 4 (B), a vehicle is in the route A, and it could 

choose the router B or C after passing the route A. The 

normal lighting operation generally turns on both route B 

and C while the vehicle is in the route A, or turns on one of 

them after it enters the route. The former causes inefficient 

energy consumption because one path is not used, and in the 

latter a driver is difficult to secure a clear view. In this paper, 

we develop the algorithm with the LED lighting node to 

improve energy efficiency. Comparing figure 4 (A) with (B), 

the route A has the total six LED lighting nodes with a 

motion detection sensor. Each node sends a motion 

detection data to the Router node when it senses movement. 

By collecting this data, the Router node can infer a velocity 

of a vehicle. 
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Equation (1) and (2) describe the instantaneous and average 

velocity, and the first one is the instantaneous velocity 

between two nodes. The Router node checks the time when 

receiving a motion detection data and figures out the 
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velocity if having two successive motion detection data like 

equation (1). The distance factor in equation (1) is set 5 

meters in this test bed but it can be changed according to 

different environment. The instantaneous velocity is sent to 

the Coordinator node, and equation (2) is generated in the 

Coordinator node by using the collected data. 

 
Figure 4.  (A) The floor plan of the tes bed (B) Description of the route 

prediction 

Through the two velocity information, the Coordinator 

node predicts whether the vehicle enters route B or C. If the 

velocity of the vehicle is constant and over the certain value 

which is set in the route A, the Coordinator node turns on 

the LED lights in the route C. However, if the velocity is 

constant under the value, it turns on the lights in the route B. 

Because it is difficult to drive at a high speed in a parking 

lot, this system can save inefficient energy consumption. 

To improve this algorithm to predict drive path, the 

system uses the two velocity information as follows. For 

example, the Coordinator node uses the three velocity 

information, the initial, final instantaneous and average 

velocity. Therefore, if the final instantaneous value is larger 

than the initial one, the Coordinator node regards this 

movement as a direct drive. As described above, in case of 

maintaining constant velocity, it is considered as a direct 

one. On the other hands, if the initial velocity is larger than 

the final one, it is regarded as a turning drive. However, 

according to driving habits of drivers, some vehicles would 

maintain constant and slow velocity under the certain value, 

and it is hard to predict which route a driver chooses. In the 

case, the Coordinator node turns on both routes’ lights 

which the driver can choose to handle the exception case. 

Furthermore, there are the two motion sensing modules 

in the entrance so the system can recognize the situation a 

vehicle enters or gets out a parking lot. If the vehicle enters 

and no movement is detected during 30 seconds, the system 

recognizes it as a completion of parking and turns on all the 

lights at the half brightness to help a driver to find and move 

to an entrance. However, in case of getting out, the system 

does not turn on the lights. 

III. IMPLEMENTATION 

We implement the proposed system in the test bed like 

figure 4 (A) and figure 6, and verify the energy efficiency 

and accuracy of the drive route prediction. The following 

table shows the conditions of the test bed. 

In this test bed, the average number of vehicles using the 

parking lot is approximately thirty, and we limit the number 

of driving vehicles to only one at the same time.  

TABLE I.  EXPERIMENTAL CONDITION 

Unit Specification 

Number of Used LED lights 48 

Area of the test bed 1800 ㎡ 

Number of available parking rooms 40 

Cars per day 25~30 

 

 
Figure 5.   (A) Accuracy of route prediction (B) Comparison of energy 

efficiency in the three types of the lighting system 

The first experiment is about the accuracy of the 

prediction. We choose four types of driving patterns, and 

each driving way is repeated 20 times. 

1) Drive to stay constant 20km/h 

 
(A) 

 
(B) 

 

 
(A)  

 

 
(B) 
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2) Drive to accelerate velocity from 20 to 25km/h 

3) Drive to stay constant 20km/h and slow down speed 

near a corner 

4) Drive to stay constant 15km/h 

5) Practical test for a day 

 

 
 

Figure 6.  Implementation in the test bed 

 

Each driving way is repeated 20 times, and, in addition, we 

test the proposed system for practical users. As a result of 

this, the practical test shows higher rates of exceptional 

events than the other tests. 

In the second experiment, we compare the energy 

efficiency of this system with others. To do this, we 

measure three types of power consumption by using a 

wattmeter in the test bed for a week, the fluorescent lights, 

LED lights with simple operation, and the proposed system. 

The figure 5 (B) shows that the proposed system saves 10 

percent power consumption beside the simple operation. 

IV. CONCLUSION 

In this paper, we design and implement the intelligent 

LED lighting system for a basement garage having specific 

characteristics different to other places. By implementing 

the system, the LED lighting system with the route 

prediction saves approximately 60 percent power 

consumption compared to the existing fluorescent lights and 

13 percent consumption beside the LED lighting system 

with the simple operation. 

However, in the first experiment for the practical users, 

the system could not predict a driver's route and considers it 

as an exceptional event at higher rates than the others. It is 

assumed that this is caused by various drivers’ patterns and 

size of vehicles. To complement this error, the algorithm 

should be improved to include driving patterns and 

complement response and processing time of the ZigBee 

network. 

We plan to expand this system in a larger parking lot. 

This new test bed has more intersections and vehicles so the 

improved sensor management to handle more sensors is 

required. We also plan to design a management application 

for administrator to manage the whole lighting system. 
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Proactive Assistance Within Ambient Environment 

Towards intelligent agent server that anticipate and provide users' needs 

 

Abstract—User needs are expanding and becoming more and 

more complex with the emergence of newly adopted technologies. 

As a result, the convergence of smart devices, having the capability 

to communicate as well as sharing information and ensuring user 

need satisfaction, leads to profoundly change the way we interact 

with our environment. They should provide an adaptive assistance 

in both reactive and proactive mode and new communication 

methods focused on multimodal and multichannel interfaces. 

However, most of existing context-aware systems have extremely 

tight coupling between applications’ semantic and sensor’s details. 

So, the objective of our research is to implement an approach 

which can support the ability to reuse sensors and to evolve 

existing applications to use new context types. In this paper, we 

illustrate our approach for proactive intelligent assistance and we 

describe our architecture based on three principal layers. These 

layers are designed in order to build applications which can 

increase the welfare of the user situated in intelligent environment.   

 
Keywords-Intelligent Interfaces; ubiquitous computing; human-

computer interaction; proactive assistance; multimodal interfaces; 

multi-channel interfaces. 

I. INTRODUCTION 

Ambient Intelligence (AmI) aims at insuring the comfort of 
users in theirs daily tasks based on context information. In our 
life, we often repeat usually the same tasks. For example, seeing 
the weather forecast before going outside, consulting agenda to 
verify appointments, control children tasks, etc. 

 

User searches to delegate a majority of these daily tasks 
to her intelligent environment in order to decrease her 
responsibilities. As a consequence, she wants to satisfy her 
needs without any explicit intervention through the capability of 
the intelligent environment to perceive user’s personal 
environment in order to resolve her daily tasks. Therefore, AmI 
follows the goals of Ubiquitous Computing, a paradigm that 
was first suggested by Weiser in the early 1990s. His vision 
was to increase the welfare of a user situated in a computer 
everywhere environment by supporting human assistance in an 
intimate way [1]. 

 

One research domain that requires the computer- everywhere 
model of ubiquitous computing is that of the “intelligent  

 
 

 
 
 
 
 
 
 

 
environment” [2]. In this domain, a wide range of simple 
information (e.g., light sensor, audio/video sensor, temperature 
sensor, google calendar, information from the web, etc.) and 
composite information (e.g., presence sensor and preferences of 
users) can be collected from heterogeneous sensors in order to 
determine automatically users’ needs based on their context’s 
information. 

In this context-aware domain, many ad hoc systems exist in 

order to be able to perform an adaptive assistance. However, 

these systems present two main limits: the difficulty to develop 

due to the requirements of dealing directly with sensors and the 

difficulty to evolve because the application semantics are not 

separated from the sensor details (also rules).  

So, building applications, depending on context-aware 

which can support reuse sensors and new context types stays 

hard tasks, which covered many context-aware features. 
 

As said by Dey in his thesis “context has the following 
properties that lead to the difficulty in use “[3]: 

 
 Context is acquired from non-traditional devices 

(i.e., not mice and keyboards), with which we have 
limited experience. For example, tracking the location 
of people or detecting their presence may require 
Active Badge devices [4], floor-embedded presence 
sensors [5] and video image processing… 

 

  Context must be abstracted to make sense to the 
application; Active Badges provide IDs, which must 
be abstracted into user names and locations. 

 

  Context may be acquired from multiple distributed and 
heterogeneous sources. Detecting the presence of user 
in a room reliably may require combining the results 
of several techniques such as image processing, 
audio processing, floor-embedded pressure, etc. 

 

  Context is dynamic; changes in the environment 
must be detected in real time and applications must 
change behavior to constant changes. 

 

  Context information history, as shown by context- 
based retrieval applications [6, 7]; context history can 
be used to recognize user’s activities and to fully 
exploit the richness of context information. 
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These difficulties prevent to build context-aware 

applications the ability to support reuse of sensing 

technologies in new applications and evolution to use new 

context in new ways. In this paper, we present a system which 

can support new context types and evolve dynamically 

according to user’s preferences. 

This document is organized as the following: First, we 

describe some previous context-aware applications. Second, we 

present our research problematic and how we proceeded to 

resolve it. Third, we describe our proposed architecture and an 

illustrative example. Lastly, we state our future works and 

conclusions. 

II. RELATED WORK 

Weiser’s vision in his article “The Computer for the 21st 

Century” [8] is to serve people’s daily tasks through an 

intelligent environment which should acts invisibly and 

unobtrusively in the background and freeing users from tedious 

routine tasks in order to reduce users’ responsibilities.  

Ubiquitous computing aims to integrate each intelligent 

entity that can be identified and provide information about 

user’s context such as sensors which can provide immediate 

information according to user’s situation. Thus, user’s goals and 

desires can be anticipated from the interaction context which is 

defined by Dey [9] as “any information that can be used to 

characterize the situation of an entity. An entity is a person, 

place, or object that is considered relevant to the interaction 

between a user and an application, including the user and 

application themselves”. 
 

Many projects are developed around context aware. In 

1998, Coen created the Intelligent Room MIT [2]. This is a 

conference room equipped with 12 cameras, 2 video projectors, 

display devices, microphones and loudspeakers. The goal of this 

room is to interact with different form of modality. In the field 

of home automation, Mozer created the Adaptive   House  [10]   

which   is   an   intelligent   home equipped with 75 sensors in 

order to provide information such as temperature, ambient light, 

door’s and window’s situations. Adaptive house has also the 

capability to manage energy. Microsoft has also created the 

project named EasyLiving [11], which calculates user’s 

position and propose service depending on his position. Each of 

these projects illustrates convincing results from different uses 

cases which proposed. On the other hand ubiquitous computing 

aims to change ordinary interfaces by intelligent interfaces in 

order to let user feeling natural communication on many levels 

(complexity, size, and portability). In the 70’s, the technology-

driven focus on interfaces was slowly changed and in the 80’s 

the new field of Human-Machine Interaction (HCI) appeared. 

With the appearance of new technologies such as data mining, 

machine learning, speech/voice recognition, facial recognition 

and omnipresent computing, the basic technology based on 

ordinary interfaces can difficultly use. Consequently, the 

interaction human-machine should change the way we interact 

with the ambient environment by providing new intelligent 

interfaces able to adapt its behavior according to user’s 

situation. Around 1994 until 1996, intelligent agents, practical 

speech recognition and natural language applications appeared. 

However, since then intelligent user interfaces evolve slowly. 

On the other hand, implementing and maintaining interfaces, 

which should be at the same time proactive and intelligent, is 

still far from easy. 

III. RESEARCH QUESTIONS 

The inference of user’s requirements or proactive 

assistance is a very delicate problem, which we have chosen 

to explore through the following question, “proactive 

assistance: why, when and how to use it?” 
 

The first question “Why” has for objective to search how 

can proactive assistance reduces user’s responsibilities.  As we 

know, we have many boring routine tasks and we search to 

delegate more of them to our intelligent environment in order 

to have more time for other more complex tasks. Thus, by the 

capability of the intelligent environment to perceive 

environment and user’s habits, system based on proactive 

assistance could anticipate users’ needs without any explicit 

request. The second question “When” is devoted to determine 

the adequate time; when intelligent environment decide to 

communicate user’s need. Once intelligent environment 

determines user’s needs, it should interpret user’s real situation 

in order to decide if service can be communicated. However, 

the last question “How” is interested to adapt the way we 

interact with our environment. Depending on context, our 

system should find the adequate modality (text, speech and 

gesture) and channel (Internet and phone channel) according to 

user’s situation. 

IV. PROPOSED ARCHITECTURE 

To respond to our research questions, we have chosen to 
implement an architecture based on three principals layers (see 
Figure 1), which can communicate between them throw two 
different modes: the push and the pull modes, which are used, 
in our system, to provide reactive and proactive interactions. 
Each layer has for role to provide a service to the layer above 
in order to resolve user’s needs.  However, the mechanism of 
adaptation is shared between the second and third layer. 

 
  

 

 

 

 

Figure 1. Context model’s architecture 
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A. Context Manager Layer 

To build systems able to act differently according to context 
awareness, intelligent environment should perceive and control 
sensors networks regularly through the “context manager 
layer”. This layer should communicate with heterogeneous 
sources in order to collect information and register them in the 
database [12, 13, 14]. This layer is based on context provider 
and context repository. It controls the behavior of sensors and 
saves new issues values (static, temporary and dynamic 
information) in context repository.  It should also communicate 
directly with the second layer in order to publish information 
even before context repository registers information in database 
for later use. An example of sensors that we used to collect 
information is a Radio Frequency Identification (RFID) reader 
accompanied with RFID tags. When RFID reader detects an 
RFID tag (see Figure 2 and Figure 4), it firstly determines the 
user’s name in order to salute him/her (see Figure 3 and Figure 
5) and secondly calculates the number of persons at home. 

    
      Figure 2. Bob’s RFID tag.  Figure 3. Agent detects Bob’s  RFID tag  and 

welcomes him on Gtalk. 

     
Figure 4. Marc’s RFID tag.  Figure 5. Agent detects Marc’sRFID tag and 

welcomes him on MSN. 

To gather user’s information (current activity and 
preferences), we have chosen to ask some questions according 
to the user’s context as follows: 

Firstly, our system have not any information about user, 

it learns user’s information by asking a set of questions which 
are triggered depending on the context. 

1) Case one: we create an xml file which contains some 

questions grouped by theme. 

 

Figure 6. TV questionnaire 

According to context, system tries to collect user’s 
knowledge. It triggers a questionnaire (see Figure 6) 
depending on user’s situation (e.g., user is watching TV), and 
it stores responses in the database, thanks to a natural 
language multimodal dialog. As we can see in Figure 6, we 
have chosen four questions about user’s frequency of 
watching TV, her favorite series, her favorite category of 
emission and its title.  Based on answers given by user, 
system will infer new decision related on her preferences 
such as send notification when program TV contains user’s 
favorite category of emission. 

2) Case two: User can also enter data through a 

software entity (e.g., Website, Google calendar, Face- book, 

etc.) and provide access to system which can use this software 

in order to more help user. This layer distinguishes three 

types of information: the static information, the temporary 

information and the dynamic information. Static information 

remains unchanged during the process of learning (e.g., name, 

age, etc.). Temporary information can be sometimes changed 

(e.g., preferences, taste, etc.). However dynamic information 

changes frequently (e.g., location, mood). All these types of 

information are stored in a database in order to be used later. 

B. Anticipate Needs Layer 

In our research, we are based on “context manager layer” 
in order to anticipate user’s services. In this layer, we   try   
to   exploit   stored   data   context   manager   by associating 
a set of adaptive operators. Actually, we distinguish three 
types of operators: 

1) Conversion operator: the context manager stores a data 

in initial format, after that “anticipate needs layer” tries to 

adapt this format in order to associate a meaning manageable 

by the system. For example: when temperature sensor sends 

the raw data “2”, the conversion operator interprets this value 

as “it’s cold” or “it’s hot”, according to the real situation of 

the user. 
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2) Extract operator: in many cases our system integrates 

logical sensors such as google calendar, RSS stream, etc. 

However these sources provide imprecise information. 

Therefore, the mission of this operator should extract only 

relevant information. Example: extract just the minute from the 

current time.   

3) Coupling operator: in other cases, system should 

aggregate various and heterogeneous (logical and/or physical) 

data. Thus we propose a coupling operator which tries to collect 

many data in order to “understand” non-trivial situations. For 

example detecting the location of users in a living room requires 

gathering information from multiple sensors throughout the 

intelligent home. It should also, in many cases, combine the 

results of several techniques such as image processing, audio 

processing, floor-embedded pressure sensors, etc., in order to 

provide valid information. 

C. User Interface Layer 

In a ubiquitous environment, the behavior of services does 

not depend just on explicit user interaction but also on 

environment’s perceptions. Combing these two sources of 

information, system can better respond to user’s expectations. 

Our system has to provide an adaptive way of interaction 

according to the user’s situations. The “user interface layer” 

should be able to define the context and choose the best way to 

interact by selecting the appropriate modalities and channels.  

Our work tackles the ability of ambient computing to permit 

context-aware interactions between humans and machines. To 

do so, we rely on the use of multimodal and multi-channel 

interfaces in various fields of application such as coaching, 

learning, health care diagnosis, or home automation.  

Using a multimodal approach allows users to employ 

different kinds of modalities (keyboard/mouse, voice, gesture, 

etc.) in order to interact with a system. The synergistic 

multimodality is quite natural for humans, but very difficult to 

implement, mainly because it requires some sharp 

synchronizations. Fusion mechanisms are used to interprets 

inputs (from user to machine) while fission mechanisms are 

used to generate outputs (from machine to user).  

Using a multi-channel approach allows users to interact with 

several channels choosing the most appropriate one in order to 

exchange with an entity. Such channels could be, for instance, 

plain paper, e-mail, phone, web site. For the moment, our 

prototype supports text, speech and gesture as inputs and text 

and speech as outputs. Once system anticipates user’s need 

through the second layer, “user interface layer” communicates 

with “context manager layer” in order to check information 

related to user’s situation (e.g., user location, user status, etc.) 

In our approach, the influence of the context appears in both 

second and third layers. The context is used, firstly, to anticipate 

user’s needs and secondly to find the appropriate way of 

interaction depending on user’s situation. 

V. SCENARIO 

In order to ensure the communication with user anyway she 

is, we decided to work on multi-channel interfaces and we have 

chosen to use two types of channels which are: internet channel 

and phone channel [15]. 

A.  Internet Channel 

To demonstrate the identified requirements, a scenario is 

given in the following. The scenario is about Mr. Marc’s 

favorite TV show. The smart home of Mr. Marc is initially 

equipped with a standard set of context sensors: in-house 

location, time, number of persons, favorite show and favorite 

channel. When our system detects that Marc is connected, it 

salutes him (“Hello, Marc”) and starts to dialog and interact with 

him (see Figure 7).  

  
Figure 7. User is logged on 

Then, the system checks time, our TV service and user’s 

preferences concerning TV shows. If program TV contains 

user’s preferences show, agent calculates the remaining time 

from the start date of the show and decides to send this 

information to the “User Interface Layer”. Afterward, this last 

layer sends a request to the “Context layer manager” in order to 

determine user’s situation. For example, at the office, the system 

will provide this service using a classical text modality by 

sending information which contains the title of the show, the 

time of diffusion, the remaining time and the following 

question: “Thank you for answering by “YES” or “NO” (see 

Figure 8). 

  

Figure 8. Agent notify user about her best show 
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Figure 9. User’s gesture response “yes” 

If the user responds “YES” using either a keyboard (see 

Figure 8), a voice recognition or a gesture through a Kinect 

sensor (see Figure 9), the agent turns on TV in the appropriate 

time. In that scenario, by executing this action, the system sends, 

after six minutes, a new text message to the user, telling that the 

TV is switched on TF1 channel (see Figure 10), but it can also 

in other situations (e.g., user at home) communicate the same 

service using a more natural modality such as the vocal one 

(speech synthesis).  

 

Figure 10. Agent notifies user that the TV is switched on 

If the user responds “NO” (to a question such as “Would you 

like to watch that show now?”, see Figure 8), our agent tries to 

understand the reason, and asks the following question “Are you 

still interested by this category of show” in order to understand 

her motivations. If the user responds also “NO”, the agent 

updates this information in the database (the user is no more 

interested by this TV show). 

As a motion sensing, we have chosen to use the Kinect 

sensor which can used to interpret specific gestures by using an 

infrared projector, camera and a special microchip to track the 

movement of individuals in three dimensions. To implement 

gesture recognition, we firstly define a set of constraints to 

describe gesture (the joint, the distance, etc.), and secondly, we 

associate to this gesture a specific event.  

In our scenario we have chosen as joint the head, the left and 

the right hand. If the user raises her left hand, the system 

interprets this gesture as “NO” and if she raises her right hand, 

the system interprets it as “YES”. Afterward, our system 

behaves as for the text modality. For the voice recognition, we 

also used the Kinect sensor’s capabilities to recognize human 

voices. So, user can response by saying “YES” or “NO” vocally 

and system analyzes this response according to the grammar 

defined previously.  

The goal of using many modalities such as text, voice and 

gesture is to let the user choose, according to her situation, the 

most adequately modalities. 

B. Phone Channel 

As we said in previous sections, we tried to provide 

proactive intelligent interfaces which can associate different 

types of modalities with different channels. However, when the 

user is disconnected from the internet network channel, and if 

the agent has important information to communicate to her, it 

should find a new way of communication to reach her wherever 

she is (home, office, outside, etc.). So, as second channel of 

communication that can be interesting in our work, we have 

chosen the phone channel, which allows our system to 

communicate with people when they are disconnected from the 

internet. This step is very important in our research; it ensures 

the continuity with the user by sending for example a Short 

Message Service message (SMS) as illustrated with Figure 11. 

 

Figure 11. Sending SMS through phone channel to reach disconnected user 
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VI. CONCLUSION AND OUTLOOK 

In this paper, we have proposed the notion of proactive 

assistance as a solution to increase the productivity and the 

welfare of the user situated in intelligent environments. So, we 

have presented an approach model based on three principal 

layers: “context manager layer”, “anticipate needs layer” and 

“user interface layer”. Each one has a specific functionality: the 

first one communicates with heterogeneous sensors in order to 

collect context’s information, in real time. The second layer tries 

to adapt collected information to anticipate user’s needs. 

Afterward and depending on person's situations, “user interface 

layer” chooses the appropriate way of interaction throw the 

capabilities of the system to support multimodal and multi-

channel interfaces; it can manage text, voice and gesture 

modalities as inputs, and text and/or speech as outputs. 

We have realized a prototype based on the architecture layers 

described below. This prototype, about TV show preferences, 

illustrates our approach and implements proactive services 

which can adapt themselves depending on each user’s situation. 

We have also implemented other services (using Google 

Agenda, weather forecast, Phydgets sensors, etc.) which are not 

described in this paper.  

In the very close future, we envisage an evaluation with 

users by proposing a set of proactive services in order to study 

users’ behavior and our approach capabilities to manage many 

users simultaneously. In the medium-term, we want to focus on 

how system can react when context anticipates more than one 

need in the same time or when several triggers are at the origin 

of the same need. We have already a theoretical solution for the 

first problem; we will add a priority ponderation to user’s 

desires. Moreover, the second problem is being studied and we 

should obtain quickly solutions in order to respond to users’ 

expectations. 
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Semantic Analysis of Medical Images Using Fuzzy 
Inference Systems 

 

 
 

 

 

 
 

Abstract— Medical images carry information in a special data 
format about an organ and the related pathologies. Physicians 
must decipher this information from the image. This paper 
suggests a framework for analyzing the image on the semantic 
level using linguistic data. The framework implements several 
numerical algorithms to extract the physical features of the 
existing objects. The semantic interpretation for identifying the 
organs and possible pathologies from the found physical 
features is done using fuzzy inference systems. The clinical 
testing of the framework is a work in progress but the 
laboratory results are promising. 

Keywords-medical image processing; fuzzy systems; 
linguistic interpretation 

I.  INTRODUCTION  

Medical images are one of the most basic and common 
medical diagnosis tools. The most common medical image 
formats are the X-ray images, the computer tomography 
images (CT), magnetic resonance images (MRI), the 
ultrasound images, angio CT, PET (Positron emission 
tomography) scan, and so on.  For a trained eye they can 
describe accurately the internal organs of a human being and 
indicate the presence of pathologies. The first step in any 
medical image interpretation is the segmentation of the 
image. The trained eye can segment and analyze the image 
on the cognitive level. In contrast computers need specific 
algorithms for this task from the first step down to the last. 
The first step generally in image analysis is the segmentation 
process. By segmenting the image, the interested areas are 
separated from the background of the image. The next step is 
the feature extraction from the found objects. The interested 
physical features are the shape descriptors, the size of the 
object, its histogram and the location of the object. These 
concepts are used in medical image analysis where the 
objects in the medical image represent different organs and 
associated pathologies. 

In the past years, several medical image analysis 
frameworks were developed [1]-[3]. One of the 
shortcomings of the frameworks is the lack of possibility to 
interpret the segmented object on the cognitive level. This 

paper proposes a framework that can analyze the object from 
the image on the semantic level. The physical features of the 
objects which are recorded using numerical values are 
transformed into “spoken language”. For this process, fuzzy 
algorithms are implemented [4].  By using fuzzy inference 
systems coded in XML files [5], the framework can be 
adapted for different situations.  Section two describes the 
methods which were used to extract numerical and semantic 
data from the medical image as well as several of the 
inference rules. Section three presents the case study of the 
pilot experiment and the first results.  

II. USED METHODS 

The coding of the information in medical images varies 
from one image type to another. The majority of the images 
use shades of gray to represent the reflectivity of the scanned 
object.  For a computer to decode the information, specific 
methods must be used. The first step is to separate the 
objects found in the image from the background. The second 
step is to extract the numerical data from the image 
segments. These numerical data represent the physical 
features of the object. For analyzing the image on the 
semantic, level the numerical data must be converted in to 
linguistic data. This is done using a fuzzy inference system. 
This part will present the methods used by the framework to 
create linguistic results from regarding the data found in the 
image.  

 
Figure 1.  Segmentation workflow 
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A. Segmentation Process 

The segmentation process is a mixed segmentation 
process. Figure 1 shows the diagram of the segmentation 

process. First, the image is segmented using a manual 
segmentation which selects the area of interest. To the 
selected zone of interest, first the Otsu thresholding 
algorithm is applied [6]. Statistics are calculated for the two 
classes of intensity values (foreground and background) that 
are separated by an intensity threshold.  

The criterion function is σσ 22
/

TBi
  for every intensity, i = 

0,..,I-1, where σ 2

Bi
 is the between-class variance, σ 2

T
 is the 

total variance and I = 256, the maximum of the intensity 
gray level. The intensity that maximizes this function is the 
optimal threshold.  By using this technique a mask image is 
created and is applied to the selected zone of interest.  

The masked image is subjected to the second part of the 
segmentation process. 

The first step in the interpretation process was to identify 
the threshold value for the segmentation. The formula for 
computing the threshold value is: 

 
                                      k

sgT +H=
sh

                          (1) 

 
Tsh is the threshold value for which the segmentation 

process takes place. Hsg is the global histogram of the 
medical image, and k is a factor to control the threshold 
value. k is defined empirically. The best results are obtained 
for k = 8-10.  These values were determined empirically 
using several test images. 

The second part of the segmentation process is an 
automatic segmentation which records the existing objects 
from the masked image. The found objects are called 
“blobs” shown on Figure 2. These blobs have several 
physical features. These features are the area recorded in 
pixels, the location recorded by the center of gravity, the 
histogram on 3 channels and the bounding rectangle.  

The shape of the blob is recorded using the Fourier 
transformation which provides the frequency components of 
the contour. These frequency components can be used to 
identify the shape of the organ. 

B. Feature Extraction 

The characteristics that are useful for the interpretation of 
the object are the shape of the object, the histogram value, 
the size of the object and the location of the object in the 
image. 

For classifying the shape of the object, the Fourier 
transform can be used [7]. Each pixel from the contour of 
the object can be located by its Cartesian coordinates. These 
two coordinates are used to write the complex function of 
the object: 

                               yx rr
jrf +=)(                             (2) 

where r = 1… N-1 pixels. Fourier transform gives us the 
frequency components that make up the outline. This 
representation reduces the problem of analyzing the shape 
outline from 2D to 1D. The one-dimensional discrete Fourier 
transform of the function f (r) is: 

 

                           ∑ =

−-1N

0r

j2π2πr

ef(r)*1/N=F(n)              (3) 

 
Excluding F (0), Fourier components do not depend on 

location of the analyzed shape, thus providing an efficient 
way to classify contours. To produce a more reliable shape, 
you can use a 'low pass' filter on the Fourier components, to 
remove the fine special structures. By computing the Fourier 
components of a closed contour and by ignoring the first 
component, the remaining components can be used for 
contour identification.  

The size of the object is represented by the pixels found 
inside the blob. At this step, the physical size of the blob is 
measured in units of pixels. For a correct size determination 
the pixel size must be known.   

In the case of DICOM (Digital Imaging and 
Communications in Medicine standard), images the pixel 
size can be computed from: 

 
                                          

512

DOFV
PixelSize =                                 (4) 

 
The DFOV (display field of view) settings are 16, 20 and 

50 for pediatric, head and whole body acquisition, 
respectively. The typical size of a CT image is 512 x 512 [8]. 
In case of non-DICOM medical images a segmented fuzzy 
inference system is proposed which is presented in section 3. 

The color detection algorithm is based on determining 
the mean and variance of the pixel [9]. These methods were 
modified to take in account only one color plane as the 
majority of the medical images are in gray scale. The 
interesting features are the mean or average level of the gray 
level in the image and the variance or the contrast of the 
colors. 

First, the image is converted into a gray scale image. For 
each pixel in the image the following algorithm is used: 

 
            ),(114.0),(587.0),(2989.0),( yxByxGyxRyxG ++=   (5) 

 
   The coordinates of the pixels are noted using (x, y) is a 

sub-image of a specific size centered in (x, y). The mean 
value of the sub-image can be computed using: 

 
Figure 2.  The segmented blob, the contour and the masked image 
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The variance is: 
 

                                    ∑ −=
xySts

msvs tsGG
N

G
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1             (7) 

The N is the total number of pixels in the sub-image. When 
all the values were calculated a color descriptor vector can 
be computed: 

                                   ],,,[ vsms GGWLV =                    (8) 

 
L and W represent the length and width of the sub-image. 
This color descriptor contains enough information for 
suitable color recognition. 

The shades of gray represent solid and fluid objects. Than 
the black objects have a higher absorbance ratio then the 
white objects. This means that black objects are soft objects 
and the white spots represent solid objects like bones or 
calcifications. 

The location of the object is recorded using the Cartesian 
coordinate system in pixels of the center. If the position of 
the object related to other objects (if it is vital e.g., in case of 
a tumor) it must be verified if the center of the second object 
is inside or not of the boundary of first objects and if the 
boundaries overlap each other or one boundary is inside or 
not of the other. 

C. The Interpretation Process 

The found physical features are converted to linguistic 
features using the fuzzification process. The linguistic 

features or fuzzy variables are used to identify the selected 
object. The selected object can be an organ or a 
malformation of the organ. The object can represent other 
malformations caused by other malformations or they can 
indicate other pathologies. The fuzzy variable is a collection 
of several linguistic features of the same type.  

By using several fuzzy variables, which cover all the 
physical feature types, an inference engine is created. The 
suggested framework implements a rule based expert system. 
The rules are created in such a manner that they will cover as 
many possible options as they can.  

These rules are very similar to the natural language 
communication. They can be compared with some clear 
instructions coming from one person to another. In their 
general form they have an antecedent and a consequence 
separated by the "THEN" statement. The antecedent is a 
conjunction of several fuzzy terms (using the statement IS) 
and several logical operators (AND, OR, NOT) between 
them.  

For example: “IF Size IS Long AND Histogram IS Black 
AND Size IS Small AND Location IS Head THEN Diagnosis 
IS Normal-Ventricle” 

The software implementation of the framework is done 
using visual C# programming language and AForge open 
source programming framework [10]. The framework was 
modified to load the fuzzy inference system from an XML 
(eXtensible Markup Language) file. This permits an easy and 
fast reconfiguring of the inference system. 

III.  TESTS AND RESULTS 

The proposed architecture of the framework, shown on 
figure 4, is constructed to allow the interpretation of any 
type of medical image which is in the DICOM format [11], 
by applying minimal changes to the major parts of the 
interpretation system.  

The framework is constructed from the combination of 
two open source software. The first open source software 
decodes the DICOM files and separates the DICOM TAGs 
(metadata referring to the patient and to the imaging device) 
from the image itself. The second open source software 
implements the segmentation and feature extraction process, 
as well as the interpretation software. The UML Class 
diagram of the interpretation process is presented in the 
figure 3. The interpretation software was modified to permit 
the loading of the fuzzy inference system from an XML file 
and the editing of the inference system as well. New rules 
and linguistic variables can be created. This permits an easy 
change and adaptation of the inference system, without 
stopping or decompiling the framework. 

 
Figure 3.   UML  Class diagram of the fuzzy inference system 

 
Figure 4.    Framework Arhitecture 
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For the initial testing of the framework and the fuzzy 
inference system, we have considered the case of a 74 year 
old male with a confirmed malignant brain tumor.  

For the initial numerical data acquisition, magnetic 
resonance image sets were chosen in the axial plane from the 
head section. Each image slice has a thickness of 5 and the 
space between the slices is 6.5.  For testing the framework 
and the inference engine, the middle slices of the acquisition 
set were selected, slice 6 to slice 9. These slices contain the 
most useful data for building an inference system and a rule 
base.   

The physical features of the found objects are presented 
in the table below: 

TABLE I.  OBJECT FEATURES 

Object 
Name 

Slice nr Histogram Size 
mm2 

Location 
( x , y ) 

Damaged 
ventricle 

6,7,8,9, 132,150, 
144, 112 

6.14, 
6.8,  6.8, 
5, 

250-118, 

Normal 
Ventricle 

6,7,8,9, 27, 29,- 2.5, 
2.9,- 

162-228 and 
262-228 

Brainmater 6,7,8,9, 76, 85, 82, 
75 

5.4, 4.8, 
7, 3,15 

Inside the 
cranium 

Fragments 6,7,8,9, 54, 53, 
49,43 

0.5, 1, 
0.9  

Inside the 
cranium 

Bones 6,7,8,9, 150, 155, 
1.92 

4.5, 3.6, 
1,25 

Inside the 
cranium 

 
Using these numerical values the following linguistic 

variables and fuzzy rules were created: 
a)  Histogram: has a range from 0 to 255, where 0 

from 50 is for the Black  label, 40-70 stands for Dark, 70-90 
DarkGray, 90-150 is Gray, 150-200 LightGray and 180 to 
200 stands for White. 

b) Size: has a range from 0 to 10, where 0 from to 1 is 
for the VerySmall label, 1-5 stands for Small, 4-7 Normal 
and 6 to 10 stands for Big. 

c) Location: has a range from 0 to 512 on two axes 
(horizontal and vertical) to position the investigated objects 
center of gravity. 

d) Shape: describes the shape of the invetigated object 
making use of the Fourier descriptors.  

e) The Fuzzy Rules: in total 13 fuzzy rules were 
created to correctly identify the malformations and the 
soraunding tissues.  Several rules that recognize the 
ventricular malformation are presented below:  

<Rule12>IF Size IS Long AND Histogram IS Black AND 
Size IS Small AND Location IS Head THEN Diagnosis IS 
Normal-Ventricle</Rule12> 

<Rule13>IF Size IS Round Histogram IS Gray AND Size 
IS Big AND Location IS Head THEN Diagnosis IS 
Abnormal-Ventricle</Rule13> 

The first results are promising. Because the testing of the 
framework is a work in progress, the case of only one patient 
was tested. For the image set from which the numerical data 

was collected to build the inference system and the 
fuzzification process had a success rate of 100%. For the 
other image sets from the same patient but from the other 
image acquisition planes, coronal and sagittal the success 
rate dropped by 10%. New unforeseen situations had 
appeared for which new rules hade to be made.   

IV.  CONCLUSIONS 

The clinical testing of the framework is a work in 
progress. The numerical and the semantic level of the 
framework are completed. The used software architecture 
offers a high level modularity and adaptability to the 
framework. The framework can be adapted to new and 
different situations, new ideas and new conditions associated 
to a diagnosis. Unlike neural networks, where the learning 
mechanism is based on training data sets, this system permits 
the medical staff to create the inference rules and to debug 
the system in case of an error. 

The first tests have promising results. For the image sets 
from the axial data acquisition plane the inference system 
had a 100% rate of success for identifying the tissue types, 
the organs and the malformation produced by the brain 
tumor. When testing the inference system for the other data 
acquisition planes the accuracy has dropped due to minor 
differences between the numerical data obtained from the 
axial plane and the other planes. However these tests were 
done in laboratory conditions to test the primary functions of 
the framework. The next step is to test the framework in real 
life clinical conditions using heterogeneous image sets from 
different clinical domains. A more complex testing of the 
framework to build the rules for the other body sections is 
scheduled for April 2012.  

The described method has the advantage to decrease the 
number of clinical errors in imagistic interpretation. The 
medical staff will have a suggestion about the diagnostic, in 
this way reducing the stress level for patients and for the 
medical staff too. 

 

 
Figure5.   A normal ventricle and a ventricular deformation 
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Abstract— Clinical decision support (CDS) systems are limited 
by the lack of access to medical data. This paper presents a 
system that takes advantage of different standards (HL7 CDA, 
Arden Syntax) in order to have access to various data sources. 
The system consists of units used for retrieving, in a 
standardized format, medical data, an inference module and a 
data manager part, that connects all the systems components. 
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I.  INTRODUCTION 

Using the medical decision support systems (CDSS) brought 
an improvement of healthcare act [1]. The outputs of these 
systems usually are free text recommendations, alarms and 
reminders for medical purposes. The first step in obtaining 
these is the interaction of two major types of actors: medical 
staff and IT specialists. In order to obtain computer 
interpretable “medical knowledge”, the results of the 
discussions between the two types of actors are then put in a 
computer interpretable format, followed by discussions, 
verifications, implementation and updates (as result of 
incompleteness, new research, and so on) [1] [2]. Based on 
patient medical data (e.g., patient data: blood pressure, heart 
rate, etc.) and taking the advantage of having the medical 
knowledge in a computer interpretable format, the use of an 
inference engine lead to new medical recommendations. 
The development and implementation of CDS “include 
members with different expertise, including medical 
informatics” [2]. 

Advantages of using CDS are: faster the implementation 
of new medical knowledge, integration of local databases, 
decrease of costs, view patient data in a graphic manner for 
each step which should be followed, to avoid reading a vast 
amount of data regarding each step of a narrative medical 
guideline [1]. Multiple CDS (clinical decision support) 
solutions have been developed: Asbru [3], GLARE [4], 
GASTON [5], Egadss [6], Gello [7], etc.  

Studies about statistical data in the establishment of 
these support systems in healthcare are presented in [2]. One 
of the statistics shows that the use of CDS increased 
physicians’ performances in 64% of the studies and 
regarding the patient outcomes 13% of studies established a 

benefit. In [8], it is stated that in over 90% randomized 
controlled, clinical practice improved, based on the use of 
CDS.  

There is a major challenge of these systems, the 
interoperability between them and other medical 
information systems (EHR, EMR or different medical local 
databases) [2]. New steps in solving this problem are made 
by HL7 group by developing a data model that wants to 
become a standard for the representation of medical 
knowledge for CDS (clinical decision support), the name of 
the data model is virtual Medial Record (vMR).  

During the time, those they work with data, information 
and knowledge were confronted with the need of a data 
model able to represent their real words into machine-
readable formats. There were developed a lot of data models 
claiming that they are the most eligible for some specific 
tasks, and they were, but they also have limits, and 
sometimes, the models were designed with a high machine-
readability, but they lack in human-readability. 

In this paper, we present a solution that implements the 
proposed vMR and other standards as: Topic Maps (used for 
the representation of the vMR), HL CDA (Health Level 7 
Clinical Document Architecture), Arden Syntax (formalism 
for the representation of medical rules). This project is 
focused on the development of an application that has to 
store data from different medical documents and to develop a 
connection with CDS based on documents in a vMR 
format/vocabulary to improve the healthcare act by allowing 
the access to more vast and relevant clinical information in 
order to generate more accurate clinical recommendations.  

This paper is structured as follows. System architecture 
and used technologies are reveled in section two. Different 
standards and the benefits they bring are presented in section 
three. Section four illustrates aspects of implementing the 
vMR with the help of Topic Maps and the connection of the 
vMR with an existing solution. Conclusion and future 
research directions are presented in section five. 

II. SYSTEM ARCHITECTURE 

The project has as main components: Data manager, 
Interface, Inference engine, HL7 CDA Component and TM-
vMR (for the representation of medical information with the 
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help of Topic Maps technologies and implementing vMR 
data model). All these components are further presented in 
the next sections. A first model was presented in [9]; in this 
paper a more complex and detailed architecture is revealed 
(software technologies, implementation of various modules 
or the interaction between modules). In Figure 1, an 
overview of the system architecture is presented. In order to 
implement this architecture and the different standards, 
several tools are used:  

- .Net with C# for the development of the Interface, 
Database services and Data Manager, 

- Java for the inference part, using Arden Syntax 
formalism for the representation of medical rules 

- Topincs (PHP based) for the implementation of the 
vMR data model with the help of Topic Maps (TM) 
resulting the TM-vMR module 

Figure 1. System Arhitecture 

Concerning TM-vMR the domain which has to be 
represented was already sketched. The concepts and the 
relationships between them were defined in vMR DAM 
(Domain Analysis Model) [10]. They were further used to 
create a TM schema that allows populating the topic map in 
a schema-driven way. The software used to represent that 
domain is Topincs, “a software for rapid development of 
web databases” [11]. 

The implementation of this architecture will allow: 
• to create the basis for a further integration of 

medical knowledge sources that are encoded in 
various technologies, 

• the connection of any vMR compatible CDS to a 
medical web database, 

• extensibility for vMR DAM, given by the 
possibility to connect it to virtual any other 
electronic knowledge source, through the TMDM 
(Topic Maps Data Model)  

• capacity of representing “anything whatsoever”. 
TM can be viewed as an envelope for any other 

knowledge representation, and there are studies 
about how to represent the most important of these 
KM (Knowledge Representation) technologies with 
the help of TM technology [12], 

• to offer a package of services especially designed 
for CDS developers, 

• to create a tool that permits users to use a database 
without the need of knowledge about the 
technology that database stands on,  

• to bring a semantic technology, with unlimited 
applicability within the domain of information 
representation,  

• development of a collaborative solution for the 
capturing of medical information. 

III.  USE OF DIFFERENT STANDARDS 

The reasons for developing a CDS that is implementing 
the different standards for the communication and 
knowledge representation are presented in the next 
paragraphs. 

A. vMR 

As stated in [2] [13] [14] [15], important reasons for 
limitation of implementing CDS in medical units are: the 
use of different models, the lack of a standard representation 
of clinical information and terminologies associated that are 
used in medical institutions. To meet these needs, the 
Working Group HL7 CDS vMR initiated the vMR project, 
which had as objective to support the development of 
scalable and interoperable CDS, by establishing a “standard 
model to represent clinical information inputs and outputs 
that can be transmitted between systems CDS and other 
medical systems.” [15]. This model contains 131 medical 
data elements. The vMR data model appeared as a necessity 
for the interoperability between different CDS and data 
sources. This data model allows the representation of a large 
range of information concerning the patient. In the 
development of the vMR model (the patient data and the 
requirements to be integrated in) 22 institutions from 4 
different countries, have been involved (representing 20 
CDS systems). vMR data model is in process of becoming a 
standard for the representation of medical knowledge used 
in different CDS systems in order to solve the problem of 
interoperability [16]. This model is not mandatory to be 
used as the unique data source for CDS but it can be used 
for the interoperability of the existing system. Other 
representations (e.g., HL CDA) of medical data can be used 
in order to make the CDS more adaptable to a local context. 
The vMR will be represented with the help of Topincs (a 
Topic Maps open source software) [11]. The access to 
medical data will be made (through the Data Manager) with 
the help of different service already existing in this software 
and new ones which are to be developed. 
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B. Topic Maps 

TMs deliver the right information in the right context to 
the right person at the right time [17]. A technology that can 
represent “anything whatsoever” [18]; such a technology is 
very useful as a response to one of the main requests of this 
project, to integrate many medical knowledge sources at the 
input of CDS systems. Topic Maps can “be applied to any 
application domain you can think of” [17]. 

One of the most important challenges in topic map 
authoring is to keep the level of “subjectivism” of the topic 
map as low as possible. That means that any topic map 
author leaves a personal “fingerprint” on the final 
representation, firstly depending on his/ her individual 
knowledge about the represented domain and his/her ability 
to view, conceptualize and represent subjects within the 
application domain. 

“Topic Maps is a technology for encoding knowledge 
and connecting this encoded knowledge to relevant 
information resources. Topic maps are organized around 
topics, which represent subjects of discourse; associations, 
representing relationships between the subjects; and 
occurrences, which connect the subjects to pertinent 
information resources.” [18]. Topic Maps has as attributes: 
semantic, semantic web, extensibility, flexibility, high 
representative power, envelope for any other KR 
(knowledge representation) technologies, human readability 
and computer readability, standard, XML-based syntax as 
interchange format, smart navigation, subject-centric 
approach for KR, rapid information retrieval, source 
integration, open vocabulary, possibility to get different 
views of the same assertion. A presentation of how the TM 
technology can interact with CDS can be found in [19], 
where is explained the way in which the use of such a 
technology can improve CDS. 

C. Other standards 

Semantic Web technologies are used to create data stores 
on the Web, build vocabularies, and write rules for data 
handling. XML (Extensible Markup Language) and 
ontology (e.g., Web Ontology Language) are two 
components of the Semantic Web. In our case the XML is a 
HL7 CDA message in XML format. The HL7 Clinical 
Document Architecture (CDA) is a document markup 
standard that specifies the structure and semantics of clinical 
documents for the purpose of exchange. A CDA document 
is a defined and complete information object that can 
include text, images, sounds, and other multimedia content. 
CDA documents are encoded in Extensible Markup 
Language (XML). The clinical content of CDA documents 
is defined in the RIM (Reference Information Model) [20] 
[21]. 

The Arden Syntax is a clinical guideline formalism 
accepted as an official standard by HL7 (textual language 
and intuitive). It is freely available, a mature and actively 
maintained open standard. This is the reason why Arden 

Syntax is used instead of other guideline formalisms as 
Proforma, GLIF (GELLO), Asbru, etc. [6] [22]. 

IV.  SYSTEM COMPONENTS AND IMPLEMENTATION OF 

DIFFERENT STANDARDS 

An overview of the CDS systems shows a large number 
of approaches (Asbru, Proforma, GLARE). Almost all CDS 
allow medical guidelines and protocols to be generated, 
edited, verified, executed (reasoning based on medical rules 
and medical databases) and visualized. In order to represent 
the medical knowledge there are used different technologies:  
rule based technology (Arden Syntax) or task network 
(Asbru, Proforma, EON), unique for all of them [3]. The 
various CDS depend very much on the medical local 
databases sometimes they being developed around them 
(databases). All of these approaches are usually hard to be 
deployed in different medical units, as stated in section two. 
In order to overcome these gaps we propose a system which 
brings the advantage of using well known standards (as main 
inputs) and also implements a very powerful knowledge 
representation technology (Topic Maps). 

In this section, the main components of the system are 
presented. 

A. Existing CDS  

To obtain information from different database that can 
be a laboratory or radiology database and then represent the 
information in HL7 CDA (HL7 Clinical Document 
Architecture) format and send it to the decision system, the 
HL7 CDA Component has been developed. The HL7 CDA 
Component implementation is made in Visual Studio .Net 
2008, in C# language (as a web service). The databases for 
the current activity are on SQL Server 2008, but the solution 
is similar for Oracle or MySQL 

The inferring engine is based on Egadss open source 
solution [6] [22]. In order to have a standardized 
communication interface between databases and 
“recommendation generator” - Egadss has as inputs HL7 
CDA (Level 3) standard messages as XML files, where the 
patient data is represented (XML retrieved from the HL7 
CDA Component). Another standard used by Egadss is 
Arden Syntax, which is a clinical guideline formalism 
accepted as an official standard by HL7 group, being used 
for the representation of medical rules. The result of the 
inference is CDA Level 2 document, containing the medical 
recommendations [6] [22].  

The communication between all the components of the 
CDS is based on web services, representing de HL7 CDA 
Components, decision making system or the interface.  To 
manage the connection and the order in which the different 
web services are called, a Data Manager was developed. 
Data Manage has the roles to respond at different requests 
that come from the main components of the system 
(interface, medical data source, inference engine). In order 
to realize this, three communication channels are opened 
(see Figure 1), with: Interface, HL7 CDA Component and 
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the inference engine (Egadss).The interface allows the 
medical staff and the patients to visualize the steps of the 
protocols, medical information regarding a patient; different 
alarms and they can insert feedback concerning the 
recommendations. The interface is implemented using 
ASP.Net platform with C#. A more detailed description can 
be found in [23]. Beside the use of HL7 CDA documents 
other sources can be added to the system through the Data 
Manager. One of these sources can be a virtual Medical 
Record (vMR) that implements the specifications from [10]. 
The vMR is implemented with the help of Topic Maps.  

B. TM-vMR 

The implementation of this module is based on the vMR 
data model and Topic Maps technology. The representation 
of the data model is realized with the help of the Topincs 
open source software. 

Implementation steps: 
• the strategy used to convert vMR terms into the 

Topic Maps constructs is to create a topic type for 
every vMR class within the vMR DAM atomic 
terms; the attributes of a class become occurrence 
types for the topic type corresponding to that class 
(Figure 2).  

• to model all relationships within the vMR DAM 
• populating the topic map can be done manually, but 

a tool for automatic data integration into the topic 
map is being to be developed. 

• evaluate the results, by connecting the database 
with a CDS 

 

Figure 2. TM-vMR representation 

To achieve the possibility of custom development of the 
Topincs-based application, the author of the topic map 
schema has to define the serialization names for all terms 

within the schema. In this way, a programming interface is 
automatically provided by the software, allowing the topic 
map author to use the exposed methods, in order to program 
the behavior of the application in such a way to get a better 
response to the requests of the project. To ease the rapid 
discovery of a topic map construct that a serialization name 
represent, a notation convention for serialization names was 
used. The exact form of the name of any vMR data model 
term was used for naming topic map types within the 
schema. Serialization name keeps the name but 
normalization was required: 

- for topic types: all capital letters will be converted in 
lower-case, and the spaces between words will be replaced 
with minus sign “-”; 

- for any other topic map construct within the schema, 
the correspondent serialization name is created by adding a 
prefix which has the role to show what type it represents. 
(This convention was made for the further development of 
the project) 

C. CDS connection to TM-vMR module 

The connection between the existing system and the TM-
vMR represented with the help of Topincs open source is 
realized with the help of the web services. These services 
are consumed from the Data Manager. This is a client 
server architecture where the server is the TM-vMR and the 
client is the Data Manager.  

NuSOAP is the technology used for the development of 
web services in PHP for the access to the TM-vMR 
ontology. These services allow the work with the patient 
data that is represented in the TM-vMR ontology trough the 
help of a topic map objects which in “Topincs” is called 
“ tobject”. The tobjects allow the insertion, deletion, 
modification and many other types of special functions to 
work with patient data from the TM-vMR. The web services 
allow the connection of the model with the existing CDS 
trough the Data Manager. The Data Manager calls the web 
services from the vMR, based on the data needed for a 
certain patient (based on patient ID) for a set of medical 
rules in order to generate new medical recommendations.  

Regarding privacy/integrity issues our system should 
achieve the HIPAA (Health Insurance Portability and 
Account-ability Act) requirements; the first step was 
implementing the communication over HTTPS.  

V. CONCLUSIONS AND FUTURE WORK 

Regarding the contribution the implementation of the 
different standards and the use of Topic Maps in the 
presented system lead to: integration of medical knowledge 
sources that are encoded in various technologies, 
extensibility for vMR data model and connection of any 
vMR compatible CDS to a medical web database.  

This implementation allows an easier integration of the 
system (compared with systems that do not implement HL7 
standards) in different medical units allowing the connection 
with various types of data sources. With the help of the 
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mentioned technologies the vMR was represented (Figure 
2). Different web services are developed in order to have 
access to the different elements of the TM-vMR.  

In this early stage of the development, the topic map can 
be used only for browsing through the elements of the 
schema (topic types, association types, constraint types).  

Further developments of the system consist in: the 
implementation of other web services for a better 
interrogation and manipulation of the medical knowledge 
from TM-vMR; the development of an automatic way to 
integrate the medical sources in the TM-vMR; use of smart 
cards for the authentication of different actors (for data 
privacy). 

The implementation of presented system will help the 
medical staff to increase the quality of medical care by: 
reducing the variation in medical practice, giving more 
efficient treatments and using new medical knowledge in 
current clinical practice. 
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Abstract—Due to the diversity of information systems in 

healthcare and the need of accessing data in a ubiquitous and 

pervasive manner, the interoperability issue has grown in 

importance. This work presents how the Levels of Information 

System Interoperability model can be applied to study the 

interoperability degree in order to interconnect healthcare 

information systems. This work presents an algorithm adapted 

for healthcare information system, which can determine the 

message exchange rate between healthcare information 

systems. The analysis is done looking at a hospital department 

(obstetrics-gynecology), general practitioner offices, radiology 

departments and laboratories that work together and have 

different information systems. This algorithm computes the 

interoperability degree from the technical interoperability 

point of view. A tool which calculates automatically the 

technical interoperability of a healthcare information system, 

based on the proposed algorithm, is under development. The 

benefits resulting from the calculus of the interoperability 

degree are reflected in the assessment of the status of 

informatization and degree of intercommunication in a certain 

healthcare environment. Also, it is helpful for software 

developers to know what is expected from a good application 

for the domain. 

Keyword-LISI; HL7 CDA; CCD; interoperability; healthcare 

information system. 

I.  INTRODUCTION  

 

Increased life expectancy and the consequent increase in 

the prevalence of chronic illnesses pose serious challenges 

to the sustainability of the national health systems in 

Europe.  

Seamless care is the desirable continuity of care delivered 

to a patient in the healthcare system across the spectrum of 

caregivers and their environments. Healthcare services have 

to be continuous and carried out without interruption such 

that when one caregiver ceases to be responsible for the 

patient’s care, another one takes on the responsibility for the 

patient’s care. Such a paradigm poses serious problems 

regarding the interoperability between healthcare 

information systems. 

Interoperability is the ability of two or more systems or 

components to exchange information and use the 

information that has been exchanged [1].  

Interoperability might be provided at different levels. 

These interoperability levels can start from simple data 

exchange and meaningful data exchange with agreed 

vocabulary to functional interoperability with agreed 

communication application behavior, or finally, a service-

oriented interoperability [2]. 

Communication between different systems and their 

components in a complex and highly dynamic environment 

must fulfill some requirements: openness, scalability, 

flexibility, portability, distribution, standard conformance, 

service-oriented semantic interoperability and appropriate 

security and privacy services. This communication is based 

on a standard (e.g., HL7 version 3, HL7 Clinical Document 

Architecture). [3]  

The Electronic Healthcare Record (EHR) is a 

longitudinal electronic record of patient health information 

generated by one or more encounters in any care delivery 

setting, including information about: patient demographics, 

progress notes, problems, medications, vital signs, medical 

history, immunizations, laboratory data and radiology 

reports [4]. 

The paper presents a particular environment studying the 

communication level between healthcare information 

systems for hospitals, laboratory, radiology and general 

practitioner offices. The major problem is that the healthcare 

information systems do not communicate directly one with 

the other making it impossible to create an electronic 

medical record seamless and following a timeline. The work 

gives an image of the current situation for which the 

analysis is made. 

If the degree of interoperability between healthcare 

information systems can be evaluated, it will have benefits 

for assessing the status of informatization and degree of 

intercommunication in a certain healthcare environment and 

also for software developers to know what is expected from 

a good application for the domain. 
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Also, it is important to improve the interoperability of 

healthcare information systems and add more information to 

Electronic Health Record (EHR).  

In section two, is presented the standards used in 

healthcare information systems communication. Section 

three presents the interoperability study where is described 

the LISI model and it is measured the degree of technical 

interoperability and, Section four concludes the paper 

solutions. 

II. STANDARDS USED IN HEALTHCARE INFORMATION 

SYSTEMS COMMUNICATION 

 

One of the mandatory criteria to ensure the 

interoperability between the healthcare information systems 

is to use a standardized communication. In the next 

paragraphs, a system architecture and the standards used for 

communication between components is presented. 

A. System architecture using standards 

 

Figure 1 presents the system architecture using 

standardized communication. The system consists of three 

healthcare information systems for the  obstetrics-

gynecology, for radiology and for analysis laboratory 

communicating using the HL7 CDA and a healthcare 

information system for the general practitioner office which 

communicates with the hospital departments using the CCD 

(Continuity of Care Document) standard [5], [6]. 

 
Figure 1. System architecture 

 

The developed two Components, one for the CDA/CCD 

standard and the second for the CCD standard, give the 

possibility to extract data needed from the medical unit 

database (from obstetrics-gynecology, radiology, laboratory 

or general practitioner database). The two Components are 

developed in Visual Studio .NET 2008, using C# language. 

For the moment, the Components can extract data from a 

SQL Server database, but in the future will be generalized in 

order to extract data from different databases types. A 

connector was developed that extracts from XML in 

CDA/CCD format the data and inserts it into the proper 

fields and tables in database. 

 

 

B. Using HL7 CDA (Clinical Document Architecture) 

 

The HL7 CDA is a document markup standard that 

specifies the structure and semantics of clinical documents. 

The developed HL 7 CDA Component extracts the data 

from a local database and presents it as an HL7 CDA 

standard message. The CDA derives its content directly 

from the HL7 Reference Information Model (RIM) and 

therefore is specially design to integrate current HL7 

technologies. The common architecture can be adapted for 

progress notes, radiology reports, discharge summaries, 

transfer notes, medications, laboratory results and patient 

summaries. The CDA is an XML document that consists of 

a header and body [7].  

The HL7 CDA/CCD standard uses Logical Observation 

Identifiers Names and Codes (LOINC). This is a universal 

code system for identifying laboratory and clinical 

observations [8], adapted in this case for the Romanian 

healthcare system. 

An XML in CDA format, as an example of a message 

from a lab, is presented in Figure 2.  

 

 
Figure 2. CDA laboratory result 

 

The CDA contains LOINC codes, which are used for 

representation of the laboratory results (e.g., LOINC code 

19180-9 is used for beta-HCG analysis) and also the 

analysis value (in Figure 2 the beta-HCG value is presented 

- 15000 mUI/mL). All the LOINC codes used in this CDA 

message are adapted for Romanian healthcare systems. 

C. Using CCD (Continuity of Care Document) 

 

The Continuity of Care Document (CCD) is an 

electronic document exchange standard for sharing patient 

summary information among providers and within personal 

healthcare records. It summarizes the most commonly 

needed pertinent information about current and past health 

status in a form that can be shared by all computer 

applications, it respects a set of constrains on CDA that 

define how to use the HL7 CDA to communicate clinical 

summaries and it is built using HL7 CDA elements [9]. 

CCD is a combination between ASTM CCR (Continuity 

of Care Record) and HL7 CDA.  

The definition given for CCD by ASTM is: a core data 

set of the most relevant administrative, demographic and 

clinical information facts about a patient’s health care, 

covering one or more health care encounters [10]. 
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CCD templates include: header, purpose, problems, 

procedures, family history, social history, payers, advance 

directives, alerts, medications, immunizations, medical 

equipment, vital signs, functional states, results, encounters 

and plan of care [9]. 

In the current healthcare information system, the CCD 

standard for communication is used to support the 

communication between the hospital departments and the 

general practitioner’s office. The general practitioner sends 

a request in XML format containing the ID (personal 

numeric code – CNP, which in Romania is the unique ID for 

each person) to the hospital department application and the 

CDA/CCD Component extracts the data from the hospital 

department database and sends the information in CCD 

format to the general practitioner office. 

In Figure 3, an XML sequence in CCD format is 

presented containing lab results sent from one of the 

hospital departments to the general practitioner’s office and 

it is adapted for the Romanian health system. 

 

 
Figure 3. CCD example 

 

The XML in CCD format contains a laboratory result: 

erythrocytes, which are codified with LOINC code 11273-0, 

adapted for Romanian health system and the value of this 

test result. 

III. INTEROPERABILITY STUDY 

 

A. LISI model 

 

LISI (Levels of Information System Interoperability) is a 

complete, descriptive model of classification with levels of 

interoperability based on individual, unique project 

specifications [11]. 

LISI is a reference model for assessing information 

systems interoperability. It is used for defining, measuring, 

assessing, and certifying the degree of interoperability 

required or achieved between organizations or systems [11]. 

 

B. LISI Interoperability Maturity Model 

 

LISI Interoperability Maturity Model has 5 levels [11]. 

In this paper and previous work [12] these levels are 

adapted for healthcare informatics systems.   

The LISI levers are: 

- Level 0 named Isolated (Environment: Manual) 

- Level 1 named Connected (Environment: Peer-to-Peer) 

- Level 2 named Functional (Environment: Distributed) 

- Level 3 named Domain (Environment: Integrated) 

- Level 4 named Enterprise (Environment: Universal) 

To fit into a LISI level, we studied two types of 

interoperability: operational and technical. Two scores 

obtained from analyzing the two interoperability types will 

result representing the interoperability degree of the studied 

healthcare information system. A scale corresponding for 

each LISI level will be considered (e.g., if the scale is 0 the 

level is Level 0 - Isolated). 

 

C. LISI Scope of Analysis 

 

In Figure 4, the LISI scope of analysis for two HIS 

systems are presented. The operational interoperability has a 

semantic understanding. For each XML received in CDA or 

CCD format a tool will analyze the codes (LOINC or ICD-

10-AM) and if all the analyses corresponds to the evaluation 

criteria then the healthcare information system will receive a 

score (a scale to 1 – 100). A similar analysis is presented in 

[13], where SNOMED codes are analyzed. Scoring the 

technical interoperability it will be possible to appreciate on 

what LISI level the healthcare information system is 

situated. 

 
 

Figure 4. LISI Scope of analysis 

 

The technical interoperability is the condition achieved 

among electronic system communications when information 

or services can be exchanged directly and satisfactory 

between them and their users, includes aspects such as 

application interfaces, open standards and data integration. 

If two or more healthcare information systems are capable 

of communicating and exchanging data, they are technical 

interoperable. In general, XML or SQL standards provide 

syntactic interoperability. In this work, an algorithm that 

determines the technical interoperability is presented. 

D. Measuring the degree of technical interoperability 

 

In Figure 5, the studied healthcare system architecture is 

presented comprising the obstetrics-gynecology department, 

2 radiology (1 internal and 1 external) departments, 4 

analysis laboratories (1 internal and 3 external), and 1 

general practitioner office. The technical interoperability 

78Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-224-0

INTELLI 2012 : The First International Conference on Intelligent Systems and Applications

                            88 / 98



degree for the obstetrics-gynecology healthcare information 

system is studied below. This healthcare information system 

communicates using standards, with the radiology and 

analysis laboratory using HL7 CDA, and with the general 

practitioner using CCD. 

A scale is proposed to evaluate systems interoperability 

potential for technical interoperability point of view: 

 0 – 35 points the systems are not interoperable that 

means that the system is on LISI level 0 or level 1,  

 36 – 65 points the systems are interoperable in some 

degree that means that the system is on LISI level 2 

or 3, 

 66 – 100 points the systems are interoperable that 

means that the system is on LISI level 4.  

 To study the interoperability degree an algorithm [11] is 

applied adapted for healthcare information systems. 

 
Figure 5. System architecture 

 

 For each step of the testing process, points have been 

associated in order to reflect the interoperability score for 

the systems. For each steps, a score is allocated; it 

represents how well the system meets the requirements (e.g., 

if the system has the possibility to communicate using 

standards, and for how many system are interconnected).In 

the next lines, the testing steps are presented: 

Step 1 - Analyzing if the functionalities are the same 

In order to establish that the system functionalities are 

the same, the data workflow and management between 

obstetrics-gynecology, radiology, laboratory and general 

practitioner was monitored during a week at County 

Emergency Hospital Timisoara, Romania – Bega Clinic, 

obstetrics-gynecology department. The referrals were 

studied and the data sets were identified and based on these, 

the conclusion was that the system functionalities are the 

same. The scored obtained at this step is 7/10. 

Step 2. – Study the degree in which if the communication is 

based on the same standards.  

We assumed that the messages are transmitted with the 

help of HL7 CDA standard in laboratory analysis, radiology 

cases  and CCD for the general practitioner. For each case 

two Components were developed, one which extracts data 

for creating the CDA and the second to extract data for 

CCD. The score obtained in this step is 9/10. 

Step 3. Analyze if the message data elements are common. 

The data elements are common because the ob-gyn 

department sends referrals to the analysis laboratory, 

radiology, and the general practitioner office and receives 

back the same type of documents. All the communication 

between healthcare information systems presented here is 

based on CDA and CCD standards. The scores obtained at 

this step is 7/10. 

Step 4. Calculate the connectivity index with the formula: 

)1(* 


nn

k
ci

 

where: ci = connectivity index for HIS;  

             k = number of connection (path between nodes), 

             n = number of nodes (participating units). 

k = 7; n = 8; ci = 0.16 

The scored obtained at this step is 2/10. 

Step 5. Monitoring the protocols and data flow in 

departments and analyzing the information exchange.  

The ob-gyn department sends an XML file in CDA format 

to the analysis laboratory, to radiology and in CCD format 

to the general practitioner office, and so the data flow 

between the medical units is standardized. The scored 

obtained at this step is 3/10. 

Step 6. Calculate the capacity of the ob-gyn department 

which is the rate at which data may be passed over time.   
)(*)( max pfoheff ttQQQ   

where,
effQ  = effective system capacity (data rate); 

maxQ = maximum data rate; 
ohQ  = system 

overhead data rate; ft  = time slot duration (unit transmission);  pt = unit propagation time 

Another measure is the calculus of the department’s 

overload which occurs when more data must be exchanged 

than the system is able to transmit. The overload is placed in 

a queue and it is transmitted when capacity is available.  
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where, 
OLM = system message overload; 

tn    = number of transmitting nodes; 
qM = messages 

in queue to be transmitted by node. 

The system underuse was calculated, occurring when the 

system data rate/message load is less than full capacity but 

messages are waiting in queues to be transmitted.  

OLuu MQ  , for  )( QQM effOL    

QQQ effuu   , for OLM  >  )( QQeff   

where, 
uuQ = system underutilization (data rate);  

Q = measured/observed data rate 

Another parameter calculated was the under capacity of 

the system, which occurs when messages remain in queues 

and the system data rate is at the maximum.  

effOLuc QMQQ  )(  

where, ucQ  = system under capacity (data rate) 

For the laboratory a maximum number of 300 messages 

a week were estimated, supported by the system, for the 

radiology internal department 100 messages a week, for the 

external department of radiology 80 messages a week, 50 

messages for general practitioner. 
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In order to compute the interoperability score, 2 days 

were considered for the time of message transmission (Tf) 

and 4 days for the response time (Tp), because in Romanian 

health system the patient must wait minim 4 days to receive 

the laboratory results.  
- Ob-gyn->Laboratory  = 40 messages / day =>200 messages  / week 

- Ob-gyn->Radiology intern department  = 15 msg / day => 75 msg / 
week 

- Ob-gyn->Radiology extern  = 10 msg / day => 50 msg / week 

- Ob-gyn-> General practitioner = 10 msg/day => 50 msg/week 
- Tf  = 2 days 

- Tp = 4 days 

The results after applying the formulas are: 
 Qeff = 1804; MOL = 96; Quu = 96; Quc = - 1594 

The scored obtained at this step is 17/40. 

Step 7. Interpreting the result and analyzing the data 

elements in HIS. 

Analyzing all the steps, we concluded that: this type of 

system architecture benefits of a standardized 

communication; it is possible to add other healthcare 

information systems; the systems can be improved a lot; the 

healthcare information system can support more messages, 

because after computing the underuse capacity we 

concluded that more messages can be added without 

affecting the communication. The scored obtained at this 

step is 9/10. 

Table I represents a summary of the steps analysis. 

TABLE I.  INTEROPERABILITY SCORE 

Steps 1 2 3 4 5 6 7 
Ob-gyn points 7/10 9/10 7/10 2/10 3/10 17/40 9/10 

Total 54/100 points 

 

After applying these steps and computing the scores, the 

result was that the obstetrics-gynecology department has a 

score of 54 points, which represents a percentage of 54/100, 

regarding the interoperability potential with the analysis 

laboratory, radiology and general practitioner from the 

technical interoperability point of view. This score shows 

that the healthcare information system for ob-gyn 

department is ready to communicate to other healthcare 

information systems, but improvements have to be made. 

IV. CONCLUSIONS AND FUTURE WORKS 

The paper presents an algorithm adapted for healthcare 

information systems for assessing the technical 

interoperability degree of the ob-gyn department healthcare 

information system. After analyzing these two types 

interoperability, two scores will result which will show the 

interoperability degree of a healthcare information system, 

the degree in which it is ready to easy communicate with 

other similar ones. If the degree of interoperability between 

healthcare information systems can be evaluated, it will 

have benefits for assessing the status of informatization and 

degree of intercommunication in specific or general 

environments and the data available for the clinical staff and 

patients will be more consistent driving to better practice 

and patient healthcare status, and also will reduce medical 

errors. This study of interoperability degree will help the 

physicians to have more information about the patient, for 

software developer to develop more complex healthcare 

information systems and the most important is the patient 

that will benefit of a better treatment.  

In the future works, we will analyze the operational 

interoperability, it will be develop a smart tool using the 

current study results determining the technical 

interoperability in an automated way and also a tool for 

operational interoperability. 
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Abstract—One of the areas with greatest needs having 

available information at the right moment and with high 

accuracy is healthcare. Right information at right time saves 

lives. This work proposes a solution based on cloud computing 

implemented for hospital systems having as a result a better 

management, high speed for the medical process, and 

increased quality of the medical services. Cloud computing 

technology is still new but promises a revolution in the entire 

connected areas. At national level, hospital information 

systems are somewhat rare and not very well managed. Cloud 

computing allows using the latest technologies at low prices 

(pay-per-use) and with minimum resources necessary for 

clients. The paper suggests a model for the architecture of the 

information systems in two key departments of a hospital: 

Pediatrics and Obstetrics, and Gynecology using 

interoperability for better access to information and preparing 

the system for future connectivity. 

Keywords-cloud computing; HL7 CDA; interoperability; 

Pediatrics; Obstetrics and Gynecology 

I.  INTRODUCTION 

The most critical area that requires a lot of information, a 

lot of data and computing power is the healthcare domain. 

Doctors need, in critical moments, the medical history of 

patients in real time. Patients are sent to various 

investigations, supposing a high rate exchange of data 

between departments of medical units. Doctors need 

complete medical information of the patients to provide a 

complete and accurate treatment. 

The technology that we chose to solve these problems is 

cloud computing because the resources are dynamically 

scaled (doctors can store a lot of medical data when they 

need) and is used over the Internet as services (doctors can 

access the medical data when and where they need it). To 

access this technology one can use a variety of Internet-

connected devices which can access programs and 

development environments offered by cloud computing [1]. 

The information available at the right moment and location 

can save lives and significantly decreases the sources of 

medical errors increasing the quality of life of a patient. 

Another element used in our proposal to solve the problem 

of data exchange between medical units is ensuring the 

interoperability of the developed systems through HL7 

CDA Standard [2].  

This solution can be improved having a better security 

system for the medical data and creating a longitudinal data 

sheet of the patient (medical records for entire life span).  

Cloud computing is a technology that could help a vitally 

important area because it offers a complex infrastructure at 

low cost and also provides greater computing power to 

achieve comprehensive health care operations.   

In section two, the architecture and characteristics of 

cloud computing are described. Section three presents cloud 

computing applied in healthcare. Section four deals with 

interoperability in Pediatrics, and Obstetrics and 

Gynecology systems. Section five discusses cloud 

computing as a solution supporting information systems in a 

hospital, and Section six concludes the suggested solution. 

 

II. ARCHITECTURE AND CHARACTERISTICS OF CLOUD 

COMPUTING  

Cloud computing, defined by NIST (National Institute of 

Standards and Technology) [3] is a technology that supports 

ubiquity, it is convenient, supplies on demand access to the 

network for sharing computing resources (e.g., networks, 

servers, storage, applications and services), can be launched 

and developed quickly with minimal management and 

without service provider interaction.  

The cloud model consists in five essential characteristics, 

three service models and four models of development 

(Figure 1). 

 

 
Figure 1. Elements and characteristics of the clouds 
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A. Essential characteristics 

The essential five characteristics of cloud computing are: 

On-demand services: consumers can connect to a website 

and can use web services to access additional computing 

resources whenever they need; Wide access to the 

network: web services are based on cloud computing and 

for this reason can be accessed from any device connected 

to the Internet; Pooling resources: customers can share 

computing resources with other clients, so these resources 

can be reallocated dynamically and can be hosted anywhere; 

Elasticity: cloud computing allows users great flexibility 

that customers can scale systems (and costs) up or down as 

required; and Measured services: cloud computing 

monitors and records resources usage, which enables 

customers as payment for use (pay-per-use), a fundamental 

paradigm for cloud computing [3]. 

B. Cloud computing architecture 

Cloud computing architecture consists of: Infrastructure 

as a Service (IaaS), Platform as a Service (PaaS) and 

Software as a Service (SaaS). 

Infrastructure as a Service is delivering hardware 

(servers, network technologies, storage) as a service. It also 

includes the operating system and virtualization technology 

for resource management. Currently, the best job profile is 

Amazon’s Elastic Compute Cloud (Amazon EC2) [3]. It 

provides a web interface that allows customers accessing 

virtual machines. 

Platform as a Service offers an integrated set of software 

that provides everything that a software developer needs to 

build an application - an online environment for quick 

development of web applications using browser-based 

development tools. 

Software as a Service – business applications hosted and 

delivered as a service via the web. These kinds of 

applications do not require installation of additional 

computer programs, the most popular being the e-mail in a 

web browser [3]. 

C. Models of development clouds 

Cloud computing is offered in four different forms: 

Public clouds – are held by a company selling cloud 

services to the general public; Private clouds – are owned 

by a single organization and are being used only in that 

organization; Community clouds – belonging to several 

organizations and allowing access only to those concerned 

for certain actions; Hybrid clouds – a composition of two 

or more types of clouds (private, public or community) that 

remain unique entities but are linked by standard 

technologies that enable portability of applications [3]. 

For medical applications, the best choice of a model is 

the private one for reasons of security and data privacy. In a 

private cloud, medical data can be accessed only by the 

authorized medical staff. 

D. Related elements of cloud computing 

The cloud architecture includes as most popular 

principles virtualization and SOA (Service oriented 

architecture). 

Virtualization is at the core of most cloud architectures. 

The concept of virtualization allows an abstract 

representation of logical and physical resources including 

servers, storage devices, networks and software. The basic 

idea is to pool all physical resources and their management 

as a whole meeting the individual demands from these 

shared resources. In addition to virtualization, service-

oriented architectures and web services are considered 

important in cloud computing. 

Service-oriented architectures have components 

implemented as independent services that can be linked 

together in a flexible way and can communicate through 

messages. In cloud computing virtualized IT infrastructures, 

platforms and developed applications are implemented as 

services and are made available for use in service-oriented 

architectures. In public clouds, services are offered over the 

Internet on standard web protocols and interfaces. 

SOA offers positive benefits such as [4]: 

- Language-neutral integration: uses XML 

(eXtensible Markup Language). 

- Component reuse: after is creating a web service to 

achieve an application, it can be reused for other 

applications which have service like this, and no 

longer is needed to rewrite code. 

- Organizational agility: after building blocks of 

software which respects the user specification, it is 

possible to recombine and integrate quickly. 

- Using existing systems: enable integration between 

new and old systems components. 

 

III. CLOUD COMPUTING IN HEALTHCARE 

In the medical field, cloud computing offers great 

potential for quick access to medical information. Health IT 

infrastructure is very complex and for this reason 

organization has taken additional measures to protect the 

patient’s private data under HIPAA (Health Insurance 

Portability and Accountability Act). Maintaining 

confidentiality and integrity of information stored in all 

forms, and providing data backup and recovery processes in 

extreme cases are extremely important in this field.  Quick 

access to medical history of each person at any location can 

accelerate diagnosis and treatment quality, avoiding 

complications, increasing quality and saving lives. In 

addition, cloud computing can help patients to gain access 

to their medical history from anywhere in the world via the 

Internet contributing to personalization in healthcare. The 

healthcare domain needs increased security and privacy 

levels, meaning that cloud computing technology has to be 
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more carefully managed in order to achieve this 

requirements. The matter is less technical and more ethical 

and legal. Before cloud computing technology can be fully 

adopted as a structure for health IT, providers must gain the 

trust of society and to demonstrate that they meet the 

HIPAA (Health Insurance Portability and Accountability 

Act) standard [5]. 

More than ever, healthcare services need cooperation 

between healthcare units due to high mobility of individuals 

for work or holidays. It is very important to ensure the 

availability of medical data to all the locations a patient is 

present in. Several scenarios and developments are already 

available in literature and presented in the following. 

In [6], a scenario is presented to implement a cloud-based 

service for ePrescribing: the physician that uses the 

application is connected to the PHR (Personal Healthcare 

Record) system and reads a summary of medical history of 

each patient’s records and selects a list of drugs. The 

application validates the selection of drugs based on their 

interaction with other drugs, patient allergies and 

medication history of the patient. If there are not 

incompatibility alerts, the prescription is stored in data 

centers of Insurance Organization waiting to be processed in 

Pharmacies. These systems are stored in a private cloud 

because in this way the information can be accessed only by 

authorized persons. Another proposal [6] is implementing a 

Semantic Wiki for User Training, based on the cloud 

technology available on demand and implemented on 

Amazon cloud infrastructure, a flexible, low-cost and 

scalable platform. Wiki users use the same database to store 

and read medical information. This solution offers support 

only for the ePrescribing system and for a cloud-based wiki. 

In [7], a model is presented as an integrated EMR 

(Electronic Medical Record) sharing medical data between 

medical units. The application is developed on a cloud 

platform that keeps the EMR system on the form of 

Software as a Service and can be used by Government, 

Hospitals, Doctors, Patients, Pharmacies and Health 

Insurance Organizations, through the Internet. This system 

allows access to national data sharing; the data center is 

common to all units. Communication between the data 

center and the healthcare organizations is done via HL7 

messages. All patient data are stored and accessed in the 

same location over the Internet from any healthcare 

organizations. 

Using cloud computing in medicine results in benefits for 

the medical units and patients. Several benefits are:  

 it is useful in storing medical data (cloud computing is 

scalable, increasing or decreasing resources, as needed), 

 offers remote access (the data can be accessed via the 

Internet from anywhere),  

 allows data sharing between authorized units  

 the updates for the medical history of the patient - 

consultations, prescriptions, hospitalization - are made 

in real time and are useful for  future treatment 

validation. 

IV. INTEROPERABILITY IN PEDIATRICS AND OB-GYN 

SYSTEMS 

 

4.1 General information about interoperability in cloud 

 

Interoperability is the ability of two or more systems or 

components (for example two or more medical informatics 

systems) to exchange information and use the information 

that has been exchanged [8]. 

A web service is any service that is available over the 

Internet or an Intranet, uses standardized XML messaging 

system and is self-describing, discoverable and not tied to 

any operating system or programming language [9]. 

In eHealth is mandatory to use a standardized 

communication. In presenting the proposed system, one 

standard is used: HL7 CDA (Clinical Document 

Architecture). 

Cloud computing technology supports interoperability, 

ensures high availability of resources, systems are “always 

ON”, and available to communicate with other computing 

systems in the cloud.  

 

4.2 Standard used in healthcare information systems 

 

The HL7 CDA standard is a document markup standard 

that specifies the structure and semantics of “clinical 

documents” for the purpose of data exchange [2]. 

CDA has three levels of document definition: Level 1 

(the root hierarchy, and the most unconstrained version of 

document), Level 2 (additional constrains on the document 

via templates at the “Section” level), Level 3 (additional 

constrains on the document at the “Entry” level, and 

optional additional constrains at the “Section” level) [10].  

In Figure 2, a CDA example for the pediatrics healthcare 

system developed in order to evaluate the proposed 

architecture is presented. The codes used in Romania are 

ICD-10-AM and LOINC (translated in Romanian) [11]. 

 

 
Figure 2. CDA example 

 

The CDA example presents that a patient has allergy to 

penicillin, and it is represented with ICD-10-AM (in allergy 

case is used L50.0).  

CDA documents are encoded in XML. The process is 

derived from the HL7 RIM (Reference Information Model) 

and also uses HL7 version 3 data types [10].  

83Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-224-0

INTELLI 2012 : The First International Conference on Intelligent Systems and Applications

                            93 / 98



The information flow between the components of our 

model is this: The Pediatrics application sends an XML with 

the mother ID, baby’s ID and the baby’s birthdate, the ob-

gyn application reads the XML request, identifies the 

needed data, and converts it to a XML in CDA format and 

sending it to the Pediatrics department where the data is 

read and filled in the baby’s chart. 

V. CLOUD COMPUTING AS A SOLUTION SUPPORTING 

INFORMATION SYSTEMS IN A HOSPITAL 

As cloud computing can support different healthcare 

information systems by sharing information stored in 

diverse locations, a solution based on this technology was 

adopted for our case. A private cloud-based infrastructure 

was developed for each healthcare unit. To eliminate the 

drawback of cloud computing represented by weak security 

we have chosen the private cloud for each unit. 

The architecture for the systems in the cloud is presented 

in Figure 3. All the medical data are stored in a private 

cloud and all the departments of the hospital can access 

medical patient data when is needed. In this case, the 

medical act is performed quickly, and the typing errors 

reduced, all of this driving to higher quality.  

For increased security the suggested solution consists in a 

private cloud-based architecture where applications and data 

storage can be found within each private data center of the 

hospital (one in the Pediatrics hospital and one in the Ob-

Gyn hospital). When individual patient data is needed from 

one department to another – both having different health 

information systems - it will be transmitted in real time to 

the proper location using an HL7 CDA message solution. 

 
Figure 3. Architecture for hospital system 

 

The solution ensures interoperability of the systems and 

a clear communication. Also the flexibility of the solution 

allows the connectivity in the cloud for new systems and 

devices. 

The proposed solution is under development in 

ASP.NET environment for Windows Azure and the hospital 

database will be integrated into SQL Azure. 

We started with two departments of the hospital: 

Pediatrics, and Obstetrics and Gynecology, because these 

are important starting points for the EHR (Electronic Health 

Record).  

First contact with the medical world is starting at birth 

after which all the information about an individuals’ health, 

immunizations, treatments, problems during pregnancy and 

all information of the child at birth are stored in the 

department of obstetrics and gynecology. After birth, the 

child is taken into care by a pediatrician for monitoring and 

treatment, if the case. 

This is the reason why these two departments are the 

first departments of a hospital we wanted to give the 

opportunity to have a better communication and computing 

power and also more storage space using cloud computing 

and communications through HL7 CDA. The architecture of 

the solution is presented in Figure 4. 

 
Figure 4. Architecture and communication for two departments 

 

The applications were developed for each department 

separately (Pediatrics and Ob-Gyn) and also the support for 

communication in a local network. The next step is to 

upload the applications on the cloud and interconnect them. 

To achieve interoperability we use XML files based on 

HL7 CDA standard. In Figure 5, the flow of data between 

the two medical units which exchange information is 

presented. 

 
Figure 5. Exchange of medical data between units 

 

The data of a new born child being added in the database 

of the pediatrician; the physician will be asked if wants to 

add the data manually or retrieve it from the database of the 

hospital, which technically is located in the private cloud of 
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the Obstetrics and Gynecology unit, where the baby was 

born. When the data acquisition from the Obstetrics and 

Gynecology unit option is chosen, the Pediatrics application 

will create an XML file with the PIN (Personal 

Identification Number) of the mother, date of birth of the 

child and registration number of the child (every child is 

registered at birth with a unique identification number in the 

hospital). The XML file with these data will be sent to the 

data server from the private cloud of the unit of Obstetrics 

and Gynecology. When these dates are available in the 

server, via a specific application it will check the validity of 

the received message will analyze the request and if the data 

exists in the server the application will form another XML 

file which contains the medical data record of the baby from 

birth until to the day of discharge. These XML file is 

created in HL7 CDA standard format, and it will be sent to 

the unit who requested the data.   

Once received, the required medical data in XML 

format, the Pediatrics application will read the XML file and 

will display the medical records to the location point where 

the physician adds the patient. The received medical data 

will be saved in the database server of the private cloud of 

the Pediatrics unit. The pediatrician will have access to the 

medical history of the baby from birth and during 

pregnancy, information important for monitoring and 

treating the child. 

For the applications to communicate better with each 

other and more effectively, we used the HL7 CDA standard, 

due to its features structuring the medical data on several 

levels and with certain codes that can be read by any 

application that uses these medical standards. 

 

VI. CONCLUSION AND FUTURE WORKS 

Using the cloud computing technology a medical act may 

considerably improve the access to information, which can 

be done be much easier. The scalability, that is the key of 

the cloud computing, can offer more resources needed for 

certain operation at any time. 

The collaboration between medical units is an 

opportunity offered by cloud computing for healthcare staff. 

With this technology can be checked the availability of a 

physician, a medical specialist, a product or a service at 

different times and in different cases. Patients can be guided 

to appropriate persons or units where they can find what 

they need. This is a huge benefit for patients and health 

professionals, increasingly the quality of the medical 

service. The costs of the IT infrastructure will be cheaper 

because the medical units will only rent the infrastructure to 

store medical data as it need and will no longer need the 

latest equipment for the applications used, managed or 

maintained. They need only computers or devices with 

access to Internet. 

The private cloud solution ensures the security of data 

and communication between departments, and messaging is 

done in a secure way. The application is equipped with a 

module that verifies the received and sent information.  

Future work will improve the security solution 

(implement HIPAA requirements, using HTTPS) and will 

evaluate the results through measuring the interoperability 

degree achieved by the presented solution [12]. 
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Abstract—The problem of identifying and prioritizing various 

types of genetic markers including single nucleotide 

polymorphisms (SNPs), which are involved in human diseases 

such as cancer, is a one of primary challenge in current disease 

association studies. In this work, we propose a prioritization 

method, SNPRank that employs linkage disequilibrium (LD) 

network to improve the prioritization of candidate SNPs in 

disease association study. For the construction of LD network 

structure, we defined mutual links between SNPs based on r2 > 

0.6, and prioritized such SNPs that are linked to other highly 

ranked SNPs. For experiments, we applied our method to 

identify SNP markers associated with prostate cancers. The 

results showed that the proposed method can improve upon 

existing approaches by newly finding disease related SNPs which 

could not be identified by existing approaches. 

 
Keywords-SNP marker; disease association study; linkage 

disequilibrium network; SNP ranking. 

I.  INTRODUCTION  

After completion of Human Genome Project in 2003 [1], 
most of researchers were interested in specific areas which are 
varied between individuals to individuals. Out of all the 
genetic variations, a single nucleotide polymorphism (SNP, 
pronounced snip) is known to contribute to 90% of them with 
being almost uniformly distributed across the genome. The 
SNP is a DNA sequence variation occurring when a single 
nucleotide –A, T, G, or C- in genome (or other shared 
sequence) differs between members of a biological species [2]. 
In recent disease association study, the presence of certain 
SNPs is often used as a significant clue to identify gene 
markers which predispose individuals to specific diseases. 
That is, some SNPs can be involved in increasing the risk of 
human disease, although most SNPs are not responsible for 
causing a particular disease phenotype. Thus, the problem of 
identifying such SNPs that are associated with disease in 
humans is a major task of disease association studies. 

 In this paper, we have overviewed current existing 
methods such as single SNP analysis methods and introduced 
our new approach in order to solve existing approach 
problems. In last section, we have showed that by allowing the 
usage of LD based network construction, SNPRank improves 
the performance over the state-of-the-art ranking method such 
as GWAS approach [3]. 

II. RELATED METHODS 

.  Most of existing methods use single SNP analysis, which 
include a chi-square test, Fisher`s test and Cochrane-Armitage 
trend test [3]. In these approaches, candidate SNPs are ranked 
based on the statistical significance of the test and top few 
SNPs are chosen to be highly associated with the phenotype.  

A. Cochraen- Armitage Trend Test 

Cochrane-Artimage test for trend, named for William 

Cochran and Peter Artimage, is used in categorical data 

analysis when the aim is to assess for the presence of an 

association between a variable with two categories and 

variable with k categories [4]. 
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Trend test statistic can be shown as in (1). In genetic 

application, the weight ti can be different according to genetic 

models described in [3]. In order to test allele is dominant A 

over allele B, the choice is: t = (1,1,0); if we assume Allele A 

is recessive to allele B, the choice is: t = (0,1,1).To test 

whether alleles A and B are codominant, the choice is: t = 

(0,1,2) [4]. In disease association study, the additive (or 

codominant) version of the test is mainly used. 
However, when number of SNPs are in millions, statistical 

significance of each SNP would be too small to rely on; this 
leads to the difficulty in finding significant SNPs in top ranked 
results. To solve such problems, in this work, we propose a 
new SNP ranking method, called SNPRank. 

III. PROPOSED METHOD ‘SNPRANK’ 

The newly proposed method SNPRank is taking some 
ideas from Google`s popular PageRank [5] algorithm. 
Adapting this concept in bioinformatics field was firstly 
attempted on gene expression data analysis with GeneRank [6] 
algorithm by Morrison et al. in 2005. Here, our method 
employs linkage disequilibrium [7][8] based network structure 
along with ordinary GWAS test result to produce an efficient 
prioritization of the SNPs in a disease association study. In 
particular, SNPRank method attempts to improve ranking 
results in such a way that relative ranking of a SNP makes it 
higher if it is linked to other highly connected SNPs.  
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A. LD Network Construction 

Network construction can be summarized into following 
steps. 

 Order candidate SNPs according to chromosome 
position value  

 Calculate LD values (r
2
) [7][8] between two SNPs 

 Define each SNPs as nodes on network structure  

 If r
2 

between two SNP is greater than the threshold add 
the edge between the SNPs to the network 

 Build adjacent matrix for SNPRank 
 

Our aim here is to construct a network structure by using 
correlation between SNPs. The correlation between two SNPs 
can be estimated by using r square measurements [7][8], 
which can be obtained by using (2), between them. 

 
2

2

A a B b

D
r

P P P P


  
                     (2) 

 
where PA , PB , Pa , Pb are frequency of each allele and D is LD 
measurement defined by [6]. When the two alleles are not 
independent, we consider them to be in a state of linkage 
disequilibrium (LD). When the dependence between SNP is 
high, the two SNPs are considered to be in a state of high LD. 
After estimating the LD measurements we constructed network 
structure and considered each SNPs as nodes in the graph 
structure. We assumed there that there is an edge between 
SNPs if r

2  
between two SNP is greater than ≥ threshold. We 

have tried different threshold values in range of (0.2 to 0.9), see 
Table I. SNPs are presented as a node in network structure.  
From the network structure, we have built the adjacent 
matrix(4) structure which is used as an input in in our 
SNPRank. 
 
 

B. SNPRank 

 Letting rj
[n]

 denote the ranking of SNP j after the n
th
 iteration, 

it is defined by  
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Here, trj denotes ordinary GWAS test statistic of i

th
 SNP and 

wij denotes an element of the adjacent matrix W representing 

LD network on candidate SNPs. In particular, wij = wji=1 if i 

and j are adjacent and wij = wji =0 otherwise. Also, d ∈ (0,1) 

is a control parameter which is to define the weight of network 

structure reflected to calculate ranking statistic. 

The value d = 0.80 is appears to be used by Google. From 

previous studies, d = 0.6 gave the best result in GeneRank 

algorithm in case of gene expression data [5].  
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Formula (4) indicates the degree of i
th

 SNP. The SNPRank 

method proceeds iteratively, updating the ranking for j th page 

from 
[ 1]n

jr 
 to 

[ ]n

jr  according to the formula (3). 

IV. EXPERIMENTS AND RESULTS 

A. Dataset 

For experiments, we have used dataset from GSE [8], which 

include genotype called data profiles of 20 prostate cancer 

tumors paired with normal samples for 500568 SNPs. For 
evaluation, we counted how many truly disease related SNPs 

are in top n-ranked result by using prostate cancer related gene 

list [9] as gold standard. That is, SNPs are considered 

biologically meaningful if its associated genes match with any 

one of gold standard genes [10]. 

B. Results 

To obtain better result, we implemented matching process 
in different ranges of parameter d and r

2
. The best 

improvement of performance was when r
2
 ≥ 0.6, d = 0.5 when 

comparing current approach. We have implemented SNPRank, 
when   r

2
 ≥ in range of [0.4 to 0.9] and d is in range [0 to 1]; if 

d = 0, the ranking returned is based on solely on the absolute 
value of Cochrane-Armitage test results for that SNP. For d = 
1, we return the ranking based on Linkage Disequilibrium 
Network connectivity. By setting d in the range [0 to 1], we 
interpolate between two extremes. 

TABLE I.  PERFORMANCE SENSIVITY TO R
2
, WHEN D=0.5 

d = 0.5 50 100 150 200 250 300 400 500 

Cochrane Rank 4 6 10 11 13 16 19 21 

SNPRank         

r
2
>0.5 3 7 8 11 12 12 18 21 

r
2
>0.6 4 7 10 13 16 18 20 23 

r
2
>0.7 4 9 10 11 12 15 17 20 

r
2
>0.8 4 7 11 11 13 16 19 22 

r
2
>0.9 4 7 9 11 12 14 18 21 

 
Since the choice of d =0.5 was suggested in original 
GeneRank algorithm, we have checked performance 
sensitivity to the choice of r

2
. In Table I, column heads 

represent top rank SNPs in range of 100 to 500. We compared 
how many ‘gold standard’ genes are matched in top SNPs in 
two prioritization method classical Cochrane Rank and new 
SNPRank. We noted the best performance was when r

2
 ≥ 

0.6.To evaluate the performance for novel SNP identification 
we compared the SNP ids and its associated genes for 
SNPRank with GWAS Cochrane Test ranking. Comparison 
was performed for top 50 SNPs to 500 SNPs when r

2
 ≥ 0.6, d 

=0.5 in Table II. 
 

TABLE II.  COMPARISON OF THE EXISTENCE OF PROSTATE CANCER 

GOLD STANDARD SNPS AND GENES IN SNPRANK AND GWAS RESULTS:  O 

- EXIST , X- NOT EXIST , RED – SNPS  NOT IN GWAS RESULT, GREEN – 

GENES NOT IN GWAS RESULT 

                               Top 500 SNPs 

SNPs(rs ID)  Gene Name SNPRank GWAS rank 
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rs41488045  NR5A2 O O 

rs41330844  CDH9 O O 

rs17162712  NR5A2 O O 

rs41401450  RNASEL O O 

rs4261554  CDH8 O O 

rs41498345 HK2 O O 

rs6801782  FHIT O O 

rs16966932 CDH8 O O 

rs1448988  FGF16 O O 

rs8047093 CDH8 O O 

rs4287583 CDH8  O X 

rs231150  TRPS1 O X 

rs1019731  IGF1 O O 

rs34011899 CDKN2A O X 

rs41517846 MYC O O 

rs7194529  CDH1 O O 

rs395920  CDH13 O O 

rs41348046  TRPS1 O O 

rs17098265 PRKCH O O 

rs10079737  CDH9  O X 

rs9936929  CDH13  O X 

rs5749939 MAPK1  O X 

rs6560010  DAPK1  O X 

 

V. CONCLUSION  

In this work, we have addressed the problem of ranking 
and prioritizing biomarkers called SNPs which are the most 
common form of genetic variations on the human genome, and 
they have been widely used as genetic markers for studying 
common and complex human diseases.  The tremendous 
number of SNPs, which is estimated at more than eleven 
million, poses new challenges for discovering and ranking 
procedures associated with such studies. Our purpose is to 
support effective disease association studies by providing 
operational prioritization methods for SNP markers based on 
both their allele frequency information and Linkage 
disequilibrium measurement. To achieve this purpose , we 
have proposed a novel integrative approach, SNPRank method, 
which allows us to combine linkage disequilibrium based SNP 
connectivities and conventional rank statistics to produce more 
robust SNP markers in disease association study, compared 
with traditional methods only based SNP genotype frequency. 
In particular, with d = 0.5 when r

2
 ≥ 0.6 is used, we observed 

no deterioration and overall improvement over original 
Cochrane-Armitage test results. Also, our new  method 
SNPRank incorporated with LD network structure was shown 
to improve GWAS performance by newly identifying some of 
truly disease related SNPs, which include rs4287583, 
r231150, rs34011899, rs10079737, rs9936929, rs5749939, and 
rs6560010. In addition, our SNPRank identified new genes 

(e.g., TRPS1, CDKN2A, CDH9, CDH13, MAPK1, DAPK1) 
in top ranks, which could not be identified by conventional 
approach.  

VI. FUTURE WORK 

The work described in this paper comprises one step toward 

the goal of identifying disease variants, SNP, which 

underlying human diseases. For extending the work, we are 

interested in conducting simulation studies to examine the 

performance of the proposed method under various genomic 

experimental conditions, e.g., using the Next Generation 

Sequencing data.  Finally, we mention the main lines of 

research of  prioritizing genetic variation for certain disease 

will be still remain open for us after finishing this paper.  In 

future, our particular would be using Next Generation 

Sequencing methods for identifying and prioritizing bio-

markers in common and complex human disease. 
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