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The Seventeenth International Conference on Evolving Internet (INTERNET 2025), held between

March 9th, 2025, and March 13th, 2025, in Lisbon, Portugal, continued a series of international events

addressing challenges raised by the evolving Internet, making use of the progress in different advanced

mechanisms and theoretical foundations. The gap analysis aims at mechanisms and features concerning

the Internet itself, as well as special applications for software defined radio networks, wireless networks,

sensor networks, or Internet data streaming and mining.

Originally designed in the spirit of interchange between scientists, the Internet reached a status

where large-scale technical limitations impose rethinking its fundamentals. This refers to design aspects

(flexibility, scalability, etc.), technical aspects (networking, routing, traffic, address limitation, etc.), as

well as economics (new business models, cost sharing, ownership, etc.). The evolving Internet poses

architectural, design, and deployment challenges in terms of performance prediction, monitoring and

control, admission control, extendibility, stability, resilience, delay-tolerance, and interworking with the

existing infrastructures or with specialized networks.

We take the opportunity to warmly thank all the members of the INTERNET 2025 technical program

committee, as well as all the reviewers. The creation of such a high-quality conference program would

not have been possible without their involvement. We also kindly thank all the authors who dedicated

much of their time and effort to contribute to INTERNET 2025. We truly believe that, thanks to all these

efforts, the final conference program consisted of top-quality contributions. We also thank the members

of the INTERNET 2025 organizing committee for their help in handling the logistics of this event.

We hope that INTERNET 2025 was a successful international forum for the exchange of ideas and

results between academia and industry for the promotion of progress in the field of the evolving

Internet.
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Design Concepts to Satisfy User Data Accessabily of IoT Devices Postulated by the EU
Data Act

Felix Fischer , Paul Seidel , Dirk Labudde
Faculty Applied Computer Sciences and Biosciences
Hochschule Mittweida University of Applied Sciences

Mittweida, Germany
e-mail: {fische11|seidel6|labudde}@hs-mittweida.de

Abstract—The Data Act of the European Union (EU-2023/2854)
came into effect on the 11th of January, 2024. By September 2025,
the 20-month grace period for adoption will end, after which full
compliance with the regulation will be necessary. Implementation
depends on multiple factors, including the infrastructure in place
currently. Accordingly, a typical operation of a smart home
device is chosen as the basis for this paper. Sharing the data
with the user is of particular interest to the user in this scenario.
We describe different implementations designed to satisfy the
requirements established by the EU Data Act. In our view, there
exist four distinct design solutions to address those requirements.
Access can be granted via the data-generating device, a user-
hosted server, a smart home hub or the existing cloud. Design
proposals are discussed to explain the benefits and disadvantages
of each solution. We arrive at the conclusion that expanding
existing cloud Application Program Interfaces (APIs) would be
the preferred method for most Internet of Things (IoT) devices.
However, sharing data via a local controller could also be an
effective solution.

Keywords-eu data act; data availability; iot; smart home; design.

I. INTRODUCTION

Under the General Data Protection Regulation (GDPR)
framework, users can currently request access to their data,
usually provided within a three-month time frame following
the request [1]. However, the upcoming European Union (EU)
Data Act will impose stricter requirements on data accessibility
[2]. Specifically, the EU Data Act mandates that manufacturers
ensure that users have direct access to product and related
service data. Manufacturers have to fulfill the requirements
before the 12th September, 2025. These data must be provided
“by default, easily, securely, free of charge, in a comprehensive,
structured, commonly used, machine-readable format” [2].

Wolfgang Kerber already looked at the text of the law from a
legislative perspective. He came to the conclusion that the EU
Data Act does not achieve its goals. “(a) empowering the users
of IoT devices (especially the consumers), (b) unlocking large
amounts of IoT data for innovation (for IoT-related services
and across sectors), and (c) contributing to a fair sharing of the
value from the generated IoT data” are mentioned as objectives.
All are missed in his view [3].

In this paper, the technical implementation design is mainly
considered. Consequently, the scenario of consideration of
this paper will be defined in Section II. To fulfill these
new requirements, various technical approaches are being
considered. These approaches will be judged by selected

criteria, which are discussed in Section III. Three primary
methods for granting users continuous access to their data have
been identified. The first approach is pulling data from the
data-generating device, allowing users to extract data directly
from the origin. The technical advantages and limitations of
this approach are discussed in Section IV. The second method
involves enabling users to set up a dedicated server for data
collection, allowing the device to transmit data both to a
cloud-storage service and to the user-managed server. The
feasibility, advantages, and drawbacks of this approach are
analyzed in Section V. Extending the previous method, a local
server could be provided by other existing smart home devices
which then become a hub for all connected devices. This
approach is presented in Section VI. The last option that comes
to mind provides user access to data via the existing cloud
infrastructure, potentially through an Application Programming
Interface (API). This method is detailed in Section VII. Finally,
this paper concludes with a discussion on the most suitable
design choice in Section VIII, followed by recommendations
for future research in Section IX.

II. SCENARIO UNDER CONSIDERATION

The term Internet of Things (IoT) device covers a wide
range of devices. The considerations in this paper are limited
to the classification of IoT devices in the home sector. The
term smart home is often used for those. Despite this focus
on a small sub-area, it should be possible to cover many other
areas affected by the EU Data Act. Therefore, the term IoT
device continues to be used here.

For this paper, a typical network setup of an IoT device is
assumed. This is shown in Figure 1. The end device connects to
a multifunctional device (WiFi Access Point + Switch + Router
+ Modem), which is colloquially referred to as a “WiFi Router”.
This multifunctional device forwards the recorded data to a
server of the respective manufacturer. There, data are collected
and prepared for the user, but also for the manufacturer itself.
The data flow is unidirectional towards the infrastructure of
the manufacturer, shown with blue arrows in Figure 1. The
user can then typically access a visual representation of the
data of their own devices via a web interface or a smartphone
app. An access of the raw values collected by the IoT device
is not mediatory at the moment.

Depending on the area of application however, the user does
not receive a complete data set. Such visual representations

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-234-0
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Figure 1. Typical data flow of IoT-devices at home.

of data are rarely machine-readable without some form of
preprocessing, a fact the EU Data Act aims to change.
Furthermore, the manufacturer can generate broad knowledge
by combining data from different users. In Figure 1 and the
following figures, only data streams that are necessary for data
provision under the EU Data Act are illustrated.

III. IMPLEMENTATION CONSIDERATIONS

The solutions presented here offer various advantages as well
as disadvantages. In order to be able to evaluate the different
approaches, the most important factors to be considered are
included.

First, a change in the way of working can require a change
on the IoT device itself. Consequently, the IoT device must be
able to perform a firmware update. Especially for small devices
such as wireless contact sensors for doors and windows or
motion sensors, the capability to perform a firmware update is
not provided and, therefore, impossible. Thus, a replacement
of the hardware would be necessary. This could potentially
result in a massive one-time payment.

However, there may also be additional costs due to other
factors. This includes, among other things, the implementation
costs for changing the software. These costs for programming
new functionality come into play both when changing firmware
and when adapting running software in the cloud. Especially
because the data must be provided free of charge, the cost
factor can not be neglected. Additional costs reduce profits.
Special attention should, therefore, be given to minimizing
operating costs. This also includes costs for the provision of
network traffic. In addition to computing power, the data stream
itself has to be paid for. In the case of one-time paid devices,
the running costs for data provision could otherwise wipe out
any gained profit.

Finally, the provision of new interfaces increases the attack
surface. By choosing a smart design, the attack surface can be
reduced. Therefore, possible hacking attacks can be mitigated
in advance.

In the analysis carried out here, the respective factors are
presented from the point of view of a manufacturer of that IoT
device.

IV. ACCESS VIA THE DATA GENERATING DEVICE

The intuitive solution to provide the data according to
the requirements listed above is to provide the user with an
interface on the data-collecting device itself. As can be seen
in Figure 2, the user can collect the data at their own will
using this new interface (orange arrows). The current data
flow to the manufacturer’s server remains untouched (blue

Figure 2. User pulls data from device directly.

arrows). Consequently, the server software does not have to
be modified. This means that there are no additional costs for
the manufacturer due to the operation.

However, the device needs to be updated with a new
firmware, which not all IoT devices support. This means that
this option cannot be technically implemented for these devices.

Another positive aspect is that the user can be provided with
an arbitrarily dense temporal resolution of the data. In addition,
it can be positively emphasized that the data are immediately
available to the user. However, most IoT devices lack sufficient
storage capacity for a continued retention of the collected data.
This means that the user has to query their data at an increased
frequency.

IoT devices usually work according to the push principle.
This means that they send data and are not actively waiting
for a connection. This allows them to switch to a so-called
deep sleep mode after sending the data, saving power. In this
mode, the Central Processing Unit (CPU) switches to a very
economical co-processor, which only waits for an expiring
timer. As soon as the time elapses, the CPU is woken up again.
This technique can massively reduce electricity consumption
and, therefore, the operating cost of a device. However, if
the IoT device will await for a connection from the user, it
cannot switch to deep sleep mode. As a result, electricity
consumption increases. Thus, this will render small battery-
powered appliances unusable within a few days or even hours.

In the event that electricity consumption does not have
a restrictive effect, this method can be used to provide the
data cost-effectively. This is especially the case if a so-called
smart home controller is used. Such a controller is mainly
present when a transmission technology that differs from
WiFi is implemented and the device cannot communicate
directly with the WiFi router. Thus, the controller acts as
an access point for the alternative protocol. Common alter-
native protocols include ZigBee, Digital Enhanced Cordless

Figure 3. User pulls data from controller.

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-234-0

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

INTERNET 2025 : The Seventeenth International Conference on Evolving Internet

                            10 / 34



Telecommunications (DECT), Bluetooth Low Energy (BLE),
and Matter. In such a case, the data could be cached on
the controller. Figure 3 illustrates, how data can be accessed
from there, according to the solution described above in this
section. The orange arrows show the data collection using the
controller cache. The blue arrows illustrate the unchanged data
delivery to the manufacturer server via the WiFi Router. For
this implementation, an update of the smart home controller is
required.

V. ACCESS VIA USER HOSTED CLOUD

One way to change the method from Section IV to a push
method is to have the IoT device send the data twice: First, as
before, to the manufacturer’s server (blue arrows) and second,
to a local server in the user’s network (orange arrows). Strictly
speaking, the server operated by the user can also be connected
to the Internet. From this second server, the user can access
the data at any time and without any other restrictions (green
arrows). Figure 4 illustrates this setup.

Figure 4. IoT device sends data twice and user accesses data via his local
server.

By changing the access procedure from pull to push, the
IoT device can switch back to deep sleep mode between
transmission phases. Therefore, the energy consumption will
have increased somewhat, but not drastically changed. Because
transmission technologies, that are already in use are imple-
mented, no hardware replacement is necessary. However, the
firmware must be adapted in the sense that the IoT device
sends the data twice and the user can enter to which server
the data should be sent the second time. Thus, an update of
the firmware will be necessary.

After the data have been transferred, the user has full control,
but also full responsibility for their data. Especially from a data
protection perspective, this fact is relieving for the manufacturer.
Likewise, there are no further costs for the manufacturer’s cloud
operation. The management of the data, for its part, remains
untouched.

It can be assumed that users expect that server software
must be provided by the manufacturer for such a scenario.
This must be additionally programmed and maintained, thus
causing additional costs. However, these are likely to be quite
limited, as the software is based on the already existing server
software of the manufacturer’s server.

The user has to operate their own server for this approach. It
is unclear how this will be assessed as an obstacle to compliance
with the EU Data Act by a judge. Making the data accessible in
this way could be seen as a contradiction to making it available

free of charge. Thus, there is a possibility that this approach
will not be classified as meeting the requirements of the EU
Data Act.

VI. ACCESS VIA SMART HOME HUB

Building on the approach in the previous Section V, existing
hardware can be used as a local server. Some examples
include Network Attached Storage (NAS) systems or smart
home control solutions such as Alexa that are already in
households [4]. The previous approach could be integrated into
these systems. However, this results in the same advantages
and disadvantages, except that no new hardware has to be
employed.

VII. ACCESS VIA EXISTING CLOUD

The last approach builds on currently existing infrastructure.
In this way, the data are already transferred to the manufac-
turer’s server. Accordingly, it makes sense to set up direct
access to the data for the user. As a result, an additional API
will be provided or the existing one will be expanded. Figure 5
visualizes this implementation variant. The IoT device transmits
data in the way currently used, illustrated by blue arrows.
Afterwards, the user accesses the data from the manufacturers
server, shown with orange arrows.

Figure 5. User pulls data from server of manufacturer.

If the manufacturer currently does not store its data on its
own server, this approach offers a clear disadvantage. The data
is stored at the manufacturer’s expense. However, the data are
of no use to him. The manufacturer’s server would, therefore,
act as the user’s free cloud storage. However, the authors are
not aware of any smart home device where this described case
is observed. Manufacturers always have access to the data.

Expanding existing cloud access offers the clear advantage
that no changes or updates of the Smart Home Network or the
IoT devices therein are necessary. No firmware update or hard-
ware replacement is required. Since there is no change to the
existing hardware, there is no additional energy consumption.

In addition, an extension of server access to user data
can be implemented comparatively quickly. Supplementary
changes can be continuously integrated in the future. However,
this method of implementation generates additional costs in
computing power and network traffic on the server.

Access to the data for third parties could be realized via the
same interface. For example, the user could grant third parties
access to his data by releasing an API token. On the other
hand, the manufacturer could also share the collected data with
third parties via the same API.

3Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-234-0
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Finally, it can be positively emphasized that this form of
transition to the fulfillment of the EU Data Act is not perceptible
to the user.

VIII. DISCUSSION

Since every approach except the one in Section VII requires
an update of the firmware, it should first be clarified whether a
firmware update is technically feasible. Without the possibility
of adapting the software on the IoT devices or the associated
controller, the data provision can only be realized via an API
on the manufacturer’s server. In particular, if the additional
cost that can be expected from making the data available via an
API from the cloud is negligible, this implementation should
be chosen. It represents the smallest change compared to the
status quo.

If the positive factors from Section VII outweigh the negative
factors and it is technically feasible, we recommend the
implementation from Section IV. This is especially true if
a controller is already in use, as shown in Figure 3. Here, it
should be checked whether all user-related data are already
provided. If this is the case, no changes are necessary to comply
with the EU Data Act. Otherwise, the EU Data Act can be
implemented cost-effectively by updating and caching the data
on the controller with this procedure.

There are valid reasons for the other implementation options.
However, it should be considered whether the two options
mentioned above are not more suitable for one’s own starting
position. In particular, due to the uncertain legal situation
described in Section V.

IX. CONCLUSION AND FUTURE WORK

In summary, it can be said that there are different approaches
to making data available to the user according to the EU Data
Act. These different approaches allow a solution to be cleverly
adapted to the current situation.

This work can be followed by demonstrations of implemen-
tation proposals of the designs shown here. For example, the
approach from Section VII alone could be implemented in
many ways. Depending on which framework is used on the
server, the corresponding implementation changes.

For the design of various solutions in this paper, the scenario
described in Section II was limited. Thus, the designs presented

here do not basically cover all scenarios. In particular, we
consider connected cars and cloud services to be worthwhile,
advanced fields of research for a submission regarding the EU
Data Act.

In this study, only implementations for private devices
specifically in smart homes were discussed. In the business-to-
business sector, there are different starting points and different
requirements are placed on the finished product. This allows
for other perspectives on possible solutions.
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Abstract—Originally designed for the exchange of best effort
traffic (email, web, etc.), the Internet had the modest require-
ments of best-effort service and global reachability. The resulting
architecture provides robust and scalable networking, however
it is insecure, does not support the performance and policy
requirements of modern applications, and makes inefficient use of
network resources. While mechanisms have been developed that
attempt to address these limitations (firewalls, Policy-Routing,
Traffic Engineering with Multi-Protocol Label Switching, Seg-
ment Routing, etc.), they are expensive (requiring additional
devices and expensive expertise), complicated to configure, and
fragile in the context of a changing network. We have developed
a new routing architecture based on flow requirements that
enhances the Internet to forward traffic based on the require-
ments of each network flow. We accomplish this by computing
a best set of paths that provides the full range of performance
and policy available in a network, and forwarding flows over
the least congested of the subset of these paths that satisfies
their requirements. The resulting architecture ensures traffic is
forwarded over paths that provide the performance, security, and
resource control required by applications, users, and network
administrators for each flow, while optimizing use of network
resources. We have developed a prototype and submitted it to
an independent testing lab that has verified the functionality and
quantified the increase in performance in their testbed network
(6x capacity increase).

Keywords-Network Routing; Quality-of-Service; Traffic Engi-
neering; Routing Requirements.

I. INTRODUCTION

The Internet is based on a best-effort communication model
where “the network makes no specific commitments about
transfer characteristics, such as speed, delays, jitter, or loss.
It is assumed that end-system software, both transport layer
protocols and applications, would (and must) take this unpre-
dictability into account” [1]. Combined with reliable delivery
provided by the Transmission Control Protocol (TCP) trans-
port protocol, best-effort services provide flow-rate fairness,
which is defined by the goal of equal flow rates for different
flows over the same path. Flow rate fairness is an appropriate
goal for best effort traffic (file transfer, email, web, etc.) [2].
As a result, the best-effort service model was a good match for
the best effort traffic that the Internet was originally designed
to carry. “The best-effort paradigm was very powerful - it
meant that a wide range of communication technologies could
be incorporated into the Internet, technologies with a wide
range of basic characteristics. One factor that made the Internet
protocols a success was that they could work over ‘anything’”
[1].

In addition, the Internet adopted a model of universal
connectivity. “The original design of the Internet has been
described as transparent: what goes in comes out. The net
does not observe, filter, or transform the data it carries; it is
oblivious to the content of packets. This transparency may
have been the single most important factor in the success of
the Internet, because transparency makes it possible to deploy
a new application without having to change the core of the
network. On the other hand, transparency also facilitates the
delivery of security attacks, viruses, and other unwelcome
data.” [1]. For the original environment where the network
was small and there was a high degree of trust and shared
context among the users, the power of universal connectivity
outweighed its risk.

In the Internet, packet forwarding is implemented on a hop-
by-hop basis where forwarding tables are computed indepen-
dently at each router, and the forwarding decision is done on
a per-packet basis. Paraphrasing [3], packets in a flow traverse
a set of interconnected networks (an internet) by, at each hop,
forwarding the packet to the next hop router on the path to
the packet’s destination, where the next hop router is derived
from the packet’s destination. This derivation of the next hop
router was initially based on the single best path in terms of a
distance metric, and Internet forwarding state was composed
of a single entry for each destination in the Internet giving the
next-hop router on the best path to the destination. As a result,
only one path is supported to any given destination, and that
path is computed to optimize a single metric.

The use of single-path routing significantly compromises
the ability of a network to meet the ordered Quality-of-Service
(QoS) and categorical Traffic Engineering (TE) requirements
of diverse applications. Single-path routing has a similarly
detrimental effect on the utilization of network resources. As
the load in a network increases, sending all traffic between a
given source and destination over a single path tends to result
in links on that path becoming congested.

The hop-by-hop style of packet forwarding used in the
Internet exacerbates this problem. With destination-based for-
warding each router forwards packets by matching each
packet’s destination address with a single entry in the router’s
forwarding table. This leads to the constraint that all traffic
forwarded through an intermediate router to a destination must
follow the same path used by traffic sent from that router
to the destination. This aggressive tendency to concentrate
traffic on a subset of a network’s topology causes traffic to
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experience congestion while usable network resources are left
idle, resulting in poor utilization of network resources.

This shortest-path model has been expanded to support
Equal-Cost Multi-Path (ECMP) forwarding state composed
of the set of paths with the same (shortest) distance metric.
However, ECMP is not widely utilized, and the result is still
limited to the single best path cost to a destination. ECMP does
not address the QoS or TE requirements of a flow, and only
partially addresses the poor utilization of network resources.

However, as the Internet has transitioned to the role of
global communication infrastructure, with paying users of
more diverse and demanding applications managing increas-
ingly sensitive information, there is a growing need to provide
QoS, trust and TE control of network resources as a basic part
of the architecture.

These new requirements come from the growth of two new
traffic classes called real time and policy-constrained (our
term). Real time traffic has ordered, time-based constraints
for its delivery (delay, jitter, etc.). Examples include voice,
video, telemetry (e.g., computer gaming) and real time trading.
Policy-constrained traffic has categorical constraints for its
delivery. Examples include disclosure requirements (sensitive
traffic must be carried on eavesdrop-resistant network in-
frastructure [4]), jurisdictional constraints (restrict genomics
data to networks operated in a specific jurisdiction), multi-
tenant networks (a network environment shared by multiple
customers), and zero-trust environments where the network is
considered untrustworthy, traffic is encrypted and strict access
control enforced on what traffic can be shared between which
endpoints.

In the early 2000’s, the Defense Advanced Research
Projects Agency (DARPA) funded the “Future Generation
Internet Architecture” project (aka NewArch) to answer the
question “if we could now design the Internet from scratch,
knowing what we know today, how would we make the
basic design decisions?” [1]. The project addressed many
issues with the Internet architecture and made many intriguing
recommendations. Of particular interest to this paper were two
recommendations; one to transition from the Internet’s tradi-
tional best-effort delivery model to a model they called trust-
modulated transparency, and another to adopt a generalized
version of the routing concept of regions as a first-class object
in the architecture.

Trust-modulated transparency generalizes the best-effort
concept to empower the network to “offer a range of behavior
when two (or more) nodes communicate, based on the declared
wishes of those nodes. If all the endpoints request, the flow of
data among them should be as transparent and unconstrained
as the Internet of today. But either end should be able to
require that the packets being received be checked, filtered,
or constrained in ways that limit the risk of damage and limit
the range of unexpected behavior.”

Our solution combines the two concepts into a unified
mechanism for resource allocation in the form of a routing
architecture based on computing paths subject to requirements
defined by users, applications, and network administrators.

Combining trust-modulated transparency with regions makes it
possible to address the problems of scaling and heterogeneity
in a wide range of domains including trust, and the articulation,
administration and enforcement of resource allocation policies
involving QoS and other policy-constraints. The ultimate goal
being to tame the challenges of scale and heterogeneity to
maximize trust, user empowerment, and the effective use of
network resources.

The spirit of this trust-enhanced region abstraction is not to
replace the best-effort model, but to augment it. The resulting
Internet will still “work over anything,” however it will also
allow applications to exploit special functionality when it is
available on some paths, thereby ensuring the best experience,
in terms of trust, QoS, and policy compliance that is possible
in a network.

Recent work [5], [6] has explored the related issue of routing
with partial orders. Both explore distributed routing protocols
for what we have called here routing over the best set of paths.
These two works have focused on implementing this approach
in Bellman-Ford routing protocols (where paths are computed
from destination back to source; see solution to “Problem B”
in [7]).

This paper is organized as follows. Section II reviews
current solutions that have been developed and deployed in an
attempt to address the problems discussed above. Section III
provides a concise overview of our requirements-based routing
approach and presents a series of scenarios that illustrate
the approach. Scenarios encompass Quality of Service (QoS)
management, traffic engineering for multitenant networks,
zero-trust networking, the utilization of Boolean variables
to reflect network state evaluated at runtime, and finally,
the programmatic control of Boolean variables by external
systems. Section IV outlines the challenges and opportunities
we have identified for this architecture. Section V presents
the outcomes obtained from an independent testing laboratory
evaluation of a prototype of this model that we implemented.
Section VI concludes by summarizing the results and drawing
conclusions.

II. CURRENT SOLUTIONS

As described in the Introduction, the Internet’s best effort
communications model is limited in its ability to satisfy the
QoS and TE requirements of modern network applications.
A number of solutions have been developed to address these
limitations under the rubric of Traffic Engineering.

Fundamentally, TE is the ability to route traffic over paths
that differ from the lowest cost paths used by best-effort rout-
ing [4]. TE mechanisms were originally developed primarily
to manage network bandwidth with the goal of minimizing
congestion [8]. Since their introduction, these mechanisms
have been generalized to address a broader set of requirements,
such as meeting QoS requirements (specifically bandwidth
and delay), restricting specific classes of traffic to topological
regions of a network (i.e. multi-tenant capabilities), enforcing
flow priorities (in the sense of preemption), and meeting
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administrative goals (e.g., restricting sensitive traffic to paths
composed of eavesdrop-resistant media such as fiber).

This section reviews the two generations of TE technology
developed to date: MPLS-TE and Segment Routing.

A. MPLS TE

The first comprehensive solution for these issues was called
MPLS TE (Traffic Engineering with Multi-Protocol Label
Switching). On its own, MPLS provides the capability to
forward traffic over multiple paths, including paths that are
different from the lowest cost paths used by the default best-
effort routing, as required for traffic engineering. Using MPLS
TE, real-time and policy-constrained traffic can be forwarded
over paths that better meet their requirements and, sometimes
as a specific goal and sometimes as a side-effect, distribute
traffic more broadly over a network, resulting in a reduction
in congestion and more efficient use of network resource.

MPLS TE accomplishes this by including additional link
attributes in the routing computation, using an enhanced rout-
ing algorithm called Constrained Shortest Path First (CSPF)
[9], and using MPLS forwarding state to forward traffic over
diverse paths. In addition to the cost used in best-effort routing,
MPLS TE includes additional link information such as a TE
metric (distinct from the standard link cost), bandwidth, and
administrative “color” attributes [4], [10].

For QoS requirements, CSPF computes a single path that
minimizes a specified, additive metric (the traditional cost
metric and an additional TE metric, which enables “engineer-
ing” the routing computation). For policy requirements, CSPF
assigns “colors” to links and interfaces in the network. The
set of colors is represented by a 32 bit color bitmap. Each
color represents some attribute of a link; e.g., encryption,
jurisdiction, maintenance status, link media (optical, copper,
wireless), service-level agreement (Gold, Silver, Bronze), etc.
Given a set of constraints (expressed in terms of link colors to
be included and excluded), a traditional SPF routing algorithm
is run on the subset of the topology that satisfies the constraints
using the specified QoS metric.

CSPF is limited in a number of ways. Limiting QoS support
to one least cost path is painfully restrictive. For example, the
requirements for video streaming (high bandwidth and high
delay) and network-based telephony (low bandwidth and low
delay) are almost in conflict (a high bandwidth, low delay
path would satisfy both, but at a premium price when their
individual needs are not that demanding).

Similarly, the color-based abstraction for TE requirements
of a network flow is limiting. The number of attributes used
for defining a policy is limited to the 32 bits in the color
bitmap. The attributes available for defining policies are all
related to properties of links and interfaces on a path. Policies
are statically defined as a part of the network configuration.

MPLS-TE implements point-to-point (P2P) forwarding state
specific to each flow, resulting in very poor utilization of
label-swap resources and poor scalability. Lastly, MPLS-TE
implements on-demand route computation and path signaling,
adding significant overhead to the forwarding process.

These limitations led to the development of the improved
Segment Routing architecture.

B. Segment Routing

A more recent solution for the original Internet architec-
ture’s limitations involves a combination of network technolo-
gies based on Segment Routing (SR) [11]. SR computes and
builds paths similar to MPLS-TE that better meet the QoS and
TE needs of network applications. When TE is not required,
SR is able to implement ECMP paths.

SR improves on MPLS-TE in a number of ways. SR
integrates the label distribution, TE path signaling, and rout-
ing functions that are implemented separately in MPLS-TE
into a single protocol. SR builds any-to-one, “multi-point to
point” (MP2P) label-swap forwarding state. SR implements
a forwarding model that still includes an on-demand routing
computation, but makes use of pre-computed forwarding state.
The resulting solution is dramatically simpler to configure and
operate than MPLS-TE, much more efficient in its use of label-
swap resources, and improves on the MPLS-TE forwarding
process.

While SR improves on MPLS-TE in the ways listed above,
it inherits some of MPLS-TE’s limitations including only
supporting least-cost paths, its use of the limited abstraction
of colors for TE requirements, and it still requires a routing
computation for each new flow.

III. BEYOND BEST EFFORT

As described in the Introduction, our requirements-based
routing architecture implements the trust-modulated trans-
parency and routing region capabilities identified by the
DARPA NewArch project as needed to address the re-
quirements of modern network applications. Specifically,
requirements-based routing computes and forwards traffic over
paths that satisfy requirements articulated by users, applica-
tions and network administrators for each flow carried in a
network. As a result traffic carried in a given routing domain
(“region”) complies with the QoS and TE requirements defined
for that domain. The result is an augmented best-effort archi-
tecture where the Internet protocols are still able to work over
“anything,” but now are able to exploit special functionality in
the network when it is available, ensuring the best experience
in terms of trust, QoS, and policy-compliance that is possible
in a given region.

The rest of this section illustrates the mechanics and power
of this approach with a number of scenarios. Each scenario is
defined by a set of requirements for how traffic in a given class
of flows is to be handled. As described in the Introduction,
there are two types of requirements: QoS and TE.

QoS requirements of a network application address the
ordered, performance requirements needed for an application
to perform well, typically expressed in terms of bandwidth,
latency, jitter (variation in latency), reliability, etc. TE re-
quirements specify the categorical, non-performance related
characteristics of network links such as security (e.g., en-
cryption), jurisdictional issues (for example restricting private
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TABLE I. VOICE/VIDEO QOS REQUIREMENTS

Flow Type Perf Rqmts
VoIP ≤ 40ms ≥ 100Kbps

Video Streaming ≤ 10sec ≥ 3Mbps

TABLE II. MULTI TENANT TE REQUIREMENTS

Flow Type Boolean Variable Path Expressions
Tenant A TA TA
Tenant B TB TB

(TA or TB)
(TA and TB)

True
False

health information to networks within the jurisdiction of a
given country), network maintenance status, etc.

A. Quality of Service

As an example, consider a network being used by both an
interactive voice application implementing an Internet-based
telephony service (commonly called Voice over IP, or VoIP),
and a video streaming service such as Netflix.

Interactive voice communication has relatively modest
bandwidth requirements (100Kbps provides a high quality
voice encoding) but fairly stringent delay requirements (inter-
active communications is awkward with delays much above
50ms). So, VoIP service requires low delay and can can live
with relatively low bandwidth. In contrast, video streaming has
very modest delay requirements, but relatively high bandwidth
requirements (i.e. even many seconds delay in starting a video
is tolerable as long as once it starts there is adequate bandwidth
for it to smoothly run to completion). So a video streaming
service require requires high bandwidth and can live with high
delay. Table I shows these requirements.

Given these performance requirements defined in terms
of delay and bandwidth, the routing computation collects
topology information that includes QoS metrics for each link.
It then runs a modified shortest-path first routing routing
algorithm that computes the set of paths in the network that are
not comparable to each other, and forwards traffic over one of
these paths that satisfies the flow’s performance requirements;
in the event there are more than one it uses the least congested.

Using the video and voice example from above, the low and
high bandwidth and delay paths can be see as incomparable.
Specifically, low delay is better than high delay however high
bandwidth is better than low. This incomparability can be
restated as it depends on the needs of the flow, resulting in the
opportunity to compute a best set of routes as those paths in the
network where some application might prefer one path over the
others. Further, with potentially a choice of satisfying paths,
it is possible to distribute traffic more widely over a network,
thereby reducing congestion and increasing utilization.

B. Multitenant

Multi-tenancy is when several network customers are shar-
ing a set of network resources, such as when several differ-
ent small business are using the same network resources to
communicate within their offices in a building an to reach
the Internet. Despite the fact that they share resources, these
network customers are not aware of each other, and their data
is typically kept separate.

To implement such a set of requirements we define a set
of Boolean variables that reflect policy-relevant attributes of
network traffic, the network itself, or of the network’s environ-
ment. TE requirements are articulated as Boolean expressions
composed of these variables, and are used in the routing
computation to compute policy-compliant paths for the flow
to use.

A subset of these expressions can be used to label links in
the network to express the TE constraints each link imposes on
traffic that traverses the link. Path expressions are constructed
as a part of the routing computation (by and’ing together the
link expressions), to express the constraints imposed on traffic
that traverses the path. Expressions that are not assigned to
links define what we will call end-to-end requirements that are
used to define requirements of traffic in terms of its content,
source, and destination. We will see examples of all of these
in the following.

Table II shows the Boolean variables that could be defined
to support two tenants, and some likely path expressions that
would be used to control traffic on a multi-tenant network.
The Boolean expressions extracted from a flow are used to
determine if a flow can use a path by determining if the
conjunction (and’ing) of the flow expression with the path’s
expression is satisfiable (meaning there is a truth assignment
to the variables that results in a True value for the combined
expression).

The True and False path expressions indicate any or no
flows may use a link, respectively (these expressions can
be used for any path expression and are not included in
the remaining scenarios). TA or TB represent traffic sent or
received by tenant A or B (perhaps set based on a flow’s
source or destination address). (TA or TB) allows tenants A
and B to share a link, and (TA and TB) indicates a link only
for use for flows between tenant A and B.

C. Zero Trust

This scenario illustrates support for Zero Trust security ap-
plied to the traditional three layer web application architecture
using TE requirements. The general Zero Trust architecture,
based on the assumption that networks cannot be trusted,
adopts a least privilege strategy by encrypting all traffic
and strictly enforcing access control expressed as an access
matrix specifying what combination of users, applications, and
security zones can access other security zones. Security zones
are logical containers for physical interfaces, VLANs, and IP
address ranges (i.e. a region of the network) [12].

In the three layer web application architecture, applications
are organized into three logical tiers: web, application, and
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TABLE III. ZERO TRUST

Flow Types Zones End-to-End Requirements
WEBF USERZ (WEBF and USERZ and WEBZ )
APPF WEBZ (APPF and WEBZ and APPZ)
DBF APPZ (DBF and APPZ and DBZ)

DBZ

TABLE IV. CONTROL BACKUPS OVER CORE

Flow Types Time Periods Path Requirements
BKP NT (not BKP or

(NT and BKP))

data. The web (or presentation) tier is the user interface to
the application, responsible for collecting data from the user
and displaying data from the application to the user. The
application (or logic) tier is where data collected from the
user is processed, sometimes using information from the data
tier, and results are presented to the user or saved in the
data tier. The database tier is where information produced
by the application is stored and managed. The benefits of
this architecture include faster development, and improved
scalability, reliability, and security. For security purposes,
firewalls are commonly deployed between tiers.

Table III illustrates a three tier architecture implemented
on a single subnet using TE requirements. Boolean variables
are defined for flow types (WEBF , APPF , DBF ) and network
zones (USERZ , WEBZ , and DBZ). The zone variables could be
set based on the IP prefix of servers in each zone, and TCP
ports or application detection technology could be used for
setting the flow variables. In this scenario the links have no
TE requirements, but end-to-end TE requirements limit traffic
between zones to the appropriate classes of flows (e.g., WEBF

traffic is only allowed between the USERZ and WEBZ zones,
etc.). Note that, with this solution, the integrity of the three
tier architecture does not depend on the location of servers.
Servers from different tiers could be connected to the same
layer 2 switch and the integrity of the tiers would still be
maintained.

The two previous scenarios represent static TE requirements
in the sense that how a Boolean variables is set is specified
as part of configuring TE requirements for the network. So
zones in the Zero Trust scenario could be defined by an IP
prefix, etc. The remaining two scenarios illustrate an impor-
tant capability of Boolean expression-based configurations to
dynamically define the value of variables based on attributes
of the network’s state or environment.

D. Dynamic Variables

Table IV illustrates a simple scenario where backup traffic
is only allowed to flow over a core portion of the network at
night. The idea being that during the day the core portions
of an organization’s network are reserved for operational data
and backups are only allowed to traverse peripheral networks,
or be delayed to run at night.

TABLE V. BOOLEAN SATISFIABILITY AND ONEHOT()

DY NT BKP Path Req OH(DY,NT) Result
False False False True False False

False False True False False False

False True False True True True

False True True True True True

True False False True True True

True False True False True False

True True False True False False

True True True True False False

Two Boolean variables are defined including BKP, which is
set to true for flows that carry backup traffic, and NT, which is
set to true when it is currently nighttime. The link expression
(not BKP or (NT and BKP)) is defined for all core network
links specifying that BKP traffic can only traverse core links
at night.

The Boolean variable NT is a dynamic variable whose value
is determined by the network at the time the flow is processed.
While the time period to define as night would be configured
statically as part of the network configuration, the value of the
variable is determined dynamically. This capability introduces
a bit of autonomic control into the network configuration, and
leads to the more general solution presented next. The primary
limitation to the dynamic nature of Boolean variables like NT

is they only support state directly available to the network
device implementing the routing function (a router, switch, or
controller).

There are some subtleties to satisfiability that need explana-
tion. We illustrate this by adding a variable DY that is True for
a flow occurring during they day (added for illustration since
DY can be expressed as (not NT)). The first four columns of
Table V show the truth table for the path expression (not BKP

or (NT and BKP)) given these three variables. This shows
that a flow sent during the day, with DY set to True and
NT not set (i.e. in a “don’t care” state), would be allowed
because the path requirements would be satisfied in the last
two rows, which is a mistake. This mistake comes from the
fact that we have not expressed the requirement that a flow
can only occur either during the day or night but not both,
which is why the last two rows of the fourth column (where
both DY and NT are True) show as True. To fix this we need
a Boolean expression of the DY and NT variables that is True
only for truth assignments where only one variable is True.
We represent such a function as OH(variables...) (short for
OneHot(...)) in the fifth column of Table V, and use it to
complete the satisfiability test.

Applying this to our problem, the “Result” column shows
the conjunction of the path requirements and OneHot(DY,NT)

columns, where only rows three through six are valid, and
show the desired truth table (the only blocked flows are backup
flows not sent at night). So whenever we have a set of variables
where only one can be True for a given flow, we must include
the OneHot(...) function of those variables in the combined
flow and path expression to avoid false positives. This is
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TABLE VI. DEFCON WITH MULTILEVEL SECURITY

Flow Types Threat Levels Path Requirements
TSf D1 ((D1 and(Uf orSf orTSf)) or

(D3 and(Sf orTSf)))
Sf D3 ((D1 and(Uf orSf)) or

(D3 andSf))
Uf (Uf)

assumed in the examples in the paper. Note, a similar set of
constraints is needed for the Zero Trust scenario.

E. Programmatically-Controlled Variables

The final example illustrated in Table VI implements func-
tionality that can demonstrate a fully dynamic Boolean vari-
able. This scenario has two components, DEFCON threat
levels and MultiLevel Security (MLS). MLS provides support
for multi-tenant use of networks in the form of the traditional,
military-style multilevel security using TE requirements. Traf-
fic is classified at unsecured, secret, or top secret security levels
and is routed over infrastructure certified at the traffic’s level
or above. The Boolean variables Uf , Sf , TSf are defined for
a flow’s security level. An unspecified mechanism determines
the security level for a new flow, and the flow is assigned to the
least congested path that satisfies the MLS routing requirement
(e.g., unclassified traffic can be forwarded over paths of any
security level, but top secret traffic can only traverse strongly
secured paths) as specified by the TE Boolean expressions
assigned to each link.

DEFCON builds on MLS by adding Boolean variables (D1

and D3) reflecting the military defense readiness condition
(DEFCON) levels used to characterize the current threat level.
Higher threat levels are indicated by lower DEFCON numbers
(DEFCON1 being the highest threat level). In this scenario
the MLS link expressions have been modified to integrate D1

and D3 threat levels. In the modified expressions, D3 enables
TE requirements equivalent to the MLS scenario (flows at a
given sensitivity level are allowed to traverse links at that
same level or above), but D1 enables TE requirements that
drop unclassified (Uf ) traffic from links rated at Sf and TSf

levels. The logic being that, in a time of heightened threat,
secured network resources should be reserved for important
traffic.

The dynamic nature of this scenario comes from the ability
to implement programmatic control of the DEFCON variables.
In our prototype, implemented as a Software-Defined Network
(SDN) controller with a web user interface, we implemented
programmatic control as a Representational State Transfer
(REST) service for setting the values of Boolean variables,
which support the remote invocation of functions on the
Web server using HTTPS messages. Using such program-
matic control mechanisms, Boolean variables can be defined
to reflect any state in the network or its environment that
has policy significance for the network’s configuration. With
such variables, the network’s configuration can be changed

immediately, without the need for reconfiguration of network
devices or reprogramming of SDN-based systems.

This capability has profound implications for network man-
agement. Imagine a scenario where Boolean variables are
defined to reflect workstation configuration acquired using
network access control technology (e.g., operating system
version and patch levels) combined with variables defined to
represent information from threat feeds reflecting the severity
of vulnerabilities discovered in operating system versions and
patch levels. TE requirements could be defined that only
allowed systems to access sensitive parts of a network if they
are at patch levels with no known vulnerabilities and traffic
from vulnerable systems can be routed to sites that facilitate
upgrades of vulnerable systems), with new vulnerabilities
being integrated into network behavior as soon as they are
discovered.

IV. CHALLENGES AND OPPORTUNITIES

A fundamental challenge of requirements-based routing is
the need to determine the satisfiability of Boolean expressions
used to express categorical requirements [13]. Satisfiability,
which is the test of whether there is a truth assignment of the
variables in a Boolean expression that cause the expression
to evaluate to True, is the prototypical NP-Complete problem
[14]. The essential meaning of this is there is no known way
to determine satisfiability “efficiently”.

One possible approach to containing the cost of the satis-
fiability test is to restrict the syntax of these expressions to
forms with efficient algorithms for satisfiability. Significant
work has been done along this line, culminating in Schaefer’s
Dichotomy theorem [15]. Schaefer’s theorem comprehensively
defines the boundary between expressions for which satis-
fiability can be determined efficiently and those for which
no efficient solutions are known. The theorem shows that
efficient solutions exist for six classes of expressions, and any
expressions not in these classes are NP-complete.

Unfortunately for the work here, Schaefer also showed that
none of these classes support negation, which is required
for routing with requirements. However, fortunately, driven
by the needs of integrated circuit design testing, there has
been dramatic progress in the optimization of satisfiability
algorithms such that, in spite of the inherent challenges of
the general problem (e.g., current algorithms can determine
satisfiability of expressions with millions of variables and
clauses in minutes [16]).

These results, and the likely size and characteristics of
requirements-based routing problems, give hope that the cost
of satisfiability will not be a problem. Experience with our
(un-tuned and research-grade) prototype, where path selection
based on Boolean requirements are made once per flow, is that
the time required for these decisions is consistent with normal
switching speeds (single-digit milliseconds). Additionally, we
have not implemented the use of “assumptions” [17], which
should significantly speed up determining satisfiability in the
path selection process.
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TCP TEST RESULTS
RSTP IAT (sec)

3

DNSR IAT (sec)
DNSR
Gbps

RSTP
Gbps

Throughput
Gain

Load
Factor

0.25 3.25 1.70 -4.4% 12.0

0.5 3.78 2.32 11.2% 6.0
1 3.87 3.09 13.8% 3.0

1.25 3.76 3.15 10.6% 2.4

1.5 3.79 3.29 11.5% 2.0

2.5 3.79 3.39 11.5% 1.2

3 3.77 3.40 10.9% 1.0

Figure 1. TCP performance results

UDP TEST RESULTS
RSTP IAT (sec)

1.5

DNSR IAT (sec)
DNSR

loss rate
RSTP

loss rate
Relative

Loss
Load

Factor

0.25 24.9% 42.3% 1.03 6.0
0.5 15.0% 39.1% 0.62 3.0

1 9.3% 31.8% 0.39 1.5
1.25 8.7% 27.9% 0.36 1.2

1.5 9.1% 24.1% 0.38 1.0
2.5 2.7% 14.8%

3 1.9% 11.2%
DNSR

Goodput (Gbps)
RSTP

Goodput (Gbps)
Goodput

Gain
Load

Factor

0.25 2.40 1.84 -0.8% 6.0
0.5 2.71 1.95 12.0% 3.0

1 2.87 2.18 18.6% 1.5
1.25 2.91 2.30 20.2% 1.2

1.5 2.90 2.42 19.8% 1.0
2.5 3.10 2.71

3 3.13 2.83

Figure 2. UDP performance results

At a more engineering-level, there are a number of other
challenges/opportunities that need to be addressed. Architec-
tures for forwarding traffic over multiple paths to the same
destination (currently include OpenFlow [18], P4 [19], and
MPLS [4])) are in constant flux. Assessing the scalability
and performance of solutions requires attention, and possibly
impacts the architecture for a comprehensive solution.

Regarding opportunities, developing and assessing dis-
tributed implementations of this technology, along the lines
of traditional routing protocols, needs to be evaluated as an
approach to addressing scalability and performance issues.
As mentioned earlier, recent work along these lines [5], [6]
has explored related approaches to routing using distributed
Bellman-Ford routing protocols.

V. PROTOTYPE

To validate this architecture we developed a prototype that
implements policy-based (Layer 2) switching in a (SDN)
environment using the OpenFlow protocol, the Ryu open-
source controller, and Linux-based Open vSwitch software

switches. The prototype includes a web interface that allows
users to define the supported traffic classes for a network and
the TE and QoS requirements for these classes.

Implementation in Layer 2 was done for both convenience
and functionality. A centralized, controller-based implemen-
tation made configuration significantly easier by centralizing
the definition and implementation of policy in one place. Ad-
ditionally, implementation of the requirements-based routing
model at Layer 2 provides fine-grained control of network
traffic down to the switch port level, enabling the full power
of this architecture to be displayed. However, with some loss
of granularity (working at the subnet vs swithing level), this
architecture can support a Layer 3 implementation equally
well.

We engaged an independent, third-party test lab to evaluate
the prototype in terms of functionality and performance.
Focusing on the performance evaluation, they deployed the
system as a 4x4 torus, with two hosts per switch, in a
VMware-based virtual environment. Each test involved 10
traffic flows for each host between random nodes in the
graph with restrictions on the distribution of hops traversed
(2 flows traversed 1 hop, 3 flows 2 hops, 4 flows 3 hops,
and 1 flow 4 hops). Tests were run for a range of flow Inter-
Arrival Times (IATs) between hosts (0.25, 0.5, 1, 1.25, 1.5,
2.5, and 3 seconds). TCP performance was characterized by
the cumulative throughput of all 320 flows, and UDP by
the average loss rate and cumulative good-put of the flows.
The relevant results are presented in Figures 1 and 2. For
TCP, requirements-based routing at 0.5sec IAT provides 11.2%
better throughput at six times the load of Rapid Spanning Tree
Protocol) RSTP at 3sec IAT. For UDP, requirements-based
routing at 0.25sec IAT provides roughly the same loss rate
and good-put at six times the load of RSTP at 1.5sec IAT.

VI. CONCLUSION

We have given an overview of requirements-based routing
and presented a number of scenarios that demonstrate the
power of this paradigm. Explicitly stating QoS and TE re-
quirements enhances network routing to compute a best set of
routes that satisfy the full range of QoS and TE requirements
supported by a given network environment.

Articulating and enforcing the QoS and TE requirements
enhances the Internet’s original default-allow security model
to default-deny where only requirement-compliant flows are
allowed. Security is further enhanced by a dramatic reduction
in the network’s attack surface as it is limited to network
devices whose access is typically tightly controlled (compared
to the attack surface of all connected devices).

Use of requirements-based routing optimizes the user’s
experience, ensuring that traffic is forwarded over paths cus-
tomized to the application’s QoS and TE requirements and is
compliant with network administration’s policies. By working
with a set of candidate paths, traffic can be forward over
the least congested requirement-compliant path, dramatically
improving network utilization. Simulations predicted a ten-
fold increase with a somewhat "meshy" (average node degree
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of four) network topology [20]; these results have been verified
by an independent testing lab using an un-tuned prototype
implementation.

Network services can be safely reconfigured with program-
matic control of TE Boolean variables as they do not require
reconfiguration of network equipment or re-programming of
software-defined networking functions. Many functions cur-
rently implemented by expensive devices external to the core
network, such as firewalls, load balancers and zero-trust net-
work equipment, can be replaced by a software upgrade. Fur-
thermore, implementing these functions using requirements-
based routing results in significantly more robust services as
they are implemented in the network layer where they have
knowledge of the network’s topology as it evolves.

Most importantly for many environments, requirements-
based routing provides a more intuitive, high-level network
configuration paradigm based on specifying what the require-
ments of the network are, allowing the network to solve
the problem of how to enforce the requirements rather than
depending on highly trained network engineers. This enables
support of significantly more sophisticated network services
by available engineers.
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Abstract—As novel Internet structures have been proposed
over the past decade, the task of monitoring data transmissions
and providing interoperability among different architectures has
become increasingly complex. Consequently, the development of
backward compatible solutions which also facilitate network traffic
analysis has become a pivotal element for enabling the visualization
and interconnection of Future Internet (FI) data within the
current WEB infrastructure. Moreover, Artificial Intelligence (AI)
has emerged as an invaluable tool for enhancing data analysis
and visualization, especially within complex environments. This
paper introduces an innovative data visualization tool, specifically
engineered to oversee data flows within the NovaGenesis (NG)
architecture, by addressing the critical challenge of bridging the
gap between the prospective capabilities of the FI and the existing
Internet, which also enables the incorporation of generative AI
to assess network-related content.

Keywords-NovaGenesis, Future Internet, ICN, ID-based Net-
working, Browser, Interoperability, Overlay Networks, Artificial
Intelligence, Data Analysis using AI.

I. INTRODUCTION

The Internet, which is a fundamental pillar of contemporary
society, is facing an unprecedented increase in the number of
interconnected devices and data exchange. This exponential
expansion, in addition to the user requirements and the
emergence of novel technologies, has become a substantial
challenge on the existing Internet architecture, developed on
the host-centric Transmission Control Protocol/Internet Proto-
col (TCP/IP) paradigm. This architecture, developed several
decades ago [1], contains significant limitations in effectively
addressing modern challenges related to scalability, security,
mobility, and flexibility [2], which presents an impediment to
address the demands of modern applications and other Internet
solutions.

In response to these constraints, the academic community
is conducting studies aiming to demonstrate that the advances
from Future Internet Architectures (FIAs) [3] provide a more re-
silient, secure and user-oriented digital environment. FIAs adopt
content-centric paradigms, prioritizing the information itself
over host addresses, and integrate cutting-edge technologies that
exploit the capabilities of data-driven networking. However, the
possibility of running existing applications in different Internet
environments became a challenge, which, according to Zali et
al. [4], could be mitigated by developing a backward compatible
architecture, aiming to promote adherence to industry standards
and protocols, ensuring compatibility and seamless communi-
cation between WEB applications. Such a solution could create
a cross-platform infrastructure composed of multiple FIAs, and
enhance content delivery, since the existence of an environment
which allows interoperability among different networks will

enable simultaneous use of various applications and protocols,
resulting in smooth progression of the network. Also, as stated
by Siddiqui and Mueller [5], this type of solution could expand
the user base and services, as it would offer a flexible and
adjustable approach to controlling network resources. Therefore,
we concluded that interoperability provides the capability of
having applications created with different architectures to be
executed and distributed without relying on the Internet’s
structure.

NovaGenesis (NG) [6] represents a pioneering FIA, de-
signed with the goal of transforming the Internet through
the synthesis of principles of Information-Centric Networking
(ICN), Software-Defined Networking (SDN), and Service-
Oriented Design. Its architecture aims to provide a solution
that provides features such as self-certifying identifiers, a
publish/subscribe communication paradigm, and a distributed
hash table mechanism, thereby enabling efficient content
dissemination, service discovery, and autonomous network
management.

With the goal of providing a tool to facilitate monitoring
and analysis in a NG environment, we have designed and
implemented NGMonitor, an innovative data visualization
instrument that integrates the NG architecture with existing
WEB technologies by furnishing a user-centric WEB-based
dashboard for real-time visualization of network activity, and
NGAPI, a module that provides a set of RESTful APIs that
expose NG data and enables its interoperation with the current
Internet. As a result, it facilitates the integration of pre-existing
WEB solutions, including generative AI. Considering that, we
developed a solution to consume Google Gemini API [7],
aiming to perform network data analysis with the purpose of
generating and present hierarchical visualization of network
components, such as interrelations between domains, hosts,
operating systems, processes, and transferred files, offering
a comprehensive overview of network architecture and data
exchange.

This paper presents the design, implementation and eval-
uation of NGAPI and NGMonitor, highlighting the practical
applications of the introduced features and demonstrating how
researchers and developers of NovaGenesis could benefit from
this feature. This article is organized as follows. Section II
reviews the related work as well as the methodologies adopted
by other FIAs. Section III offers a summary of the architecture
of the system that was developed. Section IV seeks to provide
an in-depth overview of the NGAPI module, which facilitates
IP communication within NovaGenesis. Section V presents
NGMonitor, a WEB-based dashboard that presents valuable
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Figure 1. Tunneling approach for WEB interoperability used by FIA.

information from network operations. Section VI provides
an analysis of the system’s performance results from the
experimental evaluation. Finally, Section VII concludes the
article and suggests future research directions.

II. RELATED WORK

Numerous studies focus on proposing an innovative Internet
architecture that serves as an alternative to the current TCP/IP
network, originally developed several decades ago, in order to
address present-day requirements, which, according to Conti et
al. [8], include scalability, security, privacy, quality of service,
interoperability and flexibility. Various solutions have been
proposed to reach the desired goal, such as NovaGenesis
[6], XIA [9], RINA [10], NDN [11], and MobilityFirst [12].
Notwithstanding, these approaches are well suited to address the
limitations related to the network infrastructure and its design.
However, there are other issues to be addressed, including the
interoperability with already established WEB systems, which
have been designed for the current Internet and often need to
run over FIAs.

Our study has identified a potential approach to achieve
interoperability, by adding an intermediate proxy between
the existing Internet infrastructure and the novel network
stack (post-IP) on the access side, as well as on the far-end
side between the novel network and an IP network, which
is presented in Figure 1. Imagine a legacy application that
performs HTTP requests for a server through a TCP/IP socket.
Following this tunneling approach, the application request and
the server response will remain the same, but the FIA must
be enhanced to accept the application request and then deliver
the requested data from the responsible server. This could be
reached by implementing a new layer for translating HTTP
requests to FIA requests (subscriptions or other primitives)
and vice versa. Thus, this kind of implementation can allow
the network core to evolve and, in the same way, make it
backward compatible with existing WEB-based applications.
This concept was discussed in [5], where the authors proposed
a socket to perform an API translation for the future Internet.

Following the approach presented before, a solution named
Content-oriented interoperability framework for current and
future Internet architectures (COIN) [13], for example, was
implemented providing an interoperability tool, similar to
that presented previously, in which a proxy was implemented
responsible for translating HTTP requests for NDN [11] at the
network entry point and vice versa. Therefore, this solution
does not imply any change at the application and server level.
A similar solution can also be found in Performance Enhancing
Proxy for Deploying Network Architectures (PEP-DNA) [14],
in which a proxy was used to translate messages from TCP to
RINA [10], as well as reverse translation. The main difference
between their approaches is that the proposed proxy has been
implemented as part of the Linux operating system kernel [15].

Taking the previous information into account, we developed
an intermediate layer (NGAPI) which aims to allow the
interoperability of NovaGenesis with the current Internet, going
beyond the approaches described before, since it enables the
consumption of existing WEB applications deployed in a
real-world scenario. Furthermore, our solution includes the
addition of a WEB application (NGMonitor), which aims
to monitor the traffic in the network, thereby introducing a
unique characteristic that distinguishes it from other FIAs.
In the subsequent sections, we will detail the architecture
of the solution that has been implemented, along with use
case examples that aim to demonstrate the practicality and
effectiveness of the new feature introduced.

III. SYSTEM ARCHITECTURE: MODULAR AND EXTENSIBLE
DESIGN

NGAPI and NGMonitor were developed following the
microservices pattern, to build independent components that,
when deployed together, provide a complete end-to-end solution.
This modular architecture offers several advantages, including:
• Scalability: The system can be easily scaled by adding or

removing modules as needed, ensuring that in the future it
is capable of increasing data volumes in complex network
environments.

• Flexibility: Each module can be developed and maintained
independently, which makes it simple to perform updates
and enhancements without impacting other system parts.

• Generality: The microservices design allows for potential
adaptation and extension to support other features, including
solutions developed for other Internet architectures.
The architecture of the NGMonitor is composed of three

main services (as presented in Figure 2):
1) NG Network Core: This is the main component of the

solution, which contains all the business logic related
to NovaGenesis [16], [17]. It operates following the
publish/subscribe behavior purpose instead of consuming
from the conventional TCP/IP protocol stack. The essential
services that make the system operate are the Proxy/Gateway
Controller Service (PGCS) and the Name Resolution and
Network Caching System (NRNCS), which establish the
infrastructure for data exchange. These services enable some
of the NG functionalities keys:
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Figure 2. System architecture overview.

• Name Resolution: NRNCS offers a mechanism capable
of retrieving previously published bindings, ensuring their
direct delivery to authorized subscribers.

• Content Distribution: The combined operation of PGCS
and NRNCS enables efficient publication and subscription
of content, ensuring data distribution on the network.

• Service Discovery: PGCS is responsible for perform-
ing an orchestration in order to discovery of the Pub-
lish/Subscribe Service (PSS), Generic Indirection Res-
olution Service(GIRS), and Hash Table Servic (HTS)
during the initialization phase of the system. In addition,
it provides a proxy service that allows the representation
of other NG services within an operating system.

2) NGAPI: NovaGenesis Application Programming In-
terface: This module aims to provide a set of APIs
to enable communication between the NG network and
applications developed under the current Internet. This
is achieved by implementing a set of endpoints using
restCppSdk [18]. Therefore, NGAPI makes it possible
to interoperate NovaGenesis with the current Internet,
enabling its communication using the HTTP protocol. This
interoperability is imperative for NGMonitor, facilitating
the consumption and expose of data from external APIs.

3) NGMonitor: A WEB-Based Dashboard: This module is
an HTTP-based application, developed using the Angular
framework [19], aiming to provide a dynamic and intuitive
interface to enable visualization of NG data. This module
consumes the data provided by NGAPI, processes, and
then provides refined and comprehensive data to the end
user, including the consumption of Gemini AI [7], which
is provided by NGAPI, with the aim of analyzing a
set of NG data and generating insightful reports. These
reports, presented to the user within the dashboard, provide
an understanding of network relationships and data flow
patterns, providing insights into the NG network structure,
which enhances the analytical capabilities of NGMonitor,
empowering researchers and developers to gain deeper
knowledge and insights from what the network is executing.

In order to understand how NGMonitor works, it is needed
to make clear how the communication happens between the
network elements. Firstly, NGMonitor periodically consumes
the interfaces provided by NGAPI, obtaining consequently
the most updated data related to services that are offered,
files that are transmitted and received, which aims to ensure
that dashboard presents a real-time overview of the network
activities. In addition to that, when information related to
the connection between network elements and its processes
is requested, it consumes the NGAPI endpoint that enables

Figure 3. System diagram illustrating the integration between components.

communication with Gemini API, making it possible to perform
an evaluation of network data and producing insightful reports
for visualization on the dashboard. This synergistic integration
of components is presented in Figure 3.

Therefore, NGAPI and NGMonitor emerge as a promising
solution that aims to mitigate the lack of an interoperable data
visualization and monitoring tool implemented over a FIA.
Considering that, we can consider that the proposed solution
has the following strengths:
• Interoperability
• Real-Time Insights
• Insights Enhanced using AI
• User-friendly interface

In the following sections, we will describe the introduced
modules, NGAPI and NGMonitor, by providing a comprehen-
sive analysis of the technologies used at this development, a
detailed explanation regarding the implemented functionalities,
and provide details about how the modules interact with each
other.

IV. NGAPI: INTEROPERATING AND EXPOSING
NOVAGENESIS DATA THROUGH A RESTFUL INTERFACE

This section presents how NGAPI was developed, which is
the module responsible for providing NovaGenesis data to an
application developed under an IP based network, by serving
as an intermediary layer between the core of the NG network
and the current Internet, enabling seamless communication
and interoperability via the HTTP protocol. This enables the
integration of a wide number of existing WEB applications
with NovaGenesis and introduces the possibility of providing
information from FIA usage for other architectures. Thus,
the solutions we propose are designed to promote seamless
data exchange, thereby enabling the creation of innovative
applications that can fully utilize the potentials offered by
the advanced architecture of next-generation networks. This is
accomplished without necessitating bespoke integration efforts
for each specific application intended to be targeted.

1) NGAPI Architecture and Implementation: NGAPI was
engineered using the C++ programming language [20] and
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incorporates the cpprestsdk library, which provides a set of
tools that enables the development and consumption of HTTP-
based endpoints [18]. This choice was guided by the native
implementation of NovaGenesis, which is mostly developed in
C++, making then it easy to access network variables and data
in real time, which avoids the need of creation of additional
layers.

2) Exposing Data through RESTful Endpoints: NGAPI, as
presented at a high level in Figure 4, provides a set of RESTful
endpoints designed to provide NovaGenesis data to external
applications. Then, during the operation of the network, it
is stored information related to its operation and the content
that was transmitted, with the objective of delivering such
data as a JSON response from an API request. This feature
aims to facilitate the understanding of activities carried out in
NovaGenesis. The endpoints provided include the following:

• serviceOffers: This endpoint retrieves and provides informa-
tion about all services offered in a given NG domain, allowing
researchers and developers to understand the services that are
exposed and explore potential interactions or collaborations.

• transmittedMessages: This endpoint returns a list of all
transmitted data files, providing details such as file names,
timestamps, and the source application that sent the data.
This endpoint enables monitoring of data flow patterns.

• receivedMessages: Similarly to the ‘transmittedMessages‘
endpoint, this endpoint retrieves information about data files
received by hosts, providing insight into the flow of data
from different sources.

• transmittedImage: This endpoint allows retrieval of specific
transferred images.

• getDataAnalysedByAI: This endpoint is responsible for
collecting NG bindings [17] and offers these resources for
analysis by Gemini AI. Bindings are key-value pairs elements
stored in the HTS in a categorized way, which describe the
relationships between several elements, including connections
between physical and virtual entities, associations between
services and processes, and links between physical devices.
This data is sent to Gemini AI, which processes this relational
information and generates insights into domains, hosts,
operating systems, processes, and transferred files, detailing
their complex connections and dependencies. The resulting
analytical insights are then used by NGMonitor to build a
hierarchical visualization of the network topology.

3) Interoperating with current Internet: Furthermore,
NGAPI has the ability to act as an intermediate layer, allowing
data to be exchanged within the network in a format compatible
with standard Internet protocols, particularly HTTP. Therefore,
in an NG environment, in which a host has access to the current
Internet, it can act as a bridge, which allows to:

• Leverage Existing Applications: Make it possible to consume
existing WEB applications, provided through the HTTP
protocol in NovaGenesis. For instance, a network user might
utilize any data supplied by an API (accessed through
HTTP), within an NG terminal, without TCP/IP Internet
connection, if any host along the network infrastructure has

Figure 4. A simplified representation of the NGAPI module.

the NGAPI module connected to the Internet. Therefore,
this solution is useful in a range of applications, including
the Internet of Things (IoT). As detailed in the findings
by Alberti et al. [16], there is a noticeable improvement in
performance associated with Internet of Things (IoT) use
cases, particularly when evaluating parameters such as data
transfer, memory utilization, and CPU resource consumption.
Therefore, the use of NGPAPI provides a significant advan-
tage in terms of backward compatibility, facilitating effective
communication among devices that operate within varied
network architectures. This interoperability presents a critical
benefit, as it allows the smooth integration of current IoT
devices and applications into the NovaGenesis network, while
maintaining uninterrupted access to previously established
Internet-based services.

• Integrate with Cloud Services: Enable the consumption
of popular cloud services and platforms in NovaGenesis,
extending its capabilities, and providing access to a wider
range of tools and resources.

• Share Data Across the Internet: Facilitate communication
between hosts connected in different networks.

Figure 5 illustrates the steps taken when attempting to consume
content present on the current Internet from a NovaGenesis
node, also described as follows:
1) Content request: If a user would like to access some data

provided via a HTTP API in the current Internet, such
as the consumption of information provided by an IoT
device or some WEB page, it is possible to consume that
by performing a request for desired content through NGAPI,
without requiring a direct Internet connection on their device,
by providing the path of interest at the end of the request
URL (e.g. http://ngapi/wantedContentPath).

2) Process request: After receiving the request, the desired
path is converted using a hash algorithm and then checked
if the information is already available on the network. This
hash value represents a unique identifier for the data within
the NovaGenesis network. The NGAPI then checks if the
hash value exists in the network:
• Content Available: If the resource exists, the NGAPI

retrieves the content from the NovaGenesis network and
returns it to the user.

• Content Not Available: If the resource does not exist, the
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Figure 5. NGAPI sequence diagram.

NGAPI proceeds to the next step, initiating a request to
the source of the content.

3) Request to Source: The node which received the request
publishes a content request to the source node in the NG
network, containing the desired URL.

4) Source Fetching: The source node, upon receiving the
request, fetches the content from the Internet through the
NGAPI external API.

5) Source Publishing: After receiving the content from the
Internet, the source publishes the received content on NG
networks, making it available to all consumers who seek
to access it.

Hence, NGAPI’s capability to expose and consume HTTP
API facilitates the interaction between existing Internet ap-
plications and NovaGenesis, enhancing its accessibility and
real-world solutions, allowing users and developers to take
the advantages and befits provided by a content-oriented
architecture in applications developed under the current In-
ternet. Therefore, this solution elucidates the critical role of
interoperability in the advancement of FIAs and enables a
smooth evolution of the network, which subsequently allows
the coexistence of IP and ICN networks, as outlined by Conti et
al. [8]. Its ability to seamlessly integrate with existing Internet
infrastructure, utilizing the prevailing technologies and tools,
ensures a fluid transition toward a more interconnected and
versatile digital ecosystem. By providing a comprehensible
and accessible interface for external applications to interact
with NovaGenesis, NGAPI provides researchers, developers,
and network administrators with the tools necessary to fully
investigate the potentialities inherent in FIAs.

V. NGMONITOR - AN ANGULAR DASHBOARD

This section presents NGMonitor, the WEB-based dashboard
developed with the aim of providing a tool that enables
visualization and analysis of data extracted from NovaGenesis.
This solution was developed using an Angular framework
[19], and provides a robust and interactive user interface,
allowing researchers and developers to receive insights related
to the operation of the network. This solution, in contrast

Figure 6. Assigned offered services.

to existing FIAs, presents an innovative tool designed to
provide user-friendly insights related to network behavior.
Therefore, NovaGenesis network administrators and researchers
will benefit from our solution, as it provides a simplified
overview of the network, consequently leading to an improved
resource management and an improved process of decision
making.

1) Capabilities of NGMonitor: Visualization and analytical
evaluation: NGMonitor contains a set of functionalities,
designed and developed to enable users to perform monitoring
and in-depth analysis of NovaGenesis, by providing:
• Real-time visualization: NGMonitor presents dynamic and

interactive visualizations of NG data, updated in real time
in order to provide an updated representation of the network
activity. This enables users to observe and analyze the
progression of network events and data transfers as they
happen, thereby facilitating the comprehension of network
behavior. This feature incorporates the following aspects:
– Visualization of the Service Offer: The dashboard provides

a list of available services, as presented in Figure 6, based
on data retrieved from the ‘serviceOffers‘ endpoint. This
enables researchers and developers to efficiently identify
the set of services available in the network.

– Data Flow Monitoring: It enables the user to monitor the
transmission of files, providing file names, timestamps,
and the respective source applications, as demonstrated in
Figure 7. This information is obtained by the endpoints
‘transmittedMessages‘ and ‘receivedMessages‘.

– Image Visualization: NGMonitor provides an image viewer
for ‘transmittedImage‘ data. After user interaction with
an image entry within the ‘transmittedMessages‘ or
‘receivedMessages‘, the dashboard is able to retrieve
and show transmitted images in an emergent pop-up, as
presented in Figure 8.

• Hierarchical Visualization powered by AI: It provides in-
tegration with Google Gemini AI [7], a state-of-the-art AI
model. This integration enables the analysis of NG data and
consequently the generation of a hierarchical visualization
of network components. This visualization presents the
interrelationships between domains, hosts, operating systems
(OSIDs), processes (PIDs), and files transferred within the
NG network, as presented in Figure 9. This report can
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Figure 7. Transferred files from a NG source content distribution application.

Figure 8. Visualization of a transmitted image.

provide comprehensive information related to the network’s
architecture, enabling users to identify potential bottlenecks
or issues.

• User-friendly: NGMonitor boasts an intuitive user interface
that prioritizes the user experience. It has been constructed
using the Angular Material library [21], a decision that
enhances its visual appeal and interactive features, making
it more engaging and accessible for users.

VI. NGAPI PERFORMANCE METRICS

This section presents an analysis of the NGAPI performance,
which constitutes the cornerstone of the introduced monitor-
ing enhancement, allowing seamless communication between
NovaGenesis, NGMonitor and the current Internet. In order to
analyze the responsiveness of the API, we perform extensive
tests using JMeter [22], which is a widely recognized open
source tool for load testing and performance evaluation. To do

Figure 9. AI-Driven Visualization of Data Flow Patterns in NovaGenesis.

so, we develop a test case that tries to simulate a scenario in
which multiple users generate a high number of requests in a
certain time slot. This scenario is designed in order to stress
the implemented APIs and the interoperability feature, then
producing critical insights related to system performance.

To perform these analyses, we define the following essential
metrics: Mean response time, which provides the typical dura-
tion required for the API to process a request and subsequently
provide the requisite information to the front-end application;
Minimum response time, representing the swiftest duration
recorded during API interactions; Maximum response time,
conversely, this metric indicates the most prolonged duration
encountered, thereby reflecting the worst-case scenario.

The results of our analysis for the internal interfaces, which
provides the network information data directly, are encapsulated
in the graph presented in Figure 10, which shows the response
times distribution for a variety of requests. In this representation,
the x-axis denotes individual APIs, while the y-axis quantifies
the average, minimum, and maximum response times, measured
in milliseconds, corresponding to each API.

Moreover, we perform an experiment designed to assess
the interoperability of APIs between NovaGenesis and the
existing Internet. In order to achieve this, our experimental setup
involves executing multiple requests via an external interface
accessible over the current Internet, together with the execution
of an identical request using NGAPI, which is aligned with the
process illustrated in Figure 5. Therefore, every initial call to
NGAPI will initiate the process to have the requested content
available on the NG network, which subsequently triggers
a request to the original API, followed by the release and
availability of the data to the user. Consequently, a delay is
anticipated before the content becomes accessible. Observations
from our experimental execution indicate that the duration
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Figure 10. NGAPI Response Time Metrics.

necessary for the content to become accessible initially reached
a maximum of 6 seconds. However, subsequent requests for
identical content demonstrated markedly reduced response
times, attributable to the NovaGenesis routing mechanism. This
experiment underscored an important performance aspect: the
first retrieval of information, necessitating publication, presents
a slower pace compared to later requests, which make use of
the content that is already available within the NovaGenesis
network. The results presented in Table I show a significant
difference in efficiency between accessing data from a standard
Internet API and NGAPI, when comparing its response time
in milliseconds.

TABLE I
RESPONSE COMPARISON IN MILLISECONDS BETWEEN INTERNET API AND

NOVAGENESIS NGAPI

Requested from Average Median Min Max
Internet 686 645 637 1630

NovaGenesis 10 6 4 464

It is important to mention that the performance evaluation
was not executed for interactions with the Google Gemini
API. Since this data processing occurs outside NovaGenesis,
the response time and performance related to this interface
are defined by external factors, such as the availability of
computational resources and the prevailing network conditions.
Due to that, it was decided to omit this endpoint in the
performance tests, since our analysis is based on the evaluation
of the efficiency of NGAPI and obtain information within
NovaGenesis.

VII. CONCLUSION

This paper introduces a solution composed of NGAPI and
NGMonitor, which are pioneering tools designed for interopera-
tion, visualization, and analysis of data within the NovaGenesis
future Internet architecture. The proposed method offers an
efficient approach to tackle the problem of incorporating FIA
advances with existing Internet features and infrastructure,
providing an intuitive platform for researchers, developers, and

network administrators who seek to systematically monitor and
interpret intricate data flows.

To accomplish this objective, a solution was proposed that
takes advantage of a synthesis of key fundamental attributes,
specifically enumerated as interoperability, real-time visualiza-
tion, and AI-driven analysis. Therefore, the user benefits from
our solution through NGAPI by enabling the communication
for TCP/IP designed solutions over NovaGenesis, which means
that any existing application could benefit from NovaGenesis
strengths, also allowing a smooth evolution of the network,
since it became possible to have backward compatible ap-
plications. Furthermore, NGMonitor provides a novel feature
compared to other FIAs, in which a network administrator
could monitor, analyze and receive insights from an external
generative AI platform, allowing a proactive identification
of network issues during data transfer and the generation of
customized reports with the aim of facilitating a decision on
network operations and resource management.

In summary, this paper effectively elucidates the potential of
interoperability and AI-driven analysis to advance the research,
development, and practical applications of FIAs. By provid-
ing an intuitive platform endowed with robust visualization
and analytical capabilities, the combination of NGAPI and
NGMonitor substantiates its significant contribution to the
progression of FIA technologies. As the Internet continues
to advance and merge with a wider range of devices and
services, it became crucial to allow coexistence of IP-based
applications with FIAs, therefore, instruments similar to the
solution implemented by this study will become indispensable
for the surveillance, comprehension, and governance of the
intricacies inherent in the future Internet.
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Abstract—Video streaming makes most of Internet traf-
fic nowadays, with most video applications transported over
Hypertext Transfer Protocol/Transmission Control Protocol
(HTTP/TCP). Being the predominant transport protocol, TCP
stack performance in transporting video streams plays an im-
portant role, especially with regard to MultiPath Transport
Control Protocol (MPTCP) and multiple client device interfaces
currently available. One overlooked aspect of multipath transport
is the management of all possible paths between sender and
receiver endpoints. In this paper, we study the usage of all
possible paths created by MPTCP vis a vis video streaming
performance on wired networking environments. We show that
a fullmesh path usage may result in degraded video streaming
performance due to common bottlenecks between paths under
a simple (default) path scheduler. We then propose a bottleneck
aware path scheduler, and show its superior performance on
various multipath scenarios. Our results cover both Bottleneck
Bandwidth and Round-trip (BBR) propagation time TCP variant,
as well as CUBIC variant in transporting video streams over
wired networks. We use network performance level, as well
as video quality level metrics to characterize quality of video
streaming over TCP variants.

Keywords—Video streaming; TCP congestion control; Multipath
TCP; TCP BBR.

I. INTRODUCTION

Video streaming nowadays accounts for the majority of
Internet traffic. Regarding streaming applications, video stream
quality is related to two factors: the amount of data discarded
at the client end point due to excessive transport delay/jitter
and data rendering stalls due to lack of timely playout
data. Transport delays and data starvation depend heavily on
how Transport Control Protocol (TCP) handles retransmis-
sions upon packet losses during flow and congestion control.
Moreover, in multipath transport scenarios, it is important
to manage head-of-line blocking across various networking
paths, potentially with diverse loss and delay characteristics.
Head-of-line blocking occurs when data already delivered at
the receiver has to wait for additional packets that are blocked
at another path, potentially causing incomplete or late frames
to be discarded at the receiver, as well as stream rendering
stalls. In addition, the various paths used in transporting the
data may interfere with each other at times. In this paper, we
study interference of multiple transport paths in a full mesh
configuration, where all available networking paths are used
for video transport. As transport delays and data starvation
depend heavily on how TCP handles retransmissions upon
packet losses during flow and congestion control, we analyze
two TCP variants currently widely deployed: CUBIC [1] and
BBR [2].

The paper is organized as follows. Related work is included
in Section II. Section III describes video streaming transport
over TCP, with focus to BBR and CUBIC TCP variants.
Section IV describes the default path scheduler used in Linux
environments, and introduces our new bottleneck aware path
scheduler. Section V introduces these variants. Section VI
characterizes video streaming performance over wired paths
via network emulation. We compare the application and net-
work performance of BBR against CUBIC, using the default
(estimated shortest transmission time), as well as bottleneck
aware path schedulers. Section VII summarizes our studies
and addresses future directions to this work.

II. RELATED WORK

Since MultiPath Transport Control Protocol (MPTCP) has
become available, several multipath transport studies have
appeared in the literature, mostly focusing on throughput
performance of data transfers over mobile networks (see [3]
and related work). [8] introduces path selection techniques,
such as stickness (staying on a same path for as long as
possible), in order to reduce head of line blocking in Video
Streaming applications. Although the study shows improve-
ments on wireless cellular/WiFi topology scenarios, it did not
address interference among available paths.

[9] studies the performance of Adaptive Video Streaming
(Dynamic Adaptive Streaming over HTTP (DASH)) on top
of MPTCP transport. The adaptive bit rate nature of DASH
causes large bit encoding fluctuations when paths of differ-
ent throughput characteristics are present, causing bad video
experience. The authors advocate blocking low throughput
paths in order to stabilize adaptive bit rate and, improving
Quality of Experience. The authors of [4] evaluate throughput
of multipath video streaming over Digital Subscriber Line
(DSL) multipath scenarios, without providing video level
performance measures. Although they also propose a cost
optimized scheduler, the lack of video quality performance
measures limits conclusions about the impact of such a sched-
uler on video quality. Along the same lines, Imaduddin et
al. [5] provide a performance evaluation of Multipath TCP
(MPTCP) using CUBIC and Vegas TCP variants, as well as
minimum Round Trip Time (RTT), round-robin and coupled
Balia schedulers. Finally, Xing et al. [6] propose a new
MPTCP scheduler which they show via network experiments
to lower the number of out-of-order packets. The scheduler
estimates receiver arrival times, and sends redundant packets
to cope with estimation errors. Video streaming is simulated
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via iperf3, and no application layer performance measures are
used.

Regarding full mesh path selection, [10] studies the in-
terference between paths sharing bottleneck resources, from
a goodput performance perspective. They characterize inter-
path positive and negative interference, and propose a ”least
interpath contention” path management strategy, where they
limit the multipath transport to use only disjoint paths. They
then use emulated single hop client/server testbed topology to
evaluate full-mesh vs path disjoint goodput results vis a vis
various couple and uncoupled congestion control schemes. In
contrast, our work focuses on the intelligent path management
taking into account common resources along fullmesh paths.
Our path selection then strives to select paths in a timely
manner so as not to cause interference even though paths may
intersect.

III. VIDEO STREAMING OVER MPTCP

A video application over Hypertext Transfer Proto-
col/Transmission Control Protocol (HTTP/TCP) starts at an
HTTP server storing video content. At the transport layer, a
TCP variant provides reliable transport of video data over
IP packets between server and client end points (Figure 1
(a)). Upon HTTP video request, a TCP sender is instantiated
to transmit packetized data to the client machine, connected
to the application via a TCP socket. At the TCP transport
layer, a congestion window is used at the sender to control
the amount of data injected into the network. The size of the
congestion window (cwnd) is adjusted dynamically, according
to the level of congestion experienced on the network path,
as well as space available for data storage (awnd) at the
TCP client receiver buffer. Congestion window space at the
sender is freed only when ACK packets acknowledging data
packets are received. Lost packets are retransmitted by the TCP
layer to ensure reliable data delivery. At the client, in addition
to acknowledging arriving packets, the TCP receiver informs
the TCP sender about its current receiver available space, so
that cwnd ≤ awnd condition is enforced by the sender at
all times to prevent receiver buffer overflow. At the client
application layer, a video player extracts data from a playout
buffer, which draws packets delivered by the TCP receiver
from the receiver TCP socket buffer. The playout buffer
hence serves to smooth out variable network throughput and
delay. Multiple path transport brings communication reliability
enhancements, as well as bandwidth increase. The challenge
is video rendering degradation due to increase frame discards
and buffer underflows originated from head of line blocking.

A. MPTCP

MPTCP is an Internet Engineering Task Force (IETF) exten-
sion of TCP transport layer protocol to support data transport
over multiple concurrent TCP sessions when multiple inter-
faces are available [7]. The network multipath transmission of
the transport session is hidden from the application layer by
a legacy TCP socket exposed per application session. At the
transport layer, however, MPTCP coordinates concurrent TCP
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Figure 1. Video Streaming over TCP/MPTCP.

sessions on various subflows (paths), each of which is itself
unaware of the multipath nature of the application session. In
order to accomplish multipath transport, a path scheduler con-
nects the application socket with transport subflows, extract-
ing packets from the application facing the MPTCP socket,
selecting a subflow for transmission, and injecting packets
into the selected subflow. The MPTCP transport architecture
is depicted in Figure 1 (b).

The first and most used path scheduler, called default
scheduler, selects the path with shortest RTT among paths
with currently available congestion window space for new
packets. Other path schedulers have appeared recently. These
path schedulers can operate in two different modes: uncoupled,
and coupled. In uncoupled mode, each subflow congestion
window cwnd is adjusted independently of other subflows.
On the other hand, in coupled mode, the MPTCP scheduler
couples the congestion control of the subflows, by adjusting
the congestion window cwndk of a subflow k according to
the current state and parameters of all available subflows.
Although many coupling mechanisms exist, we focus on the
performance study of BBR [2] TCP variant over uncoupled
schedulers in this work.

Regardless of the path scheduler used, IETF MPTCP proto-
col supports the advertisement of multiple IP interfaces avail-
able between two endpoints via specific TCP option signalling.
IP interfaces may be of diverse nature (e.g., Wi-Fi, Long term
evolution (LTE)). In addition, multipath transport requires an
MPTCP stack at both endpoints for the establishment and
usage of multiple paths. MPTCP signalling allows for a full
mesh of connecting paths between two transport endpoints.
That is, if there are N interfaces at the client and M interfaces
at the server available, each N x M combination of interfaces
constitutes a viable path.

IV. PATH SCHEDULERS

In this section, we use MPTCP default scheduler as a spring-
board to propose a novel bottleneck aware path scheduler.

A. Default scheduler

An overview of the default scheduler algorithm is shown
in Figure 2. The default scheduler (Linux kernel Version
6.1) selects the subflow that takes the least amount of time
(linger time) to transmit all packets in the subflow buffer
(Figure 3(a)). This time is calculated as:

linger time =
wmem

pace
(1)
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Data: Set of subflows S
Result: Selected subflow Sbest

1 Initialization:
2 Set best linger time← 232 − 1, Sbest ← ∅ ;
3 if Last used subflow Slast is available then
4 return Slast ;
5 end
6 foreach subflow Sn ∈ S do
7 linger time← wmem

pace ;
8 if linger time < best linger time then
9 Sbest ← Sn ;

10 best linger time← linger time ;
11 end
12 end
13 return Sbest ;

Figure 2. Default scheduler Algorithm.
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where Pace rate (pace) is the available transfer volume per
second, and write memory data (wmem) is the value of the
queued data volume in the subflow send buffer. Because pace
is dynamically adjusted with Round Trip Time (RTT) and
congestion control, it can prevent head-of-line blocking while
maintaining high throughput at all subflows. However, the
default scheduler has one deficiency in full-mesh connection.
If there are multiple subflows sending packets to the same
destination and there is a common bottleneck link on the
route, packets can cause buffering delays at the bottleneck link
(Figure 3(b)). TCP congestion control will then back off from
injecting new traffic, causing subflows to the same destination
to interfere with each other, resulting in a long time before
a new packet is injected on interfering flows. This problem
is most likely to occur in TCP variants’ congestion control
where many packets are continuously sent, such as CUBIC.

Sub ow1

Sub ow2

Bottleneck

Data Ack

Return 
Ack

Sub ow1

Sub ow2

Max wmem Twice the data size of

the Ack con rmed

Reduces the amount 

that can be sent and 

reduces over-transmission

Figure 4. Buffer limitation method.

B. Bottleneck aware path scheduler

To solve the aforementioned problem, there is a need to limit
the amount of packets injected on each subflow before too
much queueing builds up at bottlenecks. A Bottleneck aware
path scheduler is a scheduler with a limit on the amount of
buffer used by each subflow, in addition to the short RTT
mechanism of the default scheduler. The upper limit of the
buffer used (max wmem) is initially set to the amount of data
that can be transmitted during 500 ms at the post-connection
pace rate (ini pace) (Eq:(2)). The reason for setting the initial
maximum buffer amount to 500 ms of the pace rate is to ensure
that all subflows do not slow down too much immediately after
the start of the connection, as it is not known whether there are
shared bottleneck links before transmission yet. Subsequently,
if the smooth RTT (sRTT ) is less than twice the minimum
RTT (min RTT ), then twice the amount of data (snd data)
returned in ACK out of the data size transmitted between
the previous and current subflow selection and the previous
max wmem are compared and the larger one is adopted
(Eq:(3)). If sRTT exceeds twice min RTT and then returns
to less than twice that value again, the smaller amount of
data that can be transmitted per second with ini pace or
the previous max wmem is adopted (Eq:(4)). By keeping
max wmem when sRTT is more than twice min RTT and
updating it when sRTT becomes less than twice again, the
buffer size can be optimized while maintaining the throughput
of each subflow.

• Initialization

max wmem = ini pace ∗ 0.5 [byte] (2)

• If sRTT < 2 ∗min RTT

max wmem = max(max wmem, 2∗snd data) [byte]
(3)

• If sRTT >= 2 ∗min RTT → sRTT < 2 ∗min RTT

max wmem = min(max wmem, ini pace ∗ 1) [byte]
(4)

Iterating equations (3) and (4) during the transport session
prevents excessive transmission, leading to a situation where
too many packets accumulate in the subflow’s buffer. This
allows subflows with the same destination address to use paths
that do not harm each other while satisfying the bandwidth of
the bottleneck link (Figure 4).

V. CUBIC AND BBR TCP VARIANTS

The TCP protocol has evolved into different variants, im-
plementing different congestion window adjustment schemes.
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TCP protocol variants can be classified into delay and loss
based congestion control schemes. Loss based TCP variants
use packet loss as primary congestion indication signal, typ-
ically performing congestion window regulation as cwndk =
f(cwndk−1), which is ACK reception paced. Most f functions
follow an Additive Increase Multiplicative Decrease (AIMD)
window adjustment scheme, with various increase and de-
crease parameters. In contrast, delay based TCP variants use
queue delay information as the congestion indication signal,
increasing/decreasing the window if the delay is small/large,
respectively. Delay based congestion control does not suffer
from packet loss undue window reduction due to random
packet losses, as experienced in wireless links.

CUBIC TCP Congestion Avoidance: CUBIC TCP is a
Loss-based TCP that has achieved widespread usage as the
default TCP of the Linux operating system. During congestion
avoidance, its congestion window is adjusted as follows (5):

AckRec : cwndk+1 = C(t−K)3 +Wmax

K = (Wmax
β

C
)1/3 (5)

PktLoss : cwndk+1 = βcwndk

Wmax = cwndk

where C is a scaling factor, Wmax is the cwnd value at time
of packet loss detection, and t is the elapsed time since the
last packet loss detection. The K parameter drives the CUBIC
increase away from Wmax, whereas β tunes how quickly cwnd
is reduced on packet loss. This adjustment strategy ensures that
its cwnd quickly recovers after a loss event.

BBR TCP Congestion Avoidance: BBR is a bandwidth
delay product based TCP that has achieved widespread usage
as one of available TCP variants in the Linux operating system.
BBR uses measurements of a connection delivery rate and
RTT to build a model that controls how fast data may be
sent and the maximum amount of unacknowledged data in
the pipe. Delivery rate is measured by keeping track of the
number of acknowledged packets within a defined time frame.
In addition, BBR uses a probing mechanism to determine
the maximum delivery rate within multiple intervals. More
specifically, BBR regulates the number of inflight packets
to match the bandwidth delay product of the connection, or
BDP = BtlBw × RTprop, where BtlBw is the bottleneck
bandwidth of the connection, and RTprop its propagation
time, estimated as half of the connection RTT. These quantities
are tracked during the lifetime of the connection, as per
equations below (6):

rttt = RTpropt + ηt
ˆRTprop = RTprop+min(ηt) (6)

= min(rttt)∀t ∈ [T −WR, T ]
ˆBtlBw = max(deliveryRatet)∀t ∈ [t−WB , T ]

where ηt represents the noise of the queues along the path,
WR a running time window, of tens of seconds, and WB a
larger time window, of tens of RTTs. This adjustment strategy
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Figure 5. Experimental environment scenarios.

TABLE I. EXPERIMENTAL NETWORK SETTINGS

Element Value
Video size 225 MBytes
Video rate 5.24 Mb/s
Playout time 6 mins
Video Codec H264 MPEG-4 AVC
MPTCP variants BBR, CUBIC
MPTCP schedulers 1. Default (Estimated shortest transmission time)

2. Bottleneck aware

TABLE II. EXPERIMENTAL NETWORK SCENARIOS
Scenario Emulator (BW, Packets Loss, Delay)

A: Fullmesh A-1...BW: 3Mb/s, Loss: 0.1%, Delay: 60ms
A-2...BW: 3Mb/s, Loss: 0.1%, Delay: 120ms

B: Parallel BW: 3Mbps, Loss: 0.1%, Delay: 60ms

seeks to tune its cwnd to a number of packets equivalent to
the connection bandwidth delay product.

VI. VIDEO STREAMING PERFORMANCE

Figure 5 describes the network testbed used for emulating
network paths with wired links. An HTTP Nginx video server
is connected to two L3 switches. In order to support multiple
network scenarios, the L3 switches can be directly connected
to another router, at which a client is connected. In this paper,
the emulator boxes are used to vary each path RTT. We use
two topology scenarios: a cross path scenario, where routers’
cross-connections produce paths with common bottlenecks;
and a parallel path scenario, where paths do not share common
bottlenecks. These simple topologies and isolated traffic allow
us to better understand the impact of differential delays on
TCP variant’s performance vis-a-vis path selection properties
of path schedulers.

Application and network scenarios are described in Tables
I and II, respectively. Video settings are typical of a video
stream, with video playout rate of 5.24 Mb/s, and content size
short enough to run multiple streaming trials within a short
period of time. Four network scenarios are used (Figure 5). i)
Two scenarios emulate fullmesh four path subflows, with short
(60msec) and long (120msec) propagation delays; The four
subflows share bottlenecks at routers close to the video server;
ii) Two parallel path scenarios, for short and long propagation
delays on two-path subflows, not sharing any bottlenecks. The
fullmesh scenarios are used to expose the default scheduler’s
inadequacy as compared with our proposed bottleneck aware
scheduler, whereas the parallel scenarios are meant to show
”no harm” of a bottleneck aware scheduler when bottlenecks
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are absent. Emulator boxes are tuned to generate multiple path
network latency conditions. Path latency directly impacts the
default path scheduler, as it gives preference to paths with
shorter RTTs. Performance measures are:

• Picture discards: number of frames discarded by the
video decoder.

• Buffer underflow: number of buffer underflow events at
video client buffer.

• Out-of-order packets: Total number of out-of-order
packets during each video streaming session.

• subflow throughput: TCP throughput of each subflow.

A. Fullmesh Scenarios
Scenarios A force the sharing of bottlenecks between the

four paths available to MPTCP streaming. Each path has a
maximum 3Mbit bandwidth, 0.1% packet loss rate, and 60ms
or 120ms RTT delays.

Figures 6 (a) and (b) show five average video streaming
frame discard / buffer underflows, and the number of out-of-
order packets, respectively for the short 60msec delay scenario.
Notice the significant performance improvement of the bottle-
neck aware scheduler on frame discard and buffer underflow
application level performance for the CUBIC TCP variant
as compared to the MPTCP default scheduler. Interestingly
enough, the average number of out-of-order packets does not
seem to change significantly across schedulers. This seems
to suggest that more out-of-order packets are concentrated
on specific paths, reducing their impact on application level
performance.

Figures 6 (c) and (d) show a single streaming trial of BBR
and CUBIC, respectively, for the short 60msec delay sce-
nario. The BBR TCP variant shows little throughput dynamic
changes between schedulers. However, the CUBIC throughput
seems to have become much more stable, showing an even
throughput across all paths available. Throughput stability
positively impacts video quality, as each path data reception
and frame reassembly becomes more predictable.

Figures 7 (a) and (b) show five average video streaming
frame discard / buffer underflow, and the number of out-
of-order packets, respectively, for the long 120msec delay
scenario. Although frame discard and buffer underflow have
become worse than the short delay scenario when the default
scheduler is used, these application performance measures
show the same qualitative benefits of the short delay scenario
when using our proposed bottleneck aware scheduler. Figures
7 (c) and (d) show the same throughput stability benefits of
our scheduler for CUBIC TCP variant.

B. No-cross-link Scenarios

Figures 8 (a) and (b) show five average video streaming
frame discard / buffer underflows, and the number of out-
of-order packets, respectively, for the short 60msec delay
scenario. Notice similar performance between the default and
proposed the bottleneck aware schedulers, with the later still
improving performance when CUBIC TCP variant is used.

 0

 20

 40

 60

 80

 100

BBR CUBIC

To
ta

l 
[T

im
e
s
]

Picture discard

Bu er under ow

Default

 0

 20

 40

 60

 80

 100

BBR CUBIC

To
ta

l 
[T

im
e
s
]

Picture discard

Bu er under ow

Proposed

(a) Picture discard and Buffer underflow

 0

 10

 20

 30

 40

 50

 60

 70

 80

BBR CUBIC

To
ta

l 
[T

im
e
s
]

Default

 0

 10

 20

 30

 40

 50

 60

 70

 80

BBR CUBIC

To
ta

l 
[T

im
e
s
]

Proposed

(b) Out-of-order

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 0  50  100  150  200  250  300  350

T
h
ro

u
g
h
p
u
t 

[k
b
/s

]

Time [s]

A-C A-D B-C B-D

Default

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 0  50  100  150  200  250  300  350

T
h
ro

u
g
h
p
u
t 

[k
b
/s

]

Time [s]

A-C A-D B-C B-D

Proposed

(c) BBR throughput

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 0  50  100  150  200  250  300  350

T
h
ro

u
g
h
p
u
t 

[k
b
/s

]

Time [s]

A-C A-D B-C B-D

Default

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 0  50  100  150  200  250  300  350

T
h
ro

u
g
h
p
u
t 

[k
b
/s

]
Time [s]

A-C A-D B-C B-D

Proposed

(d) CUBIC throughput
Figure 6. A-1 - Fullmesh Video Performance (delay 60ms.)

Figures 8 (c) and (d) show a single streaming trial of
BBR and CUBIC, respectively, for the short 60msec delay
scenario. Throughput dynamics are stable and similar for
both schedulers. Hence, in the absence of shared bottlenecks,
the proposed scheduler does not disturb throughput stability.
Similar qualitative results are obtained for the long 120msec
delay scenario, omitted for space’s sake. These results verify
that the proposed scheduler does not perform any worse than
the default scheduler in the absence of shared path bottlenecks.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have studied multipath video streaming
over fullmesh path scenarios. We have characterized the
problem of path interference within a same video stream,
demonstrating video application degradation when the default
path scheduler is used. We have also proposed a bottleneck
aware scheduler, where usage of paths containing a common
bottleneck is controlled so as not to interfere negatively with
each other. We have shown that the proposed scheduler not
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Figure 7. A-2 - Fullmesh Video Performance (delay 120ms).

only delivers better video application performance, but also
helps ”stabilize” network throughput performance at each path.
We have also shown that the proposed path scheduler does
not cause performance degradation when paths do not share a
bottleneck, when compared to the MPTCP default scheduler.

We are currently investigating the performance of our pro-
posed scheduler on satellite access links.
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