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MMEDIA 2018

Forward

The Tenth International Conference on Advances in Multimedia (MMEDIA 2018), held
between April 22, 2018 and April 26, 2018 in Athens, Greece, continued a series of events for
presenting recent research results on advances in multimedia, mobile and ubiquitous
multimedia and to bring together experts from both academia and industry for the exchange of
ideas and discussion on future challenges in multimedia fundamentals, mobile and ubiquitous
multimedia, multimedia ontology, multimedia user-centered perception, multimedia services
and applications, and mobile multimedia.

The new technological achievements in terms of speed and the quality of expanding and
creating a vast variety of multimedia services like voice, email, short messages, Internet access,
m-commerce, to mobile video conferencing, streaming video and audio.

Large and specialized databases together with these technological achievements have
brought true mobile multimedia experiences to mobile customers. Multimedia implies adoption
of new technologies and challenges to operators and infrastructure builders in terms of
ensuring fast and reliable services for improving the quality of web information retrieval.

Huge amounts of multimedia data are increasingly available. The knowledge of spatial
and/or temporal phenomena becomes critical for many applications, which require techniques
for the processing, analysis, search, mining, and management of multimedia data.

The conference had the following tracks:

 Multimedia applications

 Perception and cognition for multimedia users

We take here the opportunity to warmly thank all the members of the MMEDIA 2018
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated their time and effort to contribute to MMEDIA 2018. We
truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

We also gratefully thank the members of the MMEDIA 2018 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope that MMEDIA 2018 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the field of
multimedia. We also hope that Athens, Greece, provided a pleasant environment during the
conference and everyone saved some time to enjoy the historic charm of the city.
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A Comparison of Face Verification with Facial Landmarks and Deep Features

Giuseppe Amato∗, Fabrizio Falchi∗, Claudio Gennaro∗ and Claudio Vairo∗
∗Institute of Information Science and Technologies of the National Research Council of Italy (ISTI-CNR)

via G. Moruzzi 1, 56124 Pisa, Italy
Email: {giuseppe.amato, fabrizio.falchi, claudio.gennaro, claudio.vairo}@isti.cnr.it

Abstract—Face verification is a key task in many application
fields, such as security and surveillance. Several approaches and
methodologies are currently used to try to determine if two faces
belong to the same person. Among these, facial landmarks are
very important in forensics, since the distance between some
characteristic points of a face can be used as an objective
measure in court during trials. However, the accuracy of the
approaches based on facial landmarks in verifying whether
a face belongs to a given person or not is often not quite
good. Recently, deep learning approaches have been proposed
to address the face verification problem, with very good results.
In this paper, we compare the accuracy of facial landmarks and
deep learning approaches in performing the face verification task.
Our experiments, conducted on a real case scenario, show that
the deep learning approach greatly outperforms in accuracy the
facial landmarks approach.

Keywords–Face Verification; Facial Landmarks; Deep Learning;
Surveillance; Security.

I. INTRODUCTION

Face verification is getting higher importance recently. Face
verification consists in determining if two faces in two different
images belong to the same person or not. Face recognition, on
the other hand, aims at assigning an identity to the person the
faces belong to. In this paper, we are interested in the face
verification problem.

To address the face verification problem, several ap-
proaches and techniques have been proposed. Some ap-
proaches are based on local features of the images, such
as Local Binary Pattern (LBP) [1]. Some other approaches
are based on detecting the facial landmarks from the de-
tected face and on measuring the distance between some
of these landmarks. Recently, Deep Learning approach and
Convolutional Neural Networks (CNNs) have been proposed
to address the face verification problem, such as [2]. Facial
landmarks are particularly useful when forensics cases have
to be discussed in court since they provide objective measures
that can be presented to discuss face verification. However, as
we will show in the paper, face verification with distances of
automatically extracted facial landmarks, is outperformed by
methods based on Deep Learning. Facial landmarks should
be used after verification is executed using Deep Learning
approaches, to provide objective motivation to the decision.

In this paper, we compare the results of performing the
face verification with facial landmarks and a Deep Learning
based approach. We validated our comparison by analyzing
some videos taken in a real-scenario by surveillance cameras
placed in the Instytut Ekspertyz Sdowych in Krakow [3]. To
this purpose, we used the Labeled Faces in the Wild (LFW)
dataset [4] as confusion dataset. In particular, we used the
faces detected in these videos as queries to perform a Nearest
Neighbor (NN) search with a joined dataset comprising both

LFW and the test set videos, in order to classify the persons
according to their face similarity.

The rest of the paper is organized as follows: Section
II gives a brief overview of the current approaches to the
face verification problem. In Section II-A, we describe the
features obtained from the facial landmarks that we analyze
and compare in this work. In Section II-B, we present the
deep feature that we compare to the facial landmarks features.
Section III presents an analysis on some of the facial landmarks
features and the experiments on the accuracy of all the features
considered. Finally, Section IV concludes this work.

II. FACE VERIFICATION

The use of face information to verify the identity of a per-
son is a research area experiencing rapid development, thanks
to recent advances in deep learning. This approach falls under
the umbrella of the more general identity verification problem
[5]. Among the various types of facial information that can
be used a fairly obvious one is that coming from the facial
landmarks [6]–[9]. Deep Features learned from convolutional
networks have shown impressive performance in classification
and recognition problems. For instance, 99.77% accuracy of
LFW under 6.000 pair evaluation protocol has been achieved
by Liu at al. [10] and 99.33% by Schroff et al. of Google [11].
As in our proposed approach, approximate nearest neighbor
search methods can be used to improve scalability and works
very well as a lazy learning method [12], [13] and also a full-
text search engine [14].

Figure 1. 68 facial landmarks.

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-627-9

MMEDIA 2018 : The Tenth International Conference on Advances in Multimedia

                             9 / 36



(a) Selected 5 nodal points. (b) 5 nodal points distances.

Figure 2. Nodal points and distances used to build the 5-points features.

A. Facial Landmarks Features
Facial landmarks are key points along the shape of the

detected face and they can be used as face features to perform
several tasks like improve face recognition, align facial images,
distinguish males and females, estimate the head pose, and so
on.

Key points from landmarks are rarely used as a representa-
tion of face verification tasks, typically facial nodal points are
used instead. As nodal points, we can either use directly some
of the facial landmarks or we can compute some new points
starting from the facial landmarks. For example, the eyes, the
nose, and the mouth are very representative parts of a person’s
face, so points relative to these parts of the face can be relevant
to represent that face. In particular, for example, for the eyes,
we can use the centroid of the eye instead of using the facial
landmarks that constitute the contour of the eye.

In order to perform the face detection and to extract the
facial landmarks from an image, we used the dlib library [15].
In particular, the face detector is made using the Histogram
of Oriented Gradients (HOG) feature combined with a linear
classifier, an image pyramid, and sliding window detection
scheme. The facial landmark detector is an implementation
of the approach presented by Kazemi et al. in [16]. It returns
an array of 68 points in form of (x,y) coordinates that map
to facial structures of the face, as shown in Figure 1. The
computational time for extracting the facial landmarks from
the image reported in Figure 2 on a MacBook Pro 2013 with
an i7 Intel Core 2.5 GHz is about 70 ms.

The distances between nodal points and facial landmarks
can be used to build a feature of the face that can be compared
with other faces features. In particular, we computed three
features based on the distances between nodal points and facial
landmarks: the 5-points feature, the 68-points feature and the
Pairs feature. All the distances used to compute these features
are normalized to the size of the bounding box of the face.
In particular, each distance is divided by the diagonal of the
bounding box.

1) 5-points feature: In order to build the 5-points feature,
we used five specific nodal points: the centroids of the two
eyes, the center of the nose, and the sides of the mouth.
The centroids of the two eyes are computed from the six
facial landmarks for each eye returned by the dlib library. For
the nodal points of the nose and of the mouth, instead, we
used directly some of the facial landmarks, respectively the

Figure 3. Distances from the centroid of the face to all 68 facial landmarks,
used to build the 68-points features.

landmark #31 for the nose and the landmarks #49 and #55 for
the sides of the mouth (see Figure 2(a)). We used these nodal
points to compute the following 5 distances (see Figure 2(b)):

• left eye centroid - right eye centroid
• left eye centroid - nose
• right eye centroid - nose
• nose - left mouth
• nose - right mouth

This produces a 5-dimensional float vector that we used as
5-point feature of the face.

2) 68-points feature: For the 68-points feature, we com-
puted the centroid of all the 68 facial landmarks returned by the
dlib library and we computed the distance between this point
and all the 68 facial landmarks (see Figure 3). This produces
a 68-dimensional float vector that we used as 68-feature of the
face.

3) Pairs feature: The pairs feature is obtained by comput-
ing the distance of all unique pairs of points taken from the
68 facial landmarks computed on the input face, as suggested
in [9]. This produces a vector of 2.278 float distances that we
used as Pairs feature of the face.

B. Deep Features
Deep Learning [17] is a branch of machine learning that

uses lots of labeled data to teach computers how to perform
perceptive tasks like vision or hearing, with a near-human
level of accuracy. In particular, in computer vision tasks,
CNNs are exploited to learn features from labeled data. A
CNN learns a hierarchy of features, starting from low level
(pixels), to high level (classes). The learned feature is thus
optimized for the task and there is no need to handcraft it. Deep

2Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-627-9

MMEDIA 2018 : The Tenth International Conference on Advances in Multimedia

                            10 / 36



Figure 4. Structure of the VGG-Face CNN used to extract the deep features.

Learning approaches give very good results in executing tasks
like image classification, object detection and recognition,
scene understanding, natural language processing , traffic sign
recognition, cancer cell detection and so on [18]–[21].

However, CNNs are good not only for classification pur-
poses. In fact, as said before, each convolutional layer of a
CNN learns a feature of the input image. In particular, the
output of one of the bottom layers before the output of the
network, is, in fact, a high-level representation of the input
image, that can be used as a feature for that image. We call
deep feature this representation of the image. This feature can
be compared to other deep features computed on other faces,
and close deep features vectors mean that the input faces are
semantically similar. Therefore, if their distance is below a
given threshold, we can conclude that the two faces belong to
the same person.

For this work, we used the VGG-Face network [2] that is
a CNN composed of 16 layers, 13 of which are convolutional.
We took the output of the fully connected layer 7 (FC7) as
deep feature, that is a vector of 4.096 floats (see Figure 4).
The computational time for extracting the deep feature from
the image reported in Figure 2 on a MacBook Pro 2013 with
an i7 Intel Core 2.5 GHz is about 300 ms, that is four times
the time needed to extract the facial landmarks from the same
image.

III. EXPERIMENTAL EVALUATION

In this section, we describe the experiments performed to
compare the accuracy of the different features described in
Sections II-A and II-B in performing the face verification task.
We first describe the test set used in our experiments, that
is constituted by six videos acquired by surveillance cameras
deployed in some of the corridors of the Instytut Ekspertyz
Sdowych in Krakow and by the famous face dataset LFW,
that we used as confusion set. We then present an analysis of
the distances computed over the facial landmarks and, finally,
we report some accuracy results obtained by our experiments
on the considered features.

A. Test set
We used six videos as test set, provided by the EU Frame-

work Programme Horizon 2020 COST Association COST
Action CA16101 [22]. These videos are taken from three dif-
ferent surveillance cameras deployed in the Instytut Ekspertyz
Sdowych in Krakow and they capture two different persons (we
call them ”Person1” and ”Person2”). Each of them is recorded
in all the environments where the cameras are installed. So, we
have three videos for Person1 and three videos for Person2.
For each video, we analyzed each frame independently. In
particular, for each frame, we executed the face detection

(a) Sample from P1-video2. (b) Sample from P1-video3.

Figure 5. Samples of videos for Person1.

(a) Sample from P2-video1. (b) Sample from P2-video2.

(c) Sample from P2-video3.

Figure 6. Samples of videos for Person2.

phase, and for the frames where a face has been detected,
we executed the facial landmarks detection algorithm. We
then computed the 5-points, 68-points and Pairs features, by
exploiting the 68 detected landmarks.

The videos used in our experiments are very challenging
because the resolution is low (768x576), and the person is in
the foreground of the scene. We have obtained 59 total frames
containing faces in all the six videos, that are composed as
follows:

• Person1 (P1):
◦ video1: 0 faces detected (the face was never

recorded clearly in the video);
◦ video2: 5 faces detected;
◦ video3: 19 faces detected;

• Person2 (P2):
◦ video1: 5 faces detected;
◦ video2: 16 faces detected;
◦ video3: 14 faces detected;

Figures 5 and 6 show some samples of the Person1 videos
and Person2 videos, respectively.

B. Facial landmarks distances measurements
In order to understand if there is a way to better exploit the

distance between facial landmark points, we have performed
an analysis and computed some measurements on the distances
between 5 nodal points and on the distances between the 68
facial landmarks and the centroid, in different frames collected
by the sample videos that we used as test set.

3Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-627-9
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(a) 5-points features for Person1 videos.

(b) 5-points features for Person2 videos.

Figure 7. Distances between the 5 nodal points in different frames of
Person1 (a) and Person2 (b) videos.

Figures 7 and 8 show, respectively, the trend of the compo-
nents of the 5-points and 68-points features in different frames
of the videos, for both persons. Please, recall that Person1 face
has been detected in just two videos, while Person2 face has
been detected in all three videos. It is possible to notice that,
for frames of the same video, the lines of the distances are
quite regular, while they have a great difference when moving
to another video. This shows that, while a person is seen by
the same camera, with the same angle of view, it is possible
to use the distance of facial landmarks to recognize a person
by its face with good accuracy.

We also computed the average and the variance of the
distances between nodal points and facial landmarks reported
in Figure 9. In particular, Figure 9(a) reports the average and
the variance of the distances between the 5 nodal points and
Figure 9(b) reports the average and variance of the distances
between the centroid of the face and the 68 facial landmarks.
In both cases, the average and the variance are computed on
the distance of the same pair of points in all the different
frames of Person1 and Person2 videos. The figure shows that
the variance is very small in almost every pair of points, and
also that the average value of the two persons is quite different
in four of five pairs of the nodal points (Figure 9(a)) and in
lots of 68 facial landmarks (Figure 9(b)). This means that, by
analyzing consecutive frames of a video, when this is feasible,
it is possible to increase the possibility to recognize a certain
person by using the distance of the facial landmarks.

(a) 68-point features for Person1 videos.

(b) 68-points features for Person2 videos.

Figure 8. Distances between the 68 facial landmarks and the face centroid in
different frames of Person1 (a) and Person2 (b) videos.

C. Classification Accuracy

We performed some experiments to compare the accuracy
in performing the face verification task by using the four
different features described above. To this purpose, the faces
extracted from the videos were merged with LFW, that has
been used as distractor.

LFW is a very famous face dataset, which contains around
13 thousand faces and 5.750 different identities. All images in
LFW are 250x250 pixels and the face is aligned to be in the
center of the image. However, there is a lot of background in
the images, sometimes capturing also other people faces. This
could lead to multiple face detection. Therefore, we cropped
each image in the LFW dataset to the size of 150x150 pixels,
by keeping the same center, in order to cut the background and
avoid multiple face detection. In this case also, we performed
the face detection and we computed the facial landmark points
by using the dlib library (Figure 10 shows some examples of
LFW faces with facial landmarks highlighted). We merged the
LFW dataset with the 59 faces that we detected in the test
videos and we created a unified dataset. We then extracted
the four different features (5-points, 68-points, Pairs and deep
features), from all the faces in the new dataset.

We used each of the faces detected in the test set videos
as a query for a NN search in the unified dataset. We used the
Euclidean distance as dissimilarity measure between features
and sorted the entire dataset according to this distance with
the given query, from the nearest to the farthest. We discarded
the first result of each query since it is the query itself.

4Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-627-9
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(a) 5- points feature average and variance for Person1 videos.

(b) 68-points feature average and variance for Person2 videos.

Figure 9. Average and variance of the 5 and 68 distances for Person1 (a)
and Person2 (b).

Figure 10. Some examples from LFW dataset and the corresponding
detected faces with facial landmarks.

Figure 11 reports some query examples with the Top5
results, for all the features analyzed. For each feature, we report
the best and the worst result, in which the biggest number of,
respectively, correct and wrong matches in the first five results
is obtained. The best result of 5-points feature only got three
correct matches in the Top5 results, while all the other features
got all correct matches in the Top5 results. The worst result
is the same for all the facial landmarks features, that is no
correct match in the Top5 results. On the other hand, the deep
feature worst result only has one wrong match, that is ranked
in the last of the Top5 results.

The different size of the faces detected in the videos is due
to the different size of the bounding box of the face computed
by the face detector library. This is caused by the different
position of the person in the scene with respect to the camera;
a bigger face means that the person is closer to the camera.

TABLE I. MEAN AVERAGE PRECISION COMPUTED FOR ALL THE FOUR
DIFFERENT FEATURES.

Feature mAP
5-points feature 0.03
68-points feature 0.06
Pairs feature 0.07
Deep feature 0.81

We compared all the four different features by computing
the mean Average Precision (mAP) on the results of the
queries, so we measured how well the results are ordered
according to the query. In particular, for each query, we sum
the number of correct results, weighted by their position in the
result set, and we divide this value by all the correct elements
in the dataset. We then average the precision of all queries,
thus obtaining the mean Average Precision for each feature.

The results are reported in Table I. They show that the 68-
points feature is two times better than the 5-points feature, and
the Pairs feature slightly improves the 68-points feature result.
However, the deep feature is more than one order of magnitude
better than all the features based on the facial landmarks.

TABLE II. TOP1 AND TOP5 ACCURACY COMPUTED FOR ALL THE FOUR
DIFFERENT FEATURES.

Feature Top1 Top5
5-points feature 24% 47%
68-points feature 51% 76%
Pairs feature 64% 78%
Deep feature 97% 98%

We also computed the Top1 and Top5 accuracy for all the
features considered. The Top1 accuracy counts the percentage
of queries in which the first person of the result set is the
same person of the corresponding query. The Top5 accuracy
considers the first five persons of the result set to check if
the correct one is present. Table II shows that 5-points feature
works very bad in this scenario with small and low-resolution
faces with a Top1 accuracy of only 24% and a Top5 accuracy
of 47%. The 68-points feature and the Pairs features, improve
the Top1 accuracy of more than twice with respect to the 5-
points feature, and up to 78% in case of the Top5 accuracy.
Also in this case, however, the deep feature works much better
obtaining a 97% Top1 accuracy and a 98% Top5 accuracy.

The facial landmarks have indeed the property of being
an accepted proof in trials, and they can be used to classify
people in some conditions and with a certain accuracy; they are
also faster to be computed with respect to the deep features.
However, the deep feature shows much better performance,
especially in challenging scenarios with low-resolution faces.

IV. CONCLUSION

In this paper, we presented a comparison between facial
landmarks and deep learning approaches in performing the
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Figure 11. Query examples for the all the kinds of features, with Top5 results. For each feature, the best and the worst results are reported.

face verification task. Facial landmarks are very important
in forensics because they can be used as objective proof in
trials. We performed our experiments on videos taken in a
real scenario and by exploiting the widely used face dataset
LFW. Results show that the accuracy of the deep features in
verifying whether a face belongs to a given person is much
greater than the one of facial landmarks based approach. On
the other hand, the deep learning results cannot be used as
proof in court. We think, however, that deep features approach
should help the forensics process along with facial landmarks.
In particular, the latter should be used after the face verification
has been executed with deep features, in order to provide an
objective measure for the decision.
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Abstract—Color is one of the visual elements that psychologically
affect people’s emotion. Although there are slight differences
based on culture, several studies in color psychology have found
that most single colors generally have meaning or emotion.
Therefore, most professional designers use colors in their works
to express the emotion. In this paper, we present a novel method
that recommends design images using a color combination based
on the relation between color and emotion. To achieve this, we
estimate emotion based on the color image scale, which is a
famous color theory in the field of design, and recommend design
images according to the emotion.

Keywords–color image scale; emotion; design image; color
combination.

I. INTRODUCTION

Color is a visual element that psychologically affects
people’s emotion. Generally, it is known that single colors have
their own meaning or emotion [1]. In addition, the combination
of colors also significantly affects emotion [2]. Many people
apply these principles knowingly or unknowingly in their daily
life, for example, to coordinate clothes, select furniture color,
etc.

The color image scale [3] [4] is a theory studied by
Shigenobu Kobayashi at Nippon Color & Design Research
Institute. In their psychophysical research, they presented over
1000 color combinations to express any emotion, taste, or
lifestyle that belongs to 174 semantic keywords on the emotion
perceived from color. They labeled each combination of three
colors with one of 174 keywords. In addition, they devised a
two-dimensional emotion space, the color image scale, which
consists of two axes that correspond to the scales cool-warm
and soft-hard. On the color image scale, they located every
keyword according to its two scales measured by several
studies. Figure 1(a) presents the concept that illustrates sev-
eral examples of three-color combinations, along with their
keywords, plotted in the color image scale [4]. In this scale,
they also defined 15 categories such that each keyword belongs
to one of the categories.

Most professional designers also reflect these principles
in their works. To convey intended emotion, they intuitively
employ the color combination in their design. At this time,
color combinations which are used for an emotion can be
different to each other, because it is known that there are lots of
available combinations for an arbitrary emotion. Consequently,
the colors used in the works depend on designers’ knowledge

(a) Three-color combinations (b) The emotion keywords

Figure 1. Three-color combinations and emotion keywords on color image.

and experiences, so that it is not an easy task for non-experts
and beginners to use colors appropriately according to their
emotion.

In this paper, we present a novel method that recommends
design images using the emotion estimated from images based
on the color images scale theory. We establish an emotion
prediction model using a machine learning technique. For
this, we find the relationship between the emotion and the
properties of the color combination in the color image scale.
Then, we extract the main colors from the image. Finally, we
estimate the emotion of the image via the properties of the
main colors extracted. Once the prediction model is ready,
any other knowledge is not required in our method, and design
images are recommended according to input emotion.

The remainder of this paper is organized as follows. In
Section II, we explain our approach for establishing emo-
tion prediction model from color combinations. Then, we
present our method for estimating emotion by extracting color
combinations from image in Section III. In Section IV, we
demonstrate the results of our proposed method and discuss
the algorithm used and its limitations. Finally, we conclude this
paper in Section V with a summary of our ideas and outline
of future work.

II. ESTABLISHING EMOTION PREDICTION MODEL FROM
THREE-COLOR COMBINATIONS

To estimate an emotion from an image, we use the three-
color combinations surveyed by Kobayashi [4]. His research
provides such combinations tagged as the name of the emotion,
and thus we can estimate emotion from an image by extracting
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(a) (b) (c)

Figure 2. Extracting three-color combinations from input image. (a) Input
image, (b) normalized image, and (c) top three colors frequently used.

a color combination from the image. Kobayashi’s research also
provides the name of each color combination and the emotion
position in the color image scale. Because the positions of the
emotion keywords are graphically represented in the work [4],
we estimate the position by acquiring the centre position of the
text in the graph (Figure 1(b)). Consequently, we obtain three-
color combinations that include the name of three colors and
of the emotion tagged on the combinations, and the emotion
position in the color image scale.

Kobayashi’s work [4] did not cover all possible three-
color combinations. Thus, estimating an emotion from random
color combination is important to find the relationship between
each color in his three-color combination. To estimate such
relationship, we employ a machine learning technique. First,
we extract features from the colors in the combination, such
as the hue/saturation/luminance difference between two colors,
and the average hue/saturation/luminance value of three colors.
Consequently, we obtain a 12-dimensional feature for each
three-color combination. Next, we generate data pairs with the
features and two-dimensional position of the emotion tagged
on the data, three-color combination. Finally, we acquire a
prediction function that estimates the emotion coordinates from
the random three-color combination using linear regression [5].

For our experiment, we used 936 three-color combinations
and 174 emotions. To ignore the order of the colors in the
combination, we generated all possible combinations from the
given 936 three-color combinations, such that six combinations
are generated from each three- color combination. The range
of both coordinates in the color image scale is [−3 : +3]. In
our experiment, the prediction error magnitude was recorded at
0.64. In our analysis, the significant factors seem to be average
(avg.) hue, hue difference, avg. saturation, and intensity.

III. ESTIMATING EMOTION BY EXTRACTING COLOR
COMBINATIONS FROM IMAGE

Once the model for predicting emotion from color com-
binations is established, it is enabled to estimate the emotion
of image by using the color combination of image. In this
study, we assume that the three colors used predominantly in
an image affect human emotion similarly to three-color com-
binations. Therefore, we use the three colors most frequently
used in an image to estimate emotion.

In general, digital color images have 24-bit depth color.
There are too many discrete colors in an image, and thus
finding the most frequently used colors is not meaningful. For
this reason, we normalize an image by enforcing a limited
number of colors. Kobayashi used Hue & Tone 130 system in

(a) Kobayashi’s ground truth [4]

(b) Our results

Figure 3. Ground truth color image scale of 16 images used by Kobayashi
and our results.

[3] to construct the image scale of three-color combinations,
and thus we normalize image colors using the same color
system (Figure 2).

After normalizing the colors, we estimate the emotion
coordinates in the color image scale of an image using
the prediction function described in Section II. Kobayashi
showed the coordinates of 16 famous painting images in [4]
(Figure 3(a)). Similarly to the emotion names, we acquire
the image coordinates by calculating the centre position of
each image. For 16 images with ground truth emotion, we
estimate emotion as the coordinates in the color image scale
(Figure 3(b)). In our experiment, the mean error magnitude
was recorded at 2.08.

We then recommend several images of which emotion
estimated by our method is closer to the input emotion on
the color image scale.

IV. EXPERIMENTAL RESULTS

For machine learning methodology, we used linear regres-
sion by using Weka library [5]. We evaluated our prediction
performance by using 10-fold cross validation. Figure 4 shows
recommended images of given emotion keywords on proposed
method.

To evaluate our emotion estimation as described in Sec-
tion III, we gathered ground truth data of experimental images
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(a) ‘provincial’

(b) ‘simple and elegant’

(c) ‘mysterious’

Figure 4. Recommended images of given emotion keywords.

using a Crowdsourced user study, Amazon mTurk [6]. The
ground truth annotations of 47 design images were generated
by aggregating the study participants’ labels over each image.
Figure 5 shows a sample question for labeling the color image
scale of a given image. For each image, we asked over 50
participants to select a degree of the two factors, warm-cool
and soft-hard, considering color and tone only.

After obtaining the ground truth color image scale of
47 images, we evaluated the performance of our emotion
estimation algorithm. In our experiment, the mean errors for
warm-cool and soft-hard were measured by calculating the
distance between the ground truth and estimated emotion
coordinates, and the corresponding values are 0.13 and 0.21.

In our experiment, the performance of emotion estimation
from an image is worse than that of the emotion estimation
from the three-color combination. In general, digital image
colors for the same image differ slightly from each other
according to image format and compression rate. Therefore,
the prediction performance depends mainly on the color of
the image.

V. CONCLUSION

In this paper, we proposed a novel method that recommends
images based on the emotion estimated from the image. For
this, we established emotion prediction model by using the

Figure 5. Sample question for labeling color image scale of given image.

color image scale, a well-known theory in design fields, and
estimated the emotion of image using top three colors and
the model. Then we recommended images of which estimated
emotion was closer to input emotion on color image scale. In
addition, we conducted crowdsourced user study to evaluate
our results.

Our experiment mainly depended on Kobayashi’s research.
Moreover, we obtained the three-color combination from im-
ages by naı̈vely extracting top three colors frequently used;
therefore, there is no guarantee that the extracted three-color
combination successfully represents the image. Also, it is
known that human emotions affected by color can be altered
based on era and culture. Consequently, a more robust ap-
proach for estimating human emotion is required in our future
work.

In this paper, we consider only color. However, the factor
that affects the emotion of images is not only color. In our
future work, we will study other factors that can affect the
emotion of images, such as composition and texture, and
improve our emotion estimation by employing these factors.
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Abstract—Reduction is a method for arranging the scores of a
multipart composition to its ensemble. In this study, we propose
an arrangement system using the full score to automate the
arrangement by reduction. Our target instrument for this study
is an electronic organ, which has a score similar to the score
of an ensemble. First, we performed clustering based on the
rhythm, melodic activity, harmony, sonic richness, and timbre of
the instruments to reduce the part number of the melody in the
full score. Further, we selected clusters of melodies corresponding
to the right-hand, left-hand, and foot parts of the electronic organ.
Finally, the musical score was rectified to be able to play the
electronic organ. This system was evaluated using four songs.
The average values of the right-hand, left-hand, and foot parts
were 0.80, 0.71, and 0.77, respectively. These results depicted that
the proposed arrangement was suitable for preparing electronic
organ scores from the full score.

Keywords–Music; Arrangement; Reduction; Clustering; Elec-
tronic Organ.

I. INTRODUCTION
Piano and electronic organs can play orchestral songs and

can be used to express the orchestra performance. However,
all songs do not have musical scores. Therefore, we proposed
a system that can automatically generate music scores for
different songs.

Several studies have been performed on the piano music
arrangement; however, the electronic organ music arrangement
has not been much studied. Electronic organ can be used
to play a wide range of sounds and rhythms. Nonetheless,
the number of electronic organ notation is less than the
number of piano score. Therefore, this study aims to focus
on electronic organ music arrangement using an arrangement
method known as reduction. In reduction, the full score (shown
in Figure 1) composed of multiple parts is contracted to the
main elements by reducing or eliminating the melody. When
arranging by reduction, the system must consider the melodies
that it must eliminate. These melodies change depending on the
instruments for which the music is being arranged; therefore, it
is difficult to definitely set any criteria. For example, the piano
score comprises two parts: the right and left hands. To reduce
a piano score, we can omit a melody like the main melody
and the accompaniment. For instruments like the guitar, we
eliminate the chord melody. In this way, reduction is performed
based on the characteristics of the musical instrument whose
scores have to be arranged.

The remainder of the paper is structured as follows. Section
II introduces the characteristics of electronic organ and ex-
plains the related works. Section III introduces the arrangement

method of electronic organ score. Section IV gives the test
results of arrangement system. Section V discusses the results.
Conclusions are given in Section VI.

Figure 1. A Multipart Musical Score

II. ELECTRONIC ORGAN REDUCTION

A. Characteristics of the electronic organ
The electronic organ is played using the right and left

hands, whereas an electronic organ is played using the right
hand, the left hand, and a foot. Additionally, the piano has
one keyboard, but the electronic organ has three keyboards.
Therefore, the score for an electronic organ is a three-set score
(e.g., see Figure 2).

The right hand of the melody often constitutes the main
melody. The left hand of the melody often contains the chords
with sound numbers of four or less. Foot melodies mainly
comprise the root of the chord and are always single notes.
The pitch is observed to initially reduce for the right-hand
melodies, then for the left-hand melodies, and finally for the
foot melodies. When the right-hand and left-hand melodies
coincide in time, their range is within one octave.

As a major feature of an electronic organ, it is possible
to reproduce timbres for approximately 900 types of musical
instruments. Therefore, different timbres overlap on a single
keyboard. Additionally, it is possible to switch timbres auto-
matically; therefore, we can continue playing the melodies of
different instruments.

Electronic organs contain rhythm boxes, such as percussion
instruments. The music rhythms are prepared in advance, and
the player plays the organ using this rhythm.
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Figure 2. Electronic Organ Score

B. Related Work

Using reduction, the scores of a multipart music can be
condensed to the musical score of a single target instrument.
Several studies have been performed on reduction by automatic
arrangement. Fujita [1] proposed a method for creating piano
notations using multiple parts. The method focuses on the
average pitch, pronunciation time, pitch, and rhythm pattern
and estimates the melody and baseline from the melody of the
full score. Additionally, we adopted the melodies for the right-
hand and the left-hand parts of the piano. However, we were
unable to uniquely determine the melody for the polyphonic
songs using this method. Furthermore, the piano does not al-
ways continue the melody and baseline at all times. Therefore,
this method is insufficient. In this research, we decided to put
together the melodies with similar characteristics instead of
estimating and scoring the melody. Using these melodies, we
chose the melody that sounded similar to that of a piano.

Ito et al. [2] intended to make an ensemble music notation
from the full score. First, they performed the clustering of
melodies. Further, they eliminated unnecessary melody clus-
ters. However, this clustering did not consider the musical point
of view because the researchers considered only the distance of
the notes on the score. Matsubara et al. [3] studied clustering
in consideration of the musical features. They performed clus-
tering using the features of rhythm, melodic activity, harmony,
and sonic richness. In this study, we added a new feature, the
timbre quantity, to the clustering proposed by Matsubara et al.
Further, using the clustered melodies, we selected a melody
cluster that reflected the characteristics of the electronic organ
and created an electronic organ score.

Rose Curtis [4] stated that the timbre of an instrument
depends on the amplitude envelope of the sound, fluctuations
caused by vibrato and tremolo, formant structure, perceived
volume, duration, and temporal frequency of the component
fluctuation.

Therefore, we decided to focus on the formant structure.
The common methods used to analyze the formant structure
are the Linear Predictive Coding (LPC) [5], LPC cepstrum [6],
cepstrum, and Mel Frequency Cepstrum Coefficient (MFCC)
[7]. In this study, we analyzed the sounds of different musical
instruments and the sound range that could be produced by
each instrument. It was difficult to compare within the same
note range. In addition, the sound produced by the musical
instrument has the property of a harmonic structure in which
the frequency of the integral multiples of the fundamental
frequency appears strongly. Thus, the LPC for obtaining the
formant structure including the portion where the frequency
strongly appears is not suitable here. In this study, we analyze
the timbre of musical instruments using MFCC as an analysis
method to investigate the formant structure that is not consid-
erably affected by the pitch.

III. ARRANGEMENT METHOD OF ELECTRONIC
ORGAN SCORE

This system inputs the full score expressed in the Mu-
sicXML [8] format. The system must obtain the instrument
name, bar number, octave, note type,pitch, duration, and
metrical information from the MusicXML file. Based on this
information, we prepared the five features (the pronunciation
time, pitch change, harmony, persistent pronunciation pattern,
and timbre of the instrument). The full score of the melody
was clustered using these features and was further grouped
into multiple melody groups having similar characteristics.
After clustering, we selected the three groups corresponding
to the right hand, left hand, and foot parts of the electronic
organ score. Finally, the score was corrected so that it could
be played on an electronic organ. The electronic organ score
arranged by the system generated the musical score having
three parts and was written out in the MusicXML format. We
used the MuseScore [9] scorewriter software for creating the
MusicXML format.

A. Melody Grouping

1) Features: The melodies are classified based on five fea-
tures: rhythmic activity, melodic activity, consonance activity,
sonic richness, and instrument timbre.

Based on the literature [3], we prepared four features:
rhythmic activity, melodic activity, consonance activity, and
sonic richness. The timbre feature of the instrument is a newly
defined quantity in this research.

Rhythmic Activity: This feature considers the amount of
rhythm in the musical score. When the two phrases in a
melody are pronounced at the same time, they possess the
same rhythm. For example, the rests after the beats in Figure
3(b) generate the same rhythm as depicted in Figure 3(a). As
the basic unit, we used the shortest note per unit time. This
unit was assigned the value 1 when the note was sounded, and
the value 0 was assigned when the note was not sounded. This
generated a binary vector RA with n elements.

Figure 3. Feature vector of rhythmic activity

Melodic Activity: For most melodies, the pitch varies
throughout the melody. Therefore, as the harmony often
shares the same movements as the melody, the harmonies
and melodies are often considered to be the same phrase. For
example, the melodies in Figure 4(a) and (b) can be regarded to
be similar melodies with different pitches. In each unit time,
a transition between two notes is set to 1 when the note is
higher than the preceding note. The transition is set to 0 when
the pitch does not change and to −1 when the note is lower
than the preceding note. This process generates a vector MA
of melodic activity. The vector MA compares each note with
its previous neighbor. There is no sound previous to the head
sound. Therefore, the comparison starts from the note that
immediately follows the head note. This means that the vector
is n− 1, i.e., the number of elements minus one.
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Figure 4. Feature vector of melodic activity

Consonance Activity: Even when the pitches follow similar
movements, many non-harmonious sounds can appear in the
parts of the melody. These harmony-like accompaniment parts
are recognized as different phrases. Therefore, we calculated
the top three sounds from all parts of the phrase per unit time
and approximately replicated the harmony sound, as depicted
in Figure 5(a). In each unit time, we set the inclusion or exclu-
sion of harmonious tones to 1 and 0, respectively, generating
a binary vector CA of consonance activity with n elements.
Therefore, it is possible to distinguish the melody of Figure
5(c), which contains many melodies and harmonies, from the
melody of Figure 5(b), which contains few harmonious sounds.

Figure 5. Feature vector of consonance activity

Sonic Richness: This feature quantifies the sound of the
instrument. It is possible to distinguish the melody in Figure
6(b), which includes the melody and the rest elements;these
elements can be easily distinguished from Figure 6(a) that does
not include any rest elements. In each unit time, the presence
or absence of sound is assigned as 1 and 0, respectively,
generating a binary vector SR of sonic richness with n
elements.

Figure 6. Feature vector of sonic richness

Instrument Timbre: Musical instruments of a similar timbre
often play a similar melody. In an electronic organ, you can
play with the timbres of multiple instruments stacked on top
of each other. Therefore, it is common to play such melodies
on the same keyboard. To play a melody, the feature vector IT
(Instrument Timbre) is used to measure the similarity between
the timbres of each instrument.

First, we modeled the timbres. To extract the features of
the timbre, we prepared Musical Instrument Digital Interface
(MIDI) sound sources of 29 musical instruments. These instru-
ments are usually used in orchestras and brass performances.
The MIDI sounds that we have used were the sounds produced

for a time period of approximately 3 s. In addition, the timbre
of the instrument could be changed by the pitch using a pitch
of approximately two octaves of the note range that were used
in the full score.

Further, we considered the section used by the MIDI sound
source. The timbre is observed to alter from the beginning to
the end of the sound produced by the instrument. Therefore, we
decided to use the section corresponding to the Attack-Decay-
Sustain-Release (ADSR) envelope [4] separately. ADSR is de-
fined by dividing the amplitude envelope of the time waveform
into four sections. The time required for the sound to suddenly
move from nil to a peak is known as the attack. Decay is the
interval in which the sound decays from the attack level to the
designated sustain level. Sustain is the level at which the sound
continues for as long as the vocalist’s breath continues or while
the piano/organ key is pressed. Finally, the release time is the
time that is required to decay from the sustain level to zero.
In this study, we used 1.5 s as the sustain interval, which does
not change much with timbre and is relatively stable as the
feature quantity. The formant structure was obtained using a
15-dimensional MFCC having a frame length of 256 points
and a shift length of 128 points. This is used as a feature
quantity of the timbre model.

We modeled the timbre using the obtained feature quantity.
For modeling, we used the mixed Gaussian model called
Gaussian Mixture Model (GMM) [10]. We designed the GMM
with a mixture ratio of 8.

Further, we measured the similarity of the timbre. The
timbre is modeled on the sum of multiple multidimensional
normal distributions using GMM. In this study, the similarity
of the timbre model is measured by comparing the shape of
the probability density function. To calculate the similarity,
we used the Kullback-Leibler (KL) divergence [11] for mea-
suring the difference in the probability distribution. When the
probability distributions of the timbres of the instruments of
parts i and j are P and Q, which are continuous probability
distributions, Equation (1) expresses the similarity using the
KL divergence. Then, p(x) and q(x) are the probability density
functions of the timbre of each musical instrument. A property
of the KL divergence is that it is always 0 or more, and it is
0 when the two distributions are equal. The KL divergence is
asymmetric (Equation (2)); therefore, we use the average of
the KL divergence values in this study.

DKL(i, j) =

∫ ∞

−∞
p(x) log

p(x)

q(x)
dx (1)

DKL(P ||Q) ̸= DKL(Q||P ) (2)

The feature quantity of the timbre is a pairwise value
between musical instruments. However, the feature quantity
defined in [3] is the feature quantity of each musical instru-
ment. Therefore, it is necessary to convert the timbre feature
quantity to the feature quantity of each musical instrument. In
this study, the value of the KL divergence was converted into
the value of each instrument using Multi Dimensional Scaling
(MDS) [12]. We converted the divergence to 5-dimensional
features. In this study, the IT vector is a normalized vector of
these feature vectors.

Figure 7 depicts the IT vector using an isomap in a 2-
dimensional musical instrument space; it was visualized to
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make the timbre distances of each instrument easier to un-
derstand. For example, a brass instrument trumpet and cornet
are similar instruments; therefore, they have similar timbres.
Therefore, their timbre values are located close to each other.
Other instruments having similar timbres are a cello and viola
among stringed instruments and an alto and tenor sax among
woodwind instruments. Thus, the model created using tone
colors can be the correct model.

Figure 7. Visualization of the distance of timbre in musical instruments in
instrument space

2) Similarity: The scale used for clustering is defined. For
distance clustering, we adopted cosine similarity, which groups
similar melodies. In the classification, the cosine similarity was
subtracted from 1.

The total of all the weights wk(k = 1, 2, 3, 4, 5) is 1.
DRA(i, j) defines the distance between the parts i and j
using the feature vector RA. Similarly, DSR(i, j), DMA(i, j),
DCA(i, j), and DIT (i, j) defines the distance using the feature
vector SR, MA, CA, and IT . We performed clustering using
the value of D given in Equation (3).

D(i, j) = w1DRA(i, j) + w2DSR(i, j)

+ w3DMA(i, j) + w4DCA(i, j) + w5DIT (i, j)
(3)

3) Melody clustering: We performed clustering by the k-
means method using the above five features. The clustering
was performed in units of two measures so that the number
of simultaneous sounds remained below 5. Melody clustering
was implemented as follows.

1) We set the cluster number to K = 5, and the part
number as N . We acquired the note data for each
part in two measures.

2) We prepared the feature vector defined in III-A1 from
the note data of each extracted part and applied the
k-means method with the cluster number K, using
the scale defined by Equation (3).

3) We obtained the clustering results. The clustering
terminated when there were four or fewer note names
in each group simultaneously or when K = N ;
otherwise, we set K = K + 1 and returned to the
first step.

The initial value was determined randomly. From the sec-
ond time onward, the initial value was the value immediately
preceding the label number. As the number of clusters differed
for each measure, more clusters were assigned than the number

of parts. After the experimental exploration, the initial number
of clusters was set to 5.

B. Selection of classified groups
Among the classified groups, we identified the melodies

corresponding to the right-hand, left-hand, and foot parts of the
electronic organ score. We first selected the foot part (the most
dissimilar playing method); this was followed by the right-hand
and left-hand parts.

The main objective of the foot part was to supplement
the whole song with bass melodies. Therefore, in each of the
classified groups, melodies with the largest rate of notes with
a pitch of C3 or less were selected for the foot part. The rates
of bass melodies were calculated by dividing the number of
notes below C3 by the number of notes per unit time.

Further, we selected the group corresponding to the right
hand. The right hand produces higher sounds than the other
keys; therefore, this selection considers the proportion of the
treble notes. Furthermore, the right-hand part often controls
the melody with a large number of pronunciations (the main
melody); therefore, we also considered the rate of the num-
ber of pronunciations. The high pitch rate HR(High Rate)
was calculated by dividing the number of notes above C5
by the number of notes per unit time. The sound-number
ratio PR(Pronunciation Rate) was calculated by dividing the
number of sounds in the measures by the duration (when the
smallest note was 1). The group with the largest value of these
weighted sum was chosen to be the right-hand part.

Finally, we selected the group corresponding to the left-
hand part. The left hand often plays a chord; therefore, the
group with the highest proportion of chords was selected as
this part. The chord rate was calculated by dividing the number
of chord sounds by the total number of sounds.

C. Correction based on restriction of electronic organ
The pitches of notes in each group correspond to particular

musical instruments. In some cases, these notes cannot be
played on the keyboard. Therefore, they must be corrected for
compatibility with the electronic organ. To rectify the musical
score, we simultaneously examined the right-hand, left-hand,
and foot parts in each bar.

We initially rectified the foot-part melody. The foot part
cannot play two sounds at the same time; therefore, the
appearance of two sounds in the foot part must be corrected.
For this purpose, we combined two sounds having the same
note name into one sound. Sound combinations are based
on the number of pronunciations of the musical instruments.
When two notes had different sound names, we retained the
sound corresponding to the root sound of the chord and erased
the other sounds. When there was no sound corresponding to
the root of the chord, we left a melody with a large number of
pronunciation instruments. In addition, we modified the pitch
range to that of the foot keyboard (i.e., approximately 1.5
octaves from C2 to G3).

Further, we rectified the right-hand and left-hand scores.
The lowest and highest notes played at the same time by the
right and left hands differed by more than one octave. Similar
to the foot part, we rectified the sounds with the same note
name if the sounds were observed to correspond to a large
number of musical instruments. When two notes possessed
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different sound names, they were consolidated such that they
never differed more than one octave. The intersection of the
left and right hands indicated an infeasible playing situation.
In such cases, the sound was consolidated to range from C3
to C4.

IV. EXPERIMENT
A. Experimental method

We evaluated the atmosphere of the performances before
and after arranging the music and determined whether the
music score was performed by considering the characteristics
of the electronic organ. The existing electronic organ score
maintained the musical atmosphere and was considered to be
easy to play. Therefore, this score was evaluated to be the
correct arrangement. On comparing the musical score of the
arranged music with that of the correct answer, we were able
to evaluate the similarity. In this way, we were able to judge
whether the arrangement system was good or bad. Here, the
evaluation value was calculated for the right hand, left hand,
and foot parts.

We estimated the evaluated value using Equation (4). We
subtracted the deletions (i.e., the number of missing notes),
insertions (i.e., the number of lacking notes), and substitutions
(i.e., the number of mistaken pitches or note names) from the
total number of notes in the correct musical score. We divided
this value by the total number of notes.

The evaluation value =

The total notes − (deletions + insertions + substitutions)
The total notes

(4)

The full score that was used for the arrangement is dif-
ferent from the number of parts and measures. We used the
following four songs for the evaluation of our model: 1. Ave
verum corpus (K.618 v, motet in D major) 2. Pictures at an
Exhibition (a suite of 10 pieces having a varied promenade)
3. Salut d’Amour, and 4. Symphony No.36 ”Linz” K.425 3rd
movement Menuett.

B. Results
Ave verum corpus shows the result of the reduction. Figure

8 depicts the score for four measures in the song. The Figure
8(a) is the existing electronic organ score, whereas Figure 8(b)
is the arranged score. The missing notes are marked in blue,
and the incorrectly inserted notes are marked in red. Table
I depicts the evaluation values of each song. The evaluation
values of this song are 0.78, 0.73, and 0.72 for the right-hand,
left-hand, and foot parts. While listening to the performance of
the arranged score, the evaluation values from 0.7 to 1.0 had
a good score and were arranged with the image of the original
song. When the evaluation values ranged from 0.5 to 0.7, it
was difficult to play using an arranged score. However, the
score was arranged to maintain the image of the song. When
the score was less than 0.5, it was difficult to play using the
arranged score.

The evaluation values of the right-hand, left-hand, and foot
parts of Ave verum corpus were more than 0.7; therefore, this
is an example of how to arrange accurately. From the Table
I, we can observe that the average of the evaluation values
of the right-hand, left-hand, and foot part are 0.80, 0.71, and
0.77, respectively. The evaluation of each part has a value of

0.7 or more; therefore, this can be considered to be a good
system. Also, this result showed that the performance was
improved compared to when do not use instrumental timbre
feature amount was added.

Figure 8. Arrangement results of the (a) existing electronic organ score and
(b) proposed system

TABLE I. EVALUATION RESULTS OF EACH SONG

Songs name Parts Measures Right hand Left hand Foot
Ave verum corpus 13 46 0.78 0.73 0.72

Pictures at an Exhibition 20 24 0.75 0.66 0.83
Salut d’Amour 6 99 0.81 0.67 0.85

No.36 ”Linz” K.425 14 57 0.89 0.70 0.69
Averages ― ― 0.80 0.71 0.77

V. DISCUSSION
A. Different arrangement from the existing electronic organ
score

Several measures were arranged unnaturally. If the number
of musical instruments of the original score or the number of
parts being played is small, only two groups may remain after
clustering. If we choose a group with the foot, right-hand, and
left-hand parts in that order, there will be a melody for the
right hand and foot, and a musical score with no melody will
be produced for the left hand. In the electronic organ, it is
difficult to play using the foot part; therefore, ideally we do
not play using the foot part when we compliment the melody
with the right- and left-hand parts. The melody was cut off
and connected unnaturally from the right to the left hand.
Therefore, it was necessary to reexamine the selection method
of the melody group. In the current method, we only look at
different measures. We considered it better to select a melody
group by considering the connection afresh using the before
and after measures of the melody. In the previous method, N -
gram [13] of the language model and Hidden Markov Model
(HMM) [14] of the probabilistic model were used to consider
connecting the melody. Using these methods, we can select
an appropriate melody. We can also expect that only the left
hand may have rests suddenly and that the melody will be
unnaturally connected from the right to the left hand.

Further, the system performance was lowered because of
the process of correcting the musical score. Additionally, a
music score that was difficult to play, such as a sound that
overlapped three notes, suddenly appeared in the melody of
a single tone. As depicted in the yellow portion of Figure
9(b), extra sounds were inserted, and it was difficult to play
using a musical score. This was because we had not considered
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the ease of playing instruments. It is possible to improve by
considering the relation of the note numbers and the movement
of fingers. In the case of Figure 9, the extra inserted sound in
(b) was emitted in another part (in this case, the left-hand part)
as compared with the existing electronic organ score in (a).
In this way, when a mistakenly inserted sound is emitted by
another part, it is better to perform processing, such as sound
elimination, because the sound is supplemented by other parts.

Figure 9. Example of incorrect arrangement of (a) existing electronic organ
score and (b) arrangement result of the proposed system

B. Weights of feature quantities used for clustering
For each song used in the experiment, the weight of the

feature quantity used for clustering is illustrated in Table II.
From Table II, we can observe that the feature quantities RA
of the pronunciation time, and MA of the pitch change works
well. The electronic organ of the keyboard instrument is the
target of this study; therefore, these features are effective. In
keyboard instruments, while playing multiple melodies alone,
it is difficult to play unless it is the same movement or a
melody that can be pronounced simultaneously. Therefore, this
system should be capable of reflecting the characteristics of the
keyboard.

In future, we propose to arrange other instruments also.
The results of this study depicted that we can deal with other
instruments by assigning weights to the feature quantities
according to the characteristics of each instrument. In case
of arranging for a guitar, it would be better to increase the
weight of the harmony feature quantities CA because mainly
the chords are played on the guitar. Therefore, it is possible
to create a guitar melody because it is possible to consider
into account the clusters of chords. Furthermore, during the
time of cluster selection, the musical score of the guitar can
be created by choosing the melody including the chord and
melody of the bass part.

TABLE II. WEIGHT USED FOR CLUSTERING

Songs name RA MA CA SR IT
Ave verum corpus 0.3 0.4 0.1 0.1 0.1

Pictures at an Exhibition 0.3 0.3 0.2 0.1 0.1
Salut d’Amour 0.3 0.4 0.1 0.1 0.1

No.36 ”Linz” K.425 0.4 0.2 0.2 0.1 0.1

VI. CONCLUSION
In this study, we proposed an arrangement system for

reducing the full score of the electronic organ. First, melodies
were clustered using the pronunciation time, pitch change,

harmony, persistent pronunciation pattern, and timbre of in-
struments to summarize the melodies having similar charac-
teristics from the full score. Next, we selected the melodies
corresponding to the right-hand, left-hand, and foot parts.
Finally, we modified the melodies so that they could be
played using an electronic organ. In clustering, it became
easier to organize the melody of musical instruments with
similar timbres by considering the timbre features afresh; it
also became possible to arrange according to the musical score
of the electronic organ. Many errors occurred while selecting
the clusters because the melody was selected only within the
measures where the notes were played at the same time. In
addition, the melodies were chosen without considering the
connection between the before-and after-melodies. Using the
N -gram or HMM, we intend to select appropriate clusters by
considering the ease of connecting melodies.

In future, we plan to arrange music for other instruments
also. In this preliminary step, we made an ensemble score
covering musical instruments, such as the violin, saxophone,
guitar, and bass. Keyboard instruments and saxophones were
observed to score well. However, stringed instruments were
difficult to play using the arranged score. Therefore, in our
future studies, we aim to investigate the musical instrument
characteristics and performance methods for other instruments
and further arrange them.
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Abstract— In the field of aviation, “Remote Tower” is a 

current and fast-growing concept offering cost-efficient Air 

Traffic Services (ATS) for aerodromes. In its basics it relies on 

optical camera sensor, whose video images are relayed from 

the aerodrome to an ATS facility situated anywhere, to be 

displayed on a video panorama to provide ATS independent on 

the out-of-the-tower-window view. Bandwidth, often limited 

and costly, plays a crucial role in such a cost-efficient system. 

Reducing the Frame Rate (FR, expressed in fps) of the relayed 

video stream is one parameter to save bandwidth, but at the 

cost of video quality. Therefore, the present article evaluates 

how much FR can be reduced without compromising 

operational performance and human factor issues. In our 

study, seven Air Traffic Control Officers watched real air 

traffic videos, recorded by the Remote Tower field test 

platform at the German Aerospace Center (DLR e.V.) at 

Braunschweig-Wolfsburg Airport (BWE). In a passive shadow 

mode, they executed ATS relevant tasks in four different FR 

conditions (2 fps, 5 fps, 10 fps & 15 fps) to objectively measure 

their visual detection performance and subjectively assess their 

current physiological state and their perceived video quality 

and system operability. Study results have shown that by 

reducing the FR, neither the visual detection performance nor 

physiological state is impaired. Only the perceived video 

quality and the perceived system operability drop by reducing 

FR to 2 fps. The findings of this study will help to better adjust 

video parameters in bandwidth limited applications in general, 

and in particular to alleviate large scale deployment of Remote 

Towers in a safe and cost-efficient way. 

Keywords-Remote Tower; air traffic control; low frame rate; 

video update rate; detection performance; physiological stress; 

perceived video quality; perceived system operability. 

 

I. INTRODUCTION 

According to several authors, operating regional airports 
in Germany [29] or elsewhere, e.g., in Australia [4], is 
already outdated due to high financial deficits. However, a 
promising alternative, called Remote Tower, invented in 
2005 at German Aerospace Center (DLR e.V.) in 
Braunschweig [13] [14] is already on its way. The main idea 
consists in enabling ATS decoupled from the Out-of-The-
Window (OTW) view  from a conventional aerodrome 
tower. Video cameras capture the aerodrome scenery and 
relay the video stream to an ATS facility where it is 
displayed on a video panorama presentation. The new ATS 

facility can still be located at the Tower building but actually 
is independent on that location and can be sited anywhere. 
The gained advantages are manifold. Cameras can provide 
additional view points of the aerodrome, supplementary 
infrared cameras can look through fog or darkness or new 
augmentation features improve the former OTW view, which 
contributes to safety. Costly constructions of new Towers or 
maintenance of existing Tower buildings can be saved. The 
core idea, however, is that more than one aerodrome can be 
connected to this remote ATS facility. A so called Remote 
Tower Center (RTC) has the advantage that the ATCOs can 
switch between aerodromes or can provide ATS to more than 
one aerodrome simultaneously providing their service when 
and where it is actually needed. As a main effect, their 
working time would be exploited much more efficiently [15] 
and, as a side effect, human errors due to underutilization at 
work would be diminished [40].  

In 2015 the first RTC went in operation. Swedish ATCOs 
control air traffic of Sundsvall and Örnsköldvik airport from 
the RTC in Sundsvall [35]. Despite this first success, 
ambitions to improve the Remote Tower concept run high. 
Thus, new modalities for controlling a pan-tilt-zoom camera 
[16] or to augment the video panorama vision [17] are 
developed and adapted to various operational needs 
dependent on the operational context. For instance, an 
ATCO without any approach radar support would need a 
very high video resolution to detect traffic at far distances. 
Instead, an ATCO who controls traffic movements on the 
aerodrome maneuvering area would probably need a 
sufficient Frame Rate (FR) to precisely judge about the 
velocity of the traffic. In fact, both, resolution and FR are 
important operational quality parameter but also bandwidth 
consuming parameters and therefore cost-driving factors in 
Remote Towers systems. Thus, new Remote Tower 
implementations aim to optimize these parameters to a better 
benefit-cost ratio. With this in mind, we focus on the effects 
of reduced FR in a Remote Tower context. Certainly, FRs 
below the critical flicker frequency (CFF) could contribute to 
a perceived loss of movement fluidity, which might result in 
perceived loss of video quality. But does lower FRs also 
evoke negative effects, such as reduced ability to detect 
traffic movements on the displayed video panorama or even 
cause physiological stress in ATCOs and lower system 
operability?  
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This paper addresses therefore the following research 
question: What are the effects of lower FRs in a Remote 
Tower environment on: 

 
1) Visual detection performance, 
2) Physiological stress, 
3) Perceived video quality, 
4) Perceived System operability? 

 
The paper is structured in the following parts: Section II 

aims at presenting theoretical background concerning the 
perception of movement, distortions that can appear during 
video transmissions and a review of scientific literature about 
the impact of low frame rates on the operator. Linking these 
three aspects together allows us to specify the research 
question and the hypotheses. Section III explains the chosen 
methods and the procedure of the study. Then, in Section IV 
we will present the obtained results in descriptive and 
inferential statistics. In Section V these results will be 
explained and discussed based on theoretical findings and the 
research question. Section VI draws explicit conclusions by 
illustrating how the results of the conducted study contribute 
to science and future Remote Tower implementations. 

 

II. THEORETHICAL BACKGROUND 

A. Motion perception 

In order to understand better the meaning of reduced FR 
for humans, we will firstly explain the importance for human 
beings to perceive motion and, secondly, explain how fluid 
motion is perceived by humans.  

 

1) Importance of motion perception for human beings 
The perception of moving objects is a phenomenon that 

humans take for granted. In fact, since the earliest childhood, 
a baby’s attention is guided towards moving objects [26]. 
According to [33], motion perception permits humans to 
anticipate what he calls “collision time” to estimate the 
velocity of stimuli. Furthermore, he suggests that the utility 
of perceiving motion leads to perceiving objects in a 
tridimensional environment. Other reasons that underline the 
importance of motion perception consist in distinguishing a 
stimulus from its background and understanding different 
textures of objects [33]. For instance, if a gray airplane is in 
front of a gray cloud, it might be difficult to distinguish the 
flying object from its background. A light penetration from a 
different angle can be perceived when the plane moves. In 
conclusion, we can state that motion perception permits the 
observer to get to know more about the details of the 
environment s/he’s in. In order to understand to which extent 
a movement appears to be fluid, some basics of 
psychophysics and cinematography are necessary and will be 
explained in the following section.  

 

2) Fluid motion perception  
In psychophysics, psychologists refer to absolute 

threshold if the minimal intensity necessary to perceive a 
stimulus is perceived by 50% of the observers [21]. As in 

[39], the CFF is described as the frequency at which the 
flickering of a flash is not distinguishable from a constant 
light source. In reality, this threshold can vary by the 
luminosity of the discontinuous light [21]. According to [24], 
the sensibility of CFF can also depend on the contrast 
between the stimulus and its environment. Therefore, the 
human eye is more sensible to temporal frequencies in high 
contrast situations between 15 and 20 Hz. The idea of a CFF 
is also used in cinematography. In cinematographic history, 
13 presented images per second were identified as being 
critical for creating the sensation of fluid movement [23]. 
Concerning the first movies, 16 frames per second (fps) were 
not sufficient for showing fluid movements because of the 
visually perceived intermittent time between each frame. 
Therefore, cinematographs found a solution by showing the 
same image two or three times in a successive manner. In 
total, this means a presentation of 32 or 48 images per 
second [23] from which 16 are different. More precisely, 
movies were presented at 16 fps with a refresh rate of 32 Hz 
or 48 Hz. It’s important not to confuse these two notions. 
Nowadays, the regular FR in cinemas and TV is either 24 fps 
or 30 fps [23]. FR and refresh rate are two important notions 
to understand the meaning of human perception of fluid 
movements in virtual environments. However, perceived 
fluidity of movements is not the only factor that contributes 
to an almost perfect presentation of the outer world when it 
comes to cinematography. Therefore, the next section will 
treat distortions likely to appear during tele transmissions.  

 

B. Reality distortions through tele transmission  

Despite the similarities between an optical sensor camera 
and the human eye, no camera can represent what we see 
with our proper eyes. Perceiving the world around us in a 
stereoscopic manner is already a limit for most conventional 
cameras that render a monoscopic image. Further, image 
resolution plays an indispensable role [2]. It allows us to 
perceive objects from a far distance in a detailed manner. 
The higher the image resolution, the better we can 
discriminate stimuli at bigger distances. The human eye has a 
visual acuity of ca. 1 arc minute [25]. In other words, from a 
distance of 1 km, the human eye can discriminate two points 
with a distance of 28 cm. However, conventional Remote 
Tower camera systems dispose of a medium image 
resolution [36] lower than 1 arc minute. With 2 arc minutes 
for instance, a camera could only discriminate two pixels 
with a distance of 56 cm from a distance of 1 km. 

Latency or lag can be another distortion appearing in 
real-time tele-transmission systems caused by different 
sources (e.g., transmission problems, data conversion 
problems). They are expressed by a temporal delay between 
the input of information into a system and the output as a 
presentation of the information to the operator [5]. When we 
face different latency times in between of the presented 
frames, we talk about jitter.  

Finally, the presented FR can result in a distortion of 
reality. By its reduction, the fluid perception of the 
movement drops as well. As we have seen it in the previous 
section, 13 fps are judged as being necessary in order to 
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perceive fluid movement. This estimation is not absolutely 
correct, since the threshold can vary between several 
parameters, for instance the radial velocity of the perceived 
object. Another distortion related to FR refers to frequency 
interferences [2], like the well-known wagon-wheel-effect. 
In a Remote Tower environment, this effect can appear 
wherever periodic movements are faced, e.g., rotor blades of 
an aircraft or blinking lights. Some blinking lights need time 
to light up and are only at their maximum of luminance for a 
few instants. Hence, by reducing FR, the probability to 
capture an image during the maximum of luminosity 
diminishes as well. This could be critical particularly at night 
or low visibility. 

 

C. Review of low FR effects on the operator  

Limited bandwidth made several concerned parties study 
impacts of low FR on operators [7] [36] [38]. Due to high 
data transmission costs, researchers have investigated several 
parameters in order to reduce bandwidth. In the next section, 
we will present studies that focus on the effects of low FR on 
performance, psycho-physiological health of operators, as 
well as on perceived video quality.  

 

1) Effects of low FR on operator visual detection 

performance  
In the context of a Remote Tower environment, in a 

research study DLR investigated effects of low FR in a real-
time tower simulation scenario: 6 fps, 12 fps and 24 fps were 
tested in order to evaluate the performance of ATCOs to 
visually discriminate and predict in real-time if aircraft after 
touchdown is in danger of a runway overrun due to low 
braking. Then, they were asked about how sure they were 
about their answer. Results show that by reducing FR, the 
level of certitude decreases. Further, the authors recommend 
a FR greater than 30 to achieve a maximum visual 
discriminability for dynamic events [10] [18]. Another study 
about unmanned ground vehicles and aircraft showed that 
the performance of detecting obstacles does not decrease by 
reducing the FR from 30 fps to 5 fps [7]. Reference [20] 
obtains similar results in a study about target detection in a 2 
fps and 25 fps condition. By reducing FR, the participants’ 
performance did not change in a significant manner. Thus, 
divergent results can be found. One possible explanation is 
that not only FR is a factor affecting performance. By a 
meta-analysis on existing studies in the field of effects of low 
FRs on performance [6] it was concluded that the effect of 
low FR on performance of participants is above all task-
dependent. Moreover, they have identified an interaction of 
FR with image resolution. The authors suggest that the right 
balance between FR and image resolution can help to 
perceive depth accurately and hence increase the perception 
of movement in the areas that are farer away from the 
observer. They also suggest that performance depends on the 
participants’ characteristics, too.  

Thus, experienced participants in virtual environments 
might be less affected by FR reduction. However, not only 
performance is an important factor to consider when 
reducing FR. The operator’s well-being is an essential 

parameter to study before lower FRs can be applied. 
Therefore, the next section will treat impacts of low FRs on 
psycho-physiological health of operators.  

 

2) Effects of low FR on psycho-physiological health of 

operators  
Regarding to psycho-physiological health, the effects of 

low FR have been evaluated very rarely. Reference [7] refers 
to a study at which they tested physiological stress in terms 
of cyber sickness about several unmanned ground vehicles 
and aircraft in different FR conditions. The used 
questionnaire (Simulator Sickness Questionnaire, SSQ) has 
been validated within a sample of 4000 pilots who 
participated in trainings in different flight simulators [27]. 
Nowadays, the SSQ is also used for evaluating cyber 
sickness in other virtual environments [28]. In study [7] the 
effects of low FR were non-significant. Thus, participants 
did not feel sicker in a simulation at 5 fps than at 30 fps. 
Another study [9] tested spatial stability in a virtual 
environment by varying the FR (6 fps, 12 fps & 20 fps). As a 
result, more participants felt sick by reducing FR. Reference 
[20] did not find significant results. Even though participants 
at 2 fps expressed higher workload and frustration, the 
expressed psycho-physiological stress was not significantly 
higher than at 25 fps. Furthermore, adverse health effects 
associated with low FRs do not appear in the occupational 
disease lists [3]. Taking into account these outcomes, 
divergent results can be found again.  

 

3) Effects of low FR on perceived video quality 
In scientific literature, we found several studies 

evaluating perceived video quality in different FR 
conditions. The perceived quality is often evaluated from 
acceptability and personal preference. In the context of a 
study concerning the performance in first person ego 
shooters, a study varied FR (3 fps, 7 fps, 15 fps, 30 fps & 60 
fps) and image resolution (320x240 pixels, 512x384 pixels & 
640x480 pixels) [8]. The results clearly indicate a significant 
preference for higher FRs and even more for a higher image 
resolution. Surprising effects have been found in a study that 
aimed to evaluate the video quality under different FR 
conditions (6 fps, 10 fps, 12 fps, 15 fps, 18 fps, 20 fps & 24 
fps) and two image resolution conditions (low & high). A 
significant difference of video acceptability was not found 
between different FRs. Moreover, participants preferred 
higher image resolution to higher FRs [32]. In a study testing 
the video acceptability in different FR conditions (5 fps, 10 
fps & 15 fps), it was stated that video acceptability decreases 
by reducing FR [1]. In reference [31] the type of motion is 
stressed: “The type of motion in a sequence was important 
when considering the effects of FR on subjective quality”.  

To conclude, it is difficult again to find an appropriate 
FR threshold to guarantee the spectator’s satisfaction in 
terms of video quality. As the previous studies already have 
suggested, it is very likely that not only FR plays a 
determinant role for acceptance of video quality.  
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4) Effects of low FR on the perceived operability  
Until now, we have presented studies that examined 

effects of lower FR on performance, operator health and 
perceived video quality. However, these three parameters 
seem to be insufficient to evaluate if a Remote Tower system 
can be operated in a safe and efficient manner. If the user is 
not convinced of the system operability, errors can emerge 
by expressed mistrust in the system. According to [30], 
confidence in a system and emerging risks can play a 
mediator role in the system reliability. A system can seem to 
be perfect but is not if the user does not have a good feeling 
about it.  

 

D. Research question 

The general aim shared by all Remote Tower actors is to 
develop a system that allows remote air traffic control in the 
best cost-efficient ratio. Regarding this aim, a known limit is 
bandwidth. Nowadays, data transmission is still expensive 
and can be a financial threat if resources are not used 
efficiently. According to [2], crucial factors concerning 
bandwidth are field of view, image resolution, color depth, 
FR and data compression, which seem to be widely accepted, 
but opinions diverge largely when it comes to image 
resolution and FR. Some stakeholders believe that higher FR 
is preferable to higher image resolution. In fact, they believe 
that low FRs can decrease performance and operator health. 
However, so far there is no scientific proof that justifies 
these two presumptions. As it has already been expressed in 
the theoretical part, effects of low FRs on performance are 
likely to be task dependent [6] and do not give us clear 
information about operator health. Yet, impact of low FRs in 
Remote Tower environments has never been thoroughly 
tested with an experimental design. On the basis of context 
analysis and preexisting scientific literature, we will now 
propose six hypotheses. 

 

E. Hypotheses 

H1,1: By reducing the FR from 15 fps to 10 fps, 5 fps or 2 
fps, the adequate assessment of moving objects by ATCOs 
decreases. 

H0,2: By reducing the FR from 15 fps to 10 fps, 5 fps and 
2 fps, the operator’s performance in visual detection tasks 
will not decrease. 

H0,3: ATCOs’ performance in visual tracking tasks does 
not decrease significantly by reducing the FR from 15 fps to 
10 fps, 5 fps or 2 fps. 

H0,4: The physiological stress of operators does not 
increase significantly when FR is reduced from 15 fps to 10 
fps, 5 fps or 2 fps. 

H1,5: The ATCOs’ perception of the video quality will 
decrease when the FR is reduced from 15 fps to 10 fps, 5 fps 
or 2 fps. 

H1,6 The ATCOs’ perceived system’s operability will 
decrease when the FR is reduced from 15 fps to 10 fps, 5fps 
or 2 fps.  

 

III. METHODS 

A. Tested variables 

The independent categorical variable corresponds to the 
chosen FR that will be presented in a video at four 
modalities: 2 fps, 5 fps, 10 fps, and 15 fps. Concerning the 
dependent variables, the first is to measure the participants’ 
visual performance in three different dimensions: “Adequate 
Assessment of Moving Objects” (AAMO), “Visual 
Detection Tasks” (VDT) and “Visual Tracking Tasks” 
(VTT). The second dependent variable evaluates the 
participants’ “physiological stress”, the third one the 
ATCOs’ “perceived video quality”, and the fourth one the 
ATCOs’ “perceived operability of the low FR system”.  

 

B. Participants 

Seven male ATCOs between 31 and 58 years (M = 41.7, 
SD = 12.0) and five pseudo ATCOs (four men, one woman) 
between 26 and 52 years (M = 44.0, SD = 10.42) took part in 
the experiment. Their nationalities were German, English, 
Hungarian, Norwegian, Romanian and Swedish. We chose 
pseudo ATCOs as a non-expert control group in order to 
control potential motivational bias concerning physiological 
stress. ATCOs were directly invited by an invitation letter. 
All ATCOs and pseudo-ATCOs were familiar with the 
Remote Tower concept.  

 

C. Preparation of the study equipment 

1) Video material collection, selection and edition 
For the experiment the DLR Remote Tower field test 

platform at Braunschweig-Wolfsburg Airport (BWE) was 
used. Fig. 1 shows the camera sensors on the roof of the 
DLR building surveying BWE aerodrome (left). On the right 
hand side the ATCO working position is depicted. The 
research prototype is operated with 2 arc minute image 
resolution and a FR of 30 fps. 

Several hours of audio and video material have been 
recorded via the platform, assessed and selected. Firstly, only 
records which complied with EUROCAE [12] standard test 
conditions were selected. Further, it was checked for broad 
traffic diversity and other relevant visual occurrences (e.g., 
flock of birds). This step was supported by four ATCOs. In a 
third step, the final 30-fps video stream was computed to 
four content-identical streams with 2 fps, 5 fps, 10 fps and 15 
fps and a length of 80 minutes each. 2, 5, 10 and 15 fps were 
chosen as 30 fps is a multiple of them, which helps to avoid 
the maximum of jitter. 2 fps as the lowest FR was chosen 
since this FR corresponds to the minimum standard of FR 
tolerated in a Remote Tower environment [12]. To complete 
the construction, the video material had to synchronize with 
the external sound and the radio transmissions. Finally, the 
jitter was measured in each experimental condition to ensure 
that it lies below the maximum tolerated value of 0.5 seconds 
[19].  
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Figure 1.  DLR Remote Tower field test platform at Braunschweig-

Wolfsburg Airport (BWE) (left: Camera sensors; right: ATCO working 
position). 

 

2) Construction of the mid-run visual performance 

evaluation grid  
In a first step, we chronologically listed events that refer 

to ATC relevant visual tasks, and associated them with the 
visual requirements stated by the interviewed ATCOs and 
those in the requirements for EUROCAE Remote Tower 
specifications [12]. These events were divided into three 
different categories of questions: the AAMO, VDT, and 
VTT. As for the AAMO, we mainly took into account the 
ATCOs’ fears of not being able to properly assess the 
velocity or the stimulus’ movement direction. Thus, an 
exemplary task is to evaluate whether a flashing light can be 
perceived in a safe and efficient manner. Other tasks include 
the assessment of flying birds’ direction, wind direction and 
movements of aircraft propellers and human beings on the 
aerodrome. An exemplary task for VDT consists in detecting 
an aircraft in the final approach area or in the traffic pattern 
as soon as possible. Perceiving an aircraft in those positions 
represents visual requirements according to the interviewed 
ATCOs. Regarding VTT, the instruction consists in 
following an aircraft during the take-off phase and hitting a 
buzzer when it was not noticeable anymore. After classifying 
all possible tasks, we created and selected a list of possible 
questions that follows the chronology of occurrences.  

 

3) Construction of the post-run questionnaire 
In order to measure the physiological stress of the 

participants, we concentrated on mentioned symptoms in the 
interview, such as fatigue, nausea, headache, eye strain or 
dizziness, which are consistent with the items in a SSQ 
questionnaire to evaluate cyber sickness [27]. It contains 16 
items and the scale is divided into three subscales which 
measure the dimensions “Nausea”, “Oculomotor” and 
“Disorientation”.  

The second part of the post-run questionnaire consists in 
rating the perceived video quality and the perceived 
operability on a 7-point Likert scale.  

 

4) Pretest 
A pseudo-ATCO and two ATCOs participated in the 

pretest to verify that the scenario did not contain 
inconsistencies that the tasks relate to an ATCO’s daily 

routine, and that the questionnaires are comprehensible. 
They accepted the setting and confirmed that the number of 
tasks was enough not to be bored and that the variety of tasks 
corresponds well to the different visual requirements that 
ATCOs have to face during their daily work.  

D. Experimental Procedure 

The study took place between May 15th 2017 and June 
12th 2017. The procedure of the study was structured in two 
parts. The briefing phase represented the part in which 
ATCOs were informed and prepared for the actual 
experiment. The experimental phase corresponded to the 
video session and the completion of the post-run 
questionnaire. The written and spoken language was English. 
The participants were informed that they will see the same 
video four times at four different FRs. They were left 
unaware of the FRs to be tested in order to avoid potential 
effects of previously formed attitudes. They were explained 
that the order of the videos was randomized for 
methodological reasons and that they had to complete the 
SSQ questionnaire before the actual experiment to avoid 
methodological biases. The ATCO’s eyes’ position was  
2.1 m distance from the 56’’ HD screens in order to 
standardize experimental conditions and to guarantee the 
necessary visual acuity. The experimenter sat at the 
participant’s right side. The different FR modalities were 
ordered in a Latin square, in order to randomize the 
observations. After the last session, the participants answered 
a supplementary questionnaire in which they gave 
demographic information about themselves and classified the 
watched videos in order of preference. Finally, they were 
asked to give their general opinion on Remote Tower in 
order to reduce potential motivational biases followed by a 
general debriefing session. 

 

IV. RESULTS 

A. Results concerning visual performance 

1) Adequate assessment of moving objects 
In order to evaluate AAMO, the ATCOs’ answers were 

coded as “1” when the movement is perceived “safe and 
efficient” and vice versa as “0” when the movement was 
perceived as “neither safe, nor efficient”. It was observed 
that the movement of five objects was perceived as being 
“safe and efficient” by all ATCOs in each of the four FR 
modalities. These objects correspond to the propeller of three 
different aircraft on the apron, to a flag from which the 
ATCOs had to assess the wind direction and the direction of 
a flock of birds. Concerning the flock of birds, the ATCOs 
added that it was easy to identify the objects as birds and to 
deduce their direction.  

The other category of objects corresponds to the flashing 
lights of three vehicles: a fuel truck, a black airport vehicle, 
and a follow me car. Concerning the fuel truck and the black 
vehicle, we observed that most ATCOs judged the visibility 
of the flashing light as being perceivable safe and efficient in 
the 5 fps, 10 fps and 15 fps conditions but not in the 2-fps 
condition. This tendency appeared especially regarding to the 
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follow-me vehicle’s flashing lights. In the 2-fps condition, a 
safe and efficient perception is only admitted one time out of 
21 instances over all ATCOs. By comparing all means of all 
flashing lights instances (35 in total per FR over all 7 
ATCOs), we observe that the flashing lights are perceived as 
being least visible in a safe and efficient manner in the 2-fps 
condition (M = 0.17, N = 7, SD = 0.21), followed by the 10-
fps condition (M = 0.77, N = 7, SD = 0.34) and the 5-fps 
condition (M = 0.8, N = 7, SD = 0.31). In the 15-fps 
condition, flashing lights were perceived as the being most 
visible in a safe and efficient manner (M = 0.85, N = 7, SD = 
0.25). A chi-square test supports this tendency: The 
perception of flashing lights decreases significantly when the 
FR drops from 15 fps to 10 fps, 5 fps and 2 fps (χ²(df = 3, N = 7) 
= 1, p < .01). But these results can only be found for flashing 
lights.  

Thus H1,1 is only partially assumed, i.e., by reducing the 
FR from 15 fps to 10 fps, 5 fps or 2 fps, the adequate 
assessment of flashing lights decreases but others remain 
unaffected. 

 

2) Visual Detection Tasks 
The mean detection times, centered on the mean to each 

of the four FR conditions, show that ATCOs take on average 
less time detecting an aircraft in the approach area at 10 fps 
(M = -1.4, N = 7, SD = 6.33) than at 15 fps (M = -0.04, N = 
7, SD = 5.85), at 2 fps (M = 0.21, N = 7, SD = 5.36) or at 5 
fps (M = 1.5, N = 7, SD = 4.32). However, a Friedman test 
did not show significant difference between ATCOs’ 
reaction time at the four FR conditions (χ²(df = 3, N = 7) = 2.14, p 
= .54). Thus, the reduction of FR does not appear to decrease 
the ATCOs’ performance to detect an aircraft in the final 
approach area which supports our H0,2 to retain the H0.  

Furthermore, all aircraft in different traffic pattern 
positions, as well as all human beings on the movement and 
maneuvering area were perceived by ATCOs in each FR 
condition. In addition, some ATCOs add that the jerky 
movements perceived in the 2-fps and 5-fps condition helped 
them to detect the aircraft quicker. According to them, the 
jerky movements cause a blinking effect and thus attract 
more attention than an aircraft that moves more smoothly at 
10 fps or 15 fps. 

 

3) Visual Tracking Tasks 
The measured times of VTT, again centered on the mean 

of each of the four FR conditions, indicate that on average, 
ATCOs could visually track departing aircraft longer at 15 
fps (M = 1.48, N = 7, SD = 3.95) than at 2 fps (M = -0.05, N 
= 7, SD = 4.98) or at 5 fps (M = -0.35, N = 7, SD = 8.44), 
worst at 10 fps (M = -1.06, N = 7, SD = 4.75). Again, the 
Friedman test could not reveal significant difference of 
ATCOs’ performance to visually track aircraft in all tested 
four different FRs (χ²(df = 3, N = 7), p = .62), which supports our 
H0,3 to retain the H0.  

 

B. Results concerning physiological stress 

After each test run, participants answered the 16 SSQ 
items on a Likert scale ranging from “0 = none”, “1 = 
slight”, “2 = moderate” to “3 = severe”.  

At the beginning, we checked whether the results of the 
experimental ATCO group differ significantly from the 
pseudo-ATCO control group to exclude systematically 
effecting variance in terms of possible motivational biases on 
behalf of the ATCOs caused by their general attitude towards 
the Remote Tower concept. A t-test for independent samples 
for the Total Sickness Score (TSS) shows that there is no 
significant difference found between both groups (t(10) = 
0.59, p = .56). Thus, only results of the expert group are 
taken into account for all analyses. Fig. 2 depicts that with a 
mean TSS of 1176 we observed only under averaged TSS 
means for all four test conditions: 15 fps (M = 24.3, N = 7, 
SD = 19.56), 10 fps (M = 37.5, N = 7, SD = 44.66), 5 fps (M 
= 50.03, N = 7, SD = 71.94), 2 fps (M = 147.06, N = 7, SD = 
213) (for the exact calculation of the TSS refer to [27]).  

Still marginal, but the highest TSS is measured at 2 fps 
(see Fig. 2). A Friedman test could not reveal significant 
difference between “base” and the four test conditions 
neither for the TSS (χ²(df = 4, N = 7) = 5.89, p = .21), nor for the 
subscale “Nausea” (χ²(df = 4, N = 7) = 8.88, p = .06), the subscale 
“Oculomotor” (χ²(df = 4, N = 7) = 3.93, p = .42), or for the 
subscale “Disorientation” (χ²(df = 4, N = 7) = 5.29, p = .26). As 
postulated, H0,4 is to be retained: The psychological stress of 
operators did not decrease significantly when FR is reduced 
from 15 fps to 10 fps, 5 fps or 2 fps. 

 

C. Results concerning the perceived video quality  

Via a 7-point Likert scale ranging from “1 = totally 
unacceptable”, “2 = unacceptable”, “3 = slightly 
unacceptable”, “4 = neutral”, “5 = slightly acceptable”, “6 = 
acceptable” to “7 = perfectly acceptable”, ATCOs perceived  

 

 
Figure 2.  Total Sickness Scores before (base) and for four different FR 

test conditions. 
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the video quality as being more acceptable at 15 fps (M = 
5.71, N = 7, SD = 1.25, Min = 3, Max = 7) than at 10 fps (M 
= 4.86, N = 7, SD = 2.67, Min = 1, Max = 7), 5 fps (M = 
4.29 , N = 7 , SD = 1.8 , Min = 1 , Max = 6) or at 2 fps (M = 
3, N = 7, SD = 1.53, Min = 1, Max = 5). 

The more the FR is reduced, the more ATCOs judge the 
quality of the video as being less acceptable. In the 2-fps 
condition, the quality was even rated below the average 
“neutral”. This tendency is supported by a Friedman test that 
revealed significant difference (χ²(df = 3, N = 7) = 12.05, p < .01). 
As postulated in H1,5, the perceived video quality in terms of 
FR decreased with the reduction of the FR. 

After each test run, the ATCOs were asked to estimate 
the FR of the just watched video. Surprisingly, ATCOs 
always believed that the FR is superior to what it actually 
was: Answers after the 2 fps conditions referred to 3.14 fps 
by average, 5 fps to 6.29 fps, 10 fps to 15.29 fps, and 15 fps 
to 20.14 fps. By average they overjudged the FR by 53.9%. 

After having completed all test runs, the ATCOs were 
asked to rank the watched videos in their order of preference. 
Most of them ranked 15 fps at the top. The second rank is 
mostly shared by videos at 5 fps or 10 fps. The last rank is 
notably reserved for the 2 fps.  

 

D. Results concerning the perceived operability of a low 

FR system 

On a 7-point Likert scale from “1 = totally disagree”, “2 
= disagree”, “3 = somewhat disagree”, “4 = neither agree nor 
disagree”, “5 = somewhat agree”, “6 = agree” to “7 = 
strongly agree”, the ATCOs should answer the following 
statement: “I would be able to control the air traffic with the 
given FR.”. The perceived operability increased with the 
increase of FR. Thus, the system operability was perceived 
least at 2 fps (M = 2.86, N = 7, SD = 1.57, Min = 1, Max = 
5). It increases over-averaged with 5 fps (M = 4.14, N = 7, 
SD = 1.87, Min = 1, Max = 6), 10 fps (M = 4.86, N = 7, SD = 
1.57, Min = 1, Max = 7) and finally with 15 fps (M = 5.71, N 
= 7, SD = 1.25, Min = 3, Max = 7). A Friedman test revealed 
this difference as significant (χ²(df = 3, N = 7) = 12.68, p < .01). 
Even though only the 2-fps condition is judged below 
acceptable, H1,6 is to be assumed: The lower the FR, the less 
ATCOs consider the system as being operable.  

 

V. DISCUSSION 

The effects of lower FRs on the performance of an 
adequate assessment of moving object tasks are multilayered 
and cannot be judged generically. Surprisingly, all propeller 
movements, the wind flag and the flock of birds, as well as 
the movement of human beings on the aerodrome were 
perceived by all ATCOs in all four FR conditions in a safe 
and efficient manner. Most ATCOs commented that the 
rapid disappearance of the bird flock over the runway made 
them worry much more than their jerky movement, which 
refers rather to an image resolution problem than to a lower 
FR. Concerning the flashing lights, most ATCOs judge 
flashing lights to be perceivable safely and efficiently down 
to 5 fps but when further reduced down to 2 fps the capturing 

of the rotating beacon at its full brightness decreased and the 
perception was no longer perceived as being safe and 
efficient by the majority of ATCOs. Those negative effects 
in 2 fps was expected and could be covered by using flashing 
lights with obscure/luminous phases that interfere less with 
the chosen FR. 

As postulated, with respect to the performance in visual 
detection tasks inferential statistics do not indicate a 
significant difference between the four FR conditions. Apart 
from the impression that aircraft seem to move jerkier at 
lower FRs, especially when they are close to the camera, FR 
does not seem to play an essential role in detection tasks. In 
particular planes in the final approach or departure area do 
not have great lateral movements at all. ATCOs therefore 
perceive only a point that grows bigger when the plane 
approaches or shrinks at departure. The concern of not 
visually detecting an approaching or departing aircraft or an 
aircraft right downwind due to lower FRs seems therefore be 
unjustified. In addition, it seems more logical to detect an 
approaching aircraft earlier or to see an aircraft leaving the 
aerodrome longer by increasing the image resolution instead 
of higher FRs. Moreover, even if the movement seemed 
jerky at times, several ATCOs noticed that the “jumpy” 
aircraft even attracted their attention.  

Physiological stress was tested via the SSQ after each 
run. As presumed, the inferential results show that no 
negative effects with respect to physiological stress could be 
measured. All TSS were under averaged low. Only in the 2 
fps condition the severity of the symptoms increased slightly 
for some ATCOs, but far from any significance. Someone 
could argue that these findings are biased by very positive 
beliefs or attitudes towards lower FR system. This potential 
side effect could be mitigated by using a pseudo-ATCO 
control group who performed the entire experiment but by 
definition had a neutral attitude towards lower FRs since 
they were not involved in the Remote Tower business: Both 
groups did not significantly distinguish in their SSQ scores. 
Thus, a systematical effect of bias for the experimental group 
could be excluded. For the correct interpretation of these 
results, it is also important to note that the study was dealing 
with a small sample one can refer to as a sample of experts 
[11]. In other words, they share some personality 
characteristics and very specific professional skills, as well 
as specialized selection and education criteria. Thus, it is 
very likely to transfer the results found in the inferential 
statistics to other ATCOs. For an implementation of a 
Remote Tower with a medium image resolution and low FRs 
from 2 fps to 15 fps, it can be stated that effects expressed by 
physiological stress will most likely not appear.  

As expected, the perceived video quality decreased 
significantly with the reduction of FR. These results are not 
that surprising since air traffic control requires high visual 
performance and reducing the FR is an obvious loss in terms 
of video quality. But in the real Remote Tower 
implementation world, this obvious loss of video quality 
could be compensated by an increase of image resolution. 
Since lower FRs seem not to impair detection performance 
nor induce physiological stress, this trade-off between FR 
and image resolution seems to be a valid approach to keep 
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bandwidth consumptions low but better adapt the visual 
presentation to the air traffic service operators’ task: For 
detecting small aircraft in a far-view distance, high image 
resolution is needed and FR is not this important. To assess 
the velocity of aircraft in a near-view distance on the 
taxiways or apron, higher FRs are essential and image 
resolution would not play such a significant role. As stated 
before, this compensation approach could not be realized in 
the experimental setting, but it can be assumed that the 
ATCOs’ perceived video quality would have been more 
balanced over the different FR conditions if have done so. 

Similar to the results of perceived video quality are the 
ones concerning the perceived system operability. By no 
surprise, also a significant difference between the four FR 
conditions was found. The average of ATCOs “disagree” or 
“somewhat disagree” about thinking to be able to handle air 
traffic at 2 fps. At 5 fps and 10 fps, ATCOs expressed to 
“slightly agree” being able to manage air traffic and at 15 
fps, they expressed to “agree”. Like already stated above, the 
experimental setting neglected compensation in terms of 
image resolution which would probably have balanced the 
ATCOs’ attitude as well.  

To conclude the discussion on our findings, we can 
affirm that according to our results, a system at lower FR is 
justifiable at least starting from 5 fps. Thus, between 5 fps 
and 15 fps, the air controllers’ visual performance is 
maintained at the same level. If one wants to set up a lower 
FR system, one should pay particularly attention to the used 
flashing lights at the aerodrome in order to choose some 
which do not interfere with the FR.  

Concerning physiological stress, we did not find a 
significant increase of the scores when the FR is reduced 
from 15 fps to 2 fps. However, the comparison of the means 
in the descriptive statistics suggests a slight increase in the 
TSS at 2 fps. To avoid physiological stress at a system 
similar to the one at BWE, we recommend rather 5 fps, 10 
fps or 15 fps.  

With respect to the perceived video quality, the ATCOs 
preferred higher FRs to lower FRs. They were mostly 
opponent against 2 fps. In summary, if one wants to operate 
Remote Tower at a low FR, it is important to develop 
convincing strategies to increase the tolerance towards low 
FR. From a psychological point of view, it is not advisable to 
put ATCOs in front of a 2-fps system hoping that they will 
accept it. The user centered approach teaches us how 
important it is for users to experience positive emotions in 
order to raise acceptability for a new product [34]. Once the 
video quality of the low FR system is accepted by the 
ATCOs, the fear of getting sick could be taken away from 
them and self-efficiency for performance could rather be 
perceived. By consequent, it is likely that the attitude 
towards the perceived system operability is expressed more 
positively.  

Further operational simulation and field trials with the 
operator in the loop are recommended to increase confidence 
in low FR systems and to gain additional feedback from 
ATCOs to develop bests designed Remote Tower solutions 
for the given operational environment. 

 

VI. CONCLUSION 

The optimal FR in Remote Tower environments is 
debated amongst many actors of the Remote Tower 
community: It must not be too low to endanger safety or 
operators’ health, but also not be too high to increase the 
consumption of bandwidth or to compromise other 
parameters like image resolution. The results of this study 
can mitigate the concerns regarding lower FR settings. The 
major conclusion of this study is that the visual performance 
and physiological stress were not affected by lower FRs in 
between of 15 down to 2fps. In particular, these findings will 
allow more degrees of freedom in the design process of a 
Remote Tower implementation to best adapt a local solution 
to their operational environment. In future research, it 
remains to be studied how a trade-off between lower FRs 
and compensation by higher image resolution would be 
judged by the ATCOs. 
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Abstract—In this paper, we propose a user density estimation
system using high frequencies and the microphone of a smart
device in a specific closed space. High frequencies are sent to
the closed space by the server speaker of the proposed system,
and smart devices located in the space detect the high
frequencies. The smart devices detecting the high frequencies
send a message to the server system, and the system counts the
smart devices that detected the high frequencies in the space.
We tested user density with the proposed system, using 10
smart devices to evaluate performance. According to the test
results, the proposed system showed 95% accuracy. The
system can estimate exact user density in a specific closed
space, and it can be a useful technology for protecting people’s
safety and measuring space use in indoor spaces.

Keywords-high frequencies; inaudible sound; density
estimation; smart device.

I. INTRODUCTION

Recently, along with the developments of Virtual Reality
(VR) and Information Technology (IT), many sports services
have begun to be offered, which are available in specific
closed spaces, such as VR cafés, screen baseball zones,
sports experience game spaces, and bowling pubs. In Korea,
now, 450 screen baseball zones were built and about 50 VR
cafés were opened at offline theme parks. Additionally, as a
start-up item for successful businesses, affiliate stores, such
as VR Playce [1] and VRIZ by YJM games [2] have been
appearing regularly. Therefore, today, a great number of
people go to specific closed spaces to enjoy various services,
and user density estimation technologies in specific closed
spaces are increasingly required to insure the safety of the
service users.

User density estimation means the estimation of the
number of human count in the specific space. Recent
technologies for user density estimation are divided into 2
classes. The first class counts the number of people by
analyzing video images or by detecting the motion vector of
the people [3][4]. Others use radio devices, such as Radio
Frequency Identification (RFID) tags, smart devices, sensor
nodes, etc. instead of video images, and they count the
number of each object for user density estimation [5][6].
However, when only one video image is used, the analysis
type using video images cannot count the exact number of
people, and it cannot be used in smoggy or dark spaces.

Furthermore, because there are some serious issues related to
personal privacy risks when video images are used, it is quite
difficult to apply video image analysis for user density
estimation. The first approach that uses RFID tags must
supply the supplement with a RFID tag for user density
estimation, and the approach that uses smart devices cannot
be used in indoor spaces because of the poor signal from the
smart device’s Global Positioning System (GPS). Although
the above technologies are suitable for outdoor and open
spaces, such as subways, soccer stadiums, or baseball
stadiums, they cannot be applied in specific closed spaces.

Therefore, in this paper, we propose a new user density
estimation system using high frequencies via the speaker of a
server system and the microphone of a smart device. The
microphone of the smart device can detect an audible
frequency range from 20 Hz to 22 kHz, so the smart device
can detect specific high frequencies from received sounds via
an application [7]. We use a widely available simple speaker
for the speaker of the server system, and 2 high frequencies
between 18 kHz and 22 kHz. These high frequencies are
regularly used in high frequency studies, such as smart
information service applications and data transmission using
high frequencies; these frequencies have an important feature,
which is that people cannot hear them in an indoor space
[8][9]. In our system, smart devices located in the same
indoor space receive sounds around each device, and the
devices send a message to the server when they detect the
specific high frequencies by analyzing the received sound.
Thus, because the server gathers each message from the
smart devices and counts the number of devices, the
proposed system can estimate user density in a specific
closed space. To evaluate the performance of the proposed
application and server system, we developed a high
frequency detection application for smart devices and a user
density estimation server system, and we conducted an
experiment on user density estimation using 10 smart
devices. The results show that the proposed system is useful
as a user density estimation technology in specific closed
spaces because the accuracy of the proposed application and
server system is over 95%. Therefore, as the proposed
system is a new user density estimation technology using
inaudible high frequencies and the microphones of smart
devices, it can be a useful technology to protect people’s
safety in closed spaces, such as VR cafés, screen baseball
zones, sports experience game spaces, etc.
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This paper is organized as follows. In Section 2, we
describe the proposed application based on smart devices
and a server system. In Section 3, we describe an experiment
using the proposed application and server system and discuss
the results of the experiment regarding performance. Finally,
in Section 4, we present the conclusions and our further
research.

II. USER DENSITY ESTIMATION SYSTEM USING HIGH

FREQUENCIES

In this section, we explain the proposed application based
on smart devices and a server system for user density
estimation in a specific closed space. The total flow of the
proposed system is shown in Figure 1. In Figure 1, the
speaker of the server system generates 1 specific pair of high
frequencies (over 18 kHz) in a specific closed space over a

fixed number of seconds (①), and the smart devices in the

space collect the nearby sound via the microphone of each
smart device. The collected sounds are converted to
frequencies using Fast Fourier Transform (FFT) [10], and
each smart device sends the pair of high frequencies and its
own GPS information to the server system when it detects

the specific pair of high frequencies over 18 kHz (②). The

server gathers the data for the pair of high frequencies and
the GPS information from each smart device, and then it
counts the number of smart devices located in the specific

closed space at the same time (③).

The specific pair of high frequencies over 18 kHz is
selected as two high frequencies of 100 Hz units between 18
kHz and 22 kHz (total: 41 types of pairs). To avoid
interference from other high frequencies, the interval
between each high frequency is over 600 Hz. Thus, the pair
of high frequencies can be composed of a total 595 types,
such as 18.0 kHz–18.7 kHz, 18.0 kHz–18.8 kHz, … , 21.3

kHz–22.0 kHz. The composed pairs of high frequencies are
generated by the speaker of the proposed server system and
produced n times over k seconds. k is the duration of the pair
of high frequencies and n is their repetition time. The
produced type of pair of high frequencies is shown below in
Figure 2.

17.0

18.0

19.0

20.0

21.0

22.0

1 2 3 4 5 6 sec

kHz
k

n

Figure 2. Example of the proposed pair of high frequencies for user density
estimation.

In Figure 2, the pair of high frequencies is 19.0 kHz and
20.0 kHz, k is 5 seconds, and n is 2 times. The pair of high
frequencies is generated by the speaker of the server system,
and each smart device located in the specific closed space
checks whether the pair of high frequencies consistently
exists or not. If a smart device detects the pair of high
frequencies, it waits for the fixed m seconds and detects the
pair of high frequencies again to confirm that it is the same
pair. Then, if the first and second pairs of high frequencies
are the same, the smart device sends the pair’s high
frequency value and the smart device’s GPS information to
the server system.

Figure 1. Total flow of the proposed application and server system.

Smart devices Server

Data gathering
from smart devices

Data counting

Speaker

Collecting sound via built-in microphone

FFT from collected sound

Detection of specific high frequency
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Next, the server system confirms whether the values of
the pair of high frequencies from the speaker and from the
smart device are the same or not. If they are the same, the
server system calculates each distance from the speaker’s
GPS coordinates to the smart device’s GPS information. If
the distance is within a critical distance (r) using Euclidean
distance, the smart device is located in the specific closed
space and the server system counts the smart device. Thus,
the proposed application and server system can estimate user
density in the specific closed space.

III. EXPERIMENTS AND EVALUATION

This section explains the proposed application based on
smart devices for user density estimation. We describe the
experiment for user density estimation and analyze the
results of the experiment using the proposed application and
server system. The screen composition of the proposed
application is shown in Figure 3. In Figure 3, the graph
located on the left-hand side of the figure shows the bin
value of the high frequencies from the collected sound data,
and we confirmed that 18.1 kHz and 19.5 kHz stand out
among the other high frequencies. The text located on the
right-hand side of Figure 3 is the smart device’s GPS
information, the detected pair of high frequencies, the set
duration time (k seconds), and the slider bar for setting
duration time k. In Figure 3, because we assumed that n was
2 times and m was 1 second, if we set the slider bar to 3, k is
3 seconds and the application detects the first pair of high
frequencies during (k–1)/2 seconds. Then, the application
waits for 1 second and detects the second pair of high
frequencies during (k–1)/2 seconds again. For example, if we
set 3 as k seconds, the application checks the first pair of
high frequencies for 1 second, waits for 1 second, and checks
the second pair of high frequencies again for 1 second.

Next, we continued the experiment using the proposed
application server system. The specific closed space was a 7
× 4 m laboratory, and the speaker of the server system was
located in the top corner of the laboratory, as illustrated in
Figure 4. The space had a table, a hanger, four desks, and
four chairs. A speaker which was named Harman Kardon
Omni 20+ was located at left top corner of the space.

Figure 4. The floor plan of laboratory for experiment

The pair of high frequencies was 18.0 kHz and 19.0 kHz,
k was 3.0 seconds, and m was 1.0 seconds. We used 10
smart devices of various models, such as iPhone 7, iPhone 6,
and Galaxy s7. The server hardware was Intel(R) Core(TM)
i5 CPU 750, 8G RAM, and the server environment was
Apache 2.2.14, PHP 5.2.12, and MySQL 5.1.39. Each smart
device was running the proposed application in background
mode, and they were located in various positions around the
laboratory, such as on the desk, on the chair, in the inside
pocket of a jacket hung from a hanger, in front of a computer
monitor, or on the floor. We generated the pair of high
frequencies 100 times using the speaker of the server system

GPS
37.38051, 126.92716

High Frequencies
18.1kHz & 19.5kHz

Time duration : 3.0 sec

①

②

Figure 3. Screen composition of the proposed application for user density estimation.
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in the laboratory; Figure 5 shows the detection results of the
pair of high frequencies from each smart device.

Count 100 99 98
95

100 100

96
98

100
98

80

85

90

95

100

Figure 5. Detection results of the pair of high frequencies from each smart
device.

In Figure 5, i7 means iPhone 7, i6 means iPhone 6, i6s
means iPhone 6s, G7 means Galaxy s7, and G8 means
Galaxy s8. The count does not refer to the detection number
of the pair of high frequencies; it refers to the number of
times a signal was sent to the server system when each smart
device detected the pair of high frequencies. Most smart
devices detected the pair of high frequencies over 95 times.
We can see that the fourth i6 showed detection 95 times, and
the seventh G7 showed detection 96 times. Because these
two devices were located in the inside pocket of a jacket, we
expected that these devices would have more difficulty than
the others in detecting the pair of high frequencies.

Next, using Euclidean distance (r: 10 m), we checked the
results from the server system to see whether or not all of the
smart devices were located in the same place as the data
from the pair of high frequencies. Because the fourth i6 and
seventh G7 sent the data to the server system 95 and 96
times, respectively, the server system showed 95 times that
ten smart devices were located within the same place at the
same time. Thus, the proposed application and server system
showed 95% accuracy from this experiment, and we believe
that the proposed system can be a useful technology for user
density estimation in a specific closed space.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed a new user density
estimation system using pairs of high frequencies from a
server system and the microphones of smart devices. In the
experiment, the server system generated the pairs of high
frequencies in the specific closed space, and various smart
devices detected the pairs of high frequencies and sent the
frequencies’ data and the smart devices’ GPS data to the
server system. From this process, the server system was able
to count the number of smart devices located in the same
space at the same time, and it was able to estimate user
density in the specific closed space. Therefore, the proposed
application and server system could be useful systems to
estimate user density in closed spaces, and it could be a
useful technology to protect user safety in closed spaces,
such as VR cafés, screen baseball zones, sports experience

game spaces, and bowling pubs. Because, when an
emergency such as a fire occurs or building collapse, the
proposed method guides to disaster relief staff the exact
location of people in the closed space.

In future research, we will study a user density estimation
system for multiple closed spaces in the same building and
develop a visualization of the density results from multiple
closed spaces from the server system. And, we will compare
to our proposed method and the other user density estimation
technologies using more smart devices which are moving or
stopping in closed spaces such as sports game spaces,
bowling pubs, and VR cafes. Moreover, we will study how
the accuracy of the proposed application and server system
can be improved.
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