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SECURWARE 2011

Foreword

The Fifth International Conference on Emerging Security Information, Systems and Technologies
(SECURWARE 2011),held between August 21-27, 2011 in Nice/Saint Laurent du Var, France, was a multi-
track event covering topics related to theory and practice on security, cryptography, secure protocols,
trust, privacy, confidentiality, vulnerability, intrusion detection and other areas related to low
enforcement, security data mining, malware models, etc

Security, defined for ensuring protected communication among terminals and user applications across
public and private networks, is the core for guaranteeing confidentiality, privacy, and data protection.
Security affects business and individuals, raises the business risk, and requires a corporate and individual
culture. In the open business space offered by Internet, it is a need to improve defenses against hackers,
disgruntled employees, and commercial rivals. There is a required balance between the effort and
resources spent on security versus security achievements. Some vulnerability can be addressed using
the rule of 80:20, meaning 80% of the vulnerabilities can be addressed for 20% of the costs. Other
technical aspects are related to the communication speed versus complex and time consuming
cryptography/security mechanisms and protocols.

Digital Ecosystem is defined as an open decentralized information infrastructure where different
networked agents, such as enterprises (especially SMEs), intermediate actors, public bodies and end
users, cooperate and compete enabling the creation of new complex structures. In digital ecosystems,
the actors, their products and services can be seen as different organisms and species that are able to
evolve and adapt dynamically to changing market conditions.

Digital Ecosystems lie at the intersection between different disciplines and fields: industry, business,
social sciences, biology, and cutting edge ICT and its application driven research. They are supported by
several underlying technologies such as semantic web and ontology-based knowledge sharing, self-
organizing intelligent agents, peer-to-peer overlay networks, web services-based information platforms,
and recommender systems.

To enable safe digital ecosystem functioning, security and trust mechanisms become essential
components across all the technological layers. The aim is to bring together multidisciplinary research
that ranges from technical aspects to socio-economic models.

We take here the opportunity to warmly thank all the members of the SECURWARE 2011 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to SECURWARE 2010. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals, organizations,
and sponsors. We are grateful to the members of the SECURWARE 2011 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.
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We hope that SECURWARE 2011 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the area of
information security, security systems and technologies.

We hope Côte d’Azur provided a pleasant environment during the conference and everyone saved some
time for exploring the Mediterranean Coast.
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Lightweight Detection of Spamming Botnets

Masaru Takesue
Dept. Applied Informatics, Hosei University, Tokyo 184-8584 Japan

E-mail: takesue@ami.ei.hosei.ac.jp

Abstract—A botnet is one of the largest problems against
the Internet society because it is used to mount Distributed
Denial of Service (DDoS), to steal users credentials, to send
spam email, and so on. To cope with the problem, this paper
presents a method of detecting spamming botnets, exploiting
the information in a hash table of spams produced in our spam
filter. To partition the spams based on the similarity of their
messages, we cluster the spams in the hash table in three steps
by 1) removing the collision (due to the hashing) in each bucket
of the table, 2) merging the clusters obtained in step 1), using
the fingerprints of message bodies, and 3) further merging the
second-step clusters based on the spam-specific words in the
Subject headers of spams. We identify a bot using the IP address
in the first internal Received header that is prepended to the list
of Received headers by the first internal server of a receiving
organization. By simulation, we can cluster about 18,000 real-
world spams in about 4,000 seconds with no misclustering on
our commodity workstation. The active IP space for bots to
send spams is almost the same as the one reported in the
literature, except of a slight expansion.

Keywords-Spam, bot, botnet, clustering, fingerprint, spam-
specific word.

I. INTRODUCTION

A botnet consists of the home and office computers
infected with bot malware and controlled by a botmaster.
Botnets are one of the largest problems against the Internet
society since they are used to mount serious attacks such as
Distributed Denial of Service (DDoS) and users’ credentials
stealing, and to misuse and waste network resources and
recipients’ invaluable time by sending spam email (e.g.,
about 88% to 92% of spams originate from botnets [1]).
The size of a botnet ranges from tens of hosts to more than
ten thousand hosts [2]; surprisingly, a botnet that Symatec
discovered consists of about 400 thousand hosts [3].

Since a large percentage of emails originate from botnets,
an analysis of spam email is effective to identify bots and
botnets that are spamming [2][4], though there are several
approaches to the identification of bots and botnets that
are not necessarily spamming (as described in Section II).
An email message consists of several kinds of headers and
a body. One Received header is prepended to the list of
Received headers every time the email is relayed. Then the
list would provide information about the route from the
origin to the recipient of the email.

The botmaster usually obfuscates the route information
so that it is difficult to identify the origin of spamming bot.
The only exception is the first internal line, i.e., the Received

header prepended to the list of Received headers by the first
internal server of the organization the recipient belongs to
[5]. The first internal line gives the IP address of the outside
machine that directly delivered the email across the Internet
to the receiving organization. The Received headers before
the first internal line can be falsified by the sender.

This paper presents a method of detecting botnets. For
a continuous detection of spamming bots, we integrate
botnet detection into spam filtering since currently every
organization or user installs a spam filter. Then we can detect
spamming botnets worldwide if the botnets detected in the
individual spam filters are periodically sent to, for instance,
a Botnet Analysis Center to figure out spamming botnets
worldwide. We assume our spam filter [6] in the paper.

The botnet detection integrated in spam filtering has
two problems: First, we can use only restricted kinds of
information for the detection because it is produced in the
filter. Second, to identify the member bots of each botnet,
we partition the spams classified by the filter into clusters
each corresponding to a botnet. Then the clustering has to
be lightweight enough for a home or office computer since
the clustering of a large number of objects generally needs
a very large computing power [7][2].

Our filter detects spam based on the fingerprints of mes-
sage bodies and spam-specific words in the Subject headers
of the received email. We start the clustering with a hash
table of spams produced in the spam filter, since each bucket
of the table is a linked list of spams that have the same hash
value. We cluster spams in a hierarchical way to reduce the
computation power required in the clustering.

After the clustering, we detect the IP addresses in the
first internal lines of the spams in each cluster to identify
the botnets and their members. Experimental results show
that the clustering of about 18,000 real-world spams can be
performed with no misclustering in about 4,000 seconds on
our commodity workstation. The active IP space for bots
to send spams is almost the same as the one reported in
[8], though some new subspaces appear to be emerging.
The size distribution of detected botnet significantly differs,
depending on the size of partial IP addresses (i.e., the upper
8, 16, 24, and 32 bits) used in the botnet detection.

In the rest of the paper, Section 2 describes related
work. Section 3 outlines our spam filter and proposes the
scheme for clustering spamming bots. Section 4 describes
experimental results, and Section 5 concludes the paper.

1Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9
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II. RELATED WORK

To communicate with the bots in a botnet, its botmaster
needs a command and control (C&C) channel. The C&C
channels with the Internet Relay Chat (IRC) are currently
dominant, though the channels with the HTTP or P2P are
appearing to remedy the weak point of centralized struc-
ture of IRC channels. We classify the approaches to bot
detection into four categories; network-based, C&C-based,
DNS-based, and spam-based approaches.

The approach based on network traffic detects bots by
observing 1) the session parameters such as a source ad-
dress/port, a destination address/port, the number of packets
and bytes, the start and end time of the session, and the
transport layer protocol used [9], 2) the network activity
on suspicious IRC and HTTP traffic such as port scanning,
spamming, and binary down loading [10], or 3) Windows
API socket function calls and their arguments [11].

C&C-based approach exploits 1) behavioral characteris-
tics of IRC bots such that bots are idle most of the time
and respond faster than a human upon receiving a command
[12] and 2) regularity or invariant characteristics in botnet
behavior such as one-to-many connection, simultaneous and
immediate responses from bots in a small fixed period,
and synchronized malicious actions by bots [13], or 3)
flow characteristics of IRC C&C traffic such as bandwidth,
duration, and packet size and timing [14].

In a DNS-based approach, the connections to botmasters
are redirected to a local sinkhole that performs the 3-
way TCP handshake with bots to detect their IP addresses
[15]. Another DNS-based technique infers bots by observing
lookup behavior into DNS blackhole lists (DNSBLs) [16],
since botmasters tend to query these lists to inspect if
their bots are blacklisted. Yet another technique detects
botnets by identifying the features of a group activity in
the DNS queries that a large number of bots in a botnet
simultaneously send [17].

The last approach, spam-based one, is most relevant
to our approach. Spam campaigns, i.e., coordinated mass
emailing of spam, are used as the primary indicator to detect
the membership in a single botnet [2]. In identifying the
membership, 1) email messages are clustered into spam
campaigns, using a number of fingerprints, 2) dynamic IP
addresses are inferred into a single one of the same machine,
using a probabilistic method, and 3) spam campaigns are
merged into a single botnet to cope with the cases where a
number of spam campaigns are initiated by the same botnet.
These steps run on a cluster of 120 computers since the steps
poses formidable computing challenge for a single computer.
In [4], URLs embedded in email content are used to detect
botnet-based spam emails and botnet membership. Then
botnet hosts are identified by regular expressions of URL-
based signatures to reduce the false positive rate against
polymorphic URLs.

III. OUR METHOD OF DETECTING SPAMMING BOTS

This section first outlines our spam filter, next presents
our strategy for clustering and describes our methods for
clustering spams and detecting spamming bots and botnets.

A. Outline of our spam filter

Our spam filter is a cascade of three rule-based filters,
each of which produces or collects information required
for filtering [6]. Since the filter in a stage of the cascade
sends the email it cannot classify to the next stage, the false
(positive and negative) rates gradually decrease while the
email passes through the cascade.

Let a token refer to the hash value of a 50-byte character
string produced with the hash function described in [18], and
the fingerprint (FP) of an email be a set of the all tokens for
overlapping 50-byte character strings (sliding by one byte at
a time) in the email’s message body. Then the first filter in
our cascade characterizes an incoming email by a set of
32 tokens, called partial fingerprint (pFP), that have the
smallest least-significant 8 bits of the tokens in the FP for
the email. The pFPs for earlier spams are stored in the filter
and used to classify an incoming email, comparing its pFP
with those saved in the filter.

The second filter classifies email, consulting the lists
respectively of spam and legitimate email addresses in the
From headers; this filter also checks the mail address format
in the headers. The last filter classifies emails, using the
lists respectively of spam-specific and legitimate email-
specific words in the Subject headers. Evaluated with about
20,000 real world emails, our cascaded filters achieve the
false negative rate of 0.025 with no false positive and is
lightweight, i.e., classifies about 93 emails per second.

For a detected spam, our spam filter stores an entry
consisting of the pFP and other items in a bucket of a hash
table, called eMail Hash Table (MHT); an MHT bucket is
a list of entries. The bucket including a specific spam is
indexed by yet another fingerprint, the summary FP (sFP;
also referred to as origin index), that equals

��������	��
������� � ,
where 
������� � is the � -th token in the spam’s pFP.

Let the dominant spam for an incoming email stand for a
spam whose pFP saved in the filter most matches the email’s
pFP and the number of matching tokens is not less than a
threshold ������� . To decrease the false rates, the filter puts
a spam and its origin index into the MHT bucket with the
dominant spam’s origin index (referred to as dominant index)
when the spam has the dominant spam, or stores only the
spam in the bucket with its origin index otherwise.

B. Strategy for clustering

Let � denote the numbers of spams to be clustered,
and � be the average number of tokens per FP. If we
would perform spam clustering by FP, the clustering needs
�����! ��" � comparisons, where �#� is for comparing each
spam with another one, and �$ ��" � is for comparing each

2Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9
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token in the FP for a spam with all tokens in the FP for
another spam, assuming the FPs organized into search trees.

The average size of a message body in our collected �&%')(+*-,/.
emails is equal to about 0 (+*�, � bytes, so that �1%

0 (2*-, � . Then the total size of FPs equals about 3 ,�,4(2*-,65
bytes. Assuming one file I/O per 1,000 bytes and the I/O
delay (millisecond order per disk seek) of

*-, 5
times greater

that the CPU clock cycle time (nanosecond order), then the
clustering of � spams directly by FPs in a single step would
need 78�����$ ��" �:9; *�, � % *�,�<

seeks. This is equivalent to
the time for about

*�, �>= CPU clocks, and hence, about
*-,65

seconds on a current home/office computer; note that one
day equals about 3@? A (2*-,�. seconds.

We reduce the computing power above through these
strategy, assuming that in the bots clustering, we can use
only the information collected in the spam filter:

1. Perform clustering in a number of steps.
2. Use different metrics in different clustering steps.
3. Produce clusters based on the similarity only of the

leaders (i.e., the representative spams) of clusters.
4. Verify the clustering correctness in each step by

the similarity of FPs.
Strategy 1 will reduce the computing power because the

clustering is separately applied on each cluster produced
in the previous step. Strategies 2 and 3 will decrease the
computing power, with a penalty of misclustering. Strategy
4 compensates our clustering method for the probable mis-
clustering due to Strategies 2 and 3.

C. Clustering of spam

For spam clustering, we modify our original filter so that
the Subject headers and the first internal lines of the detected
spams are also saved in the MHT entries. Moreover, we
store the spams’ fingerprints FPs in a number of files, call
FP files. In addition, we copy all produced MHT entries
into another hash table, called Spam Cluster Table (SCT),
since the original filter deletes stale MHT entries every 1000
spams to save the memory resource.

We start our spam clustering with SCT since each SCT
bucket is a preliminary cluster of spams since it is a list of
spams with similar message bodies in the sense that they
produce the same origin or dominant index. We define a
pair of spams as being similar if the rate of the number of
identical tokens in their FPs to the number of tokens in one
of the FPs is greater than or equal to a threshold, B)CED � . Then
our spam clustering proceeds as listed below and shown in
Fig. 1; an SCT bucket is shown in Fig. 1.(a) and the leader
of a cluster is the head spam in the cluster (see Fig. 1.(b)):

1. Cluster the spams in each SCT bucket by (partially)
resolving the collisions (i.e., by further hashing the
spams) due to the indexing by sFP (Fig. 1.(b)).

2. If a cluster FHG produced in step 1 is located in the
bucket with the leader’s dominant index I , merge

cluster FJG with a cluster F#K in the bucket with the
leader’s origin index L if the leader is similar to
some spam in cluster FMK (see Fig. 1.(c)).

3. Merge the clusters generated in step 2 if their
leaders have a number of common spam-specific
words greater than or equal to a threshold, �4CENO� .

P PRQSQTQ P

(a) One bucket of SCT

leadersU U
V
V QQQV
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Z [\[][
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(b) Clusters produced from
one bucket; step 1
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(c) Merging of clusters;
steps 2 and 3

Fig. 1. Clustering by removing aliases and merging
based on dominant spams and spam-specific words.

To resolve the collisions in step 1, we put the spams with
the same XOR �T��_�	� 
������� � into one cluster (XOR: eXclusive-
OR). Then the spams in a obtained cluster have the same��������	��
������� � ( ` sFP) and the same XOR �T��_�	� 
�������� � .

A cluster FJG in bucket SCT[ I ] obtained in step 1 may
consist only of the spams that have the same dominant index
I but have the individual origin indices different from I (see
Section A). Let L be the original index of the leader of cluster
F G . Then we merge, in step 2, the cluster F G with a cluster
F K in bucket SCT[ L ] if cluster F K includes at least one spam
similar to the leader of cluster F G (see Fig. 1.(c)).

In step 3, we merge two clusters generated in step 2 when
their leaders’ Subject headers have a number of common
spam-specific words not less than a threshold � CaNO� and
their leaders are similar to each other. Note that after each
clustering in steps 1 to 3, we verify (see Strategy S4) using
the FP files whether each spam in a cluster is similar to the
cluster’s leader. Thus the searching space for the clustering
is greatly reduced, preserving the correctness of clustering
if the threshold B:CED � for similarity is appropriate.

D. Detection of spamming botnets

Major techniques for concealing botmaster’s identity are
to use a member bot of his (or her) botnet as an open
proxy or an open mail relay [19]. Although restricting the
usage of open email relay (since it is a misconfigured relay
that exchanges information with any other computer on the
Internet) is recommended in RFC2505 [20], the botmaster
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can instruct his bot to start a new open proxy or relay
server so that he can send email via the open server. Then
the Received headers in the received email contain the
open server’s network address, revealing nothing about the
botmaster’s identity. Moreover, the email received from the
server (i.e., bot) then appears to come from a legitimate
home or office user infected by the bot malware.

The first internal line gives the IP address of the outside
machine that directly delivered the email across the Internet
to the recipient’s organization. Assuming that an incoming
email originates from a botnet, then the first internal line
includes the IP address of a member bot of the botnet, from
the discussion above. Thus we identify the IP addresses of
bots, using the first internal lines in SCT.

If two sets of IP addresses of the spamming bots in
separate clusters have a common IP address, it is probable
that the all bots in the clusters belong to the same botnet but
the clusters are sending different spams, assuming a single
bot malware infection per host. Then we can merge the
clusters to obtain a larger size of botnet. As described above,
it is not so easy to identify the botmasters’ IP addresses due
to the proxy and relay servers.

IV. EXPERIMENTS

We experiment using the message sources of real-world
emails received by the Mozilla mailer on the Linux system
from Oct. 3, 2008 to Dec. 27, 2008 and from May 25,
2009 to Oct 16, 2009; the total number of collected emails
reaches about 20k (6k and 14k, respectively). The emails
are from U.S.A., E.U., Japan, and other countries and are
written in English (about 90%), Japanese (about 5%), or
other languages. Of the collected 20k emails, the legitimate
email and spam are about 9% and 91%. We experiment on
our workstation with dual-processor Xeon (2.66 GHz).

We have the three threshold values, �4���� , ��CaNO� , and
B:CED � , for the clustering and its verification (see Section
III). From the results of preliminary experiments, we set
the thresholds thereafter so that �4�����b`cA , �dCaN\�e` *

,
and B:CED �f` , ? 0 , since these values have produced largest
clusters with no misclustering. To reduce the delay of disk
I/O, the FPs of spams are stored in 63 files, in ascending
order of email number (attached by person) and are accessed
by selecting one of the files by the email number and
sequentially searching in the selected file.

A. Spam clustering

To figure out the effects of clustering in each step, we
evaluate three clustering methods respectively with only step
1 (denoted by S1), with steps 1 and 2 (S2), and with steps
1 to 3 (S3). The results are shown in Table 1. A smaller
number of clusters mean a greater average cluster size. The
average cluster size with method S1 is increased with S2,
and is further increased with S3. The maximum cluster size
is almost the same with the three methods. The execution

time required for clustering increases in the order of S1 to
S3, but S3 needs much larger time, 170,908 seconds (i.e.,
about 47 hours) than the other methods do.

To investigate the reason of the large execution time
of S3, we experiment S3 with ��CENO� of 3; the results are
listed in the parentheses of Table 1. When �gCaNO�h`ji , the
number of clusters slightly increases, and hence, the average
size decreases, as compared with those when �gCaNO�1` *

.
However, the execution time greatly decreases to 12,659
seconds (about 3.5 hours). This is because the candidate
clusters for merging with a cluster have to be verified before
really merged, using the FPs in the files, and a smaller � CaN\�
produces a larger number of candidates and hence need a
greater verification time.

Table 1. Clustering characteristics and performance;
results in the parentheses are obtained when � CaNO� `�i .

S1 S2 S3
Number of clusters 11,240 8,967 8,530

(8,814)
Average cluster size 1.3 1.6 1.7

(1.6)
Maximum cluster size 225 228 228

(228)
Execution time [sec] 2,251 4,095 170,908

(12,659)

Next, we measure the size distribution of the largest 30
(denoted by top-30) clusters; the results are shown in Fig. 2.
The difference of size distributions with S3 and S2 is small,
though the execution time with S3 is much greater than the
time with S2 (see Table 1). Moreover, in the top-30 clusters
produced with S2 and S3, no false positive and negative
is found by inspection. Thus we can conclude that S2 is
better than S3 in terms of performance/cost; we evaluate
with method S2 in the rest of this section.

Number of spams

200

150

100

50

Cluster index
5 10 15 20 25 30

(
: S1k : S2l : S3

(
(

( ( ( ( ( ( ( ( ( (O( ( ( (O( ( (]( ( ( ( (](\(]( (](\(

k
k

k

k k k k k k k k]k k k kOk k k kOk]k]k k k k]k\k]k k]k

l
l

l

l l l l l l l l l l l l]l l]l l l]lOl l l lOl]l\l l]l

Fig. 2. The distribution of the number of spams
in the top-30 clusters.
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B. IP space of spamming bots

Next we plot the upper 8 bits of IP addresses (denoted by
IPs/8) of spamming bots in the top-20 clusters; the result is
shown in Fig. 3, where the dot symbol (

[
) means that at least

one spam in the cluster has the IP/8. The most active IPs/8
space consists of 57.*–97.*, 113.*–126.*, and 188.*–222.*;
this result almost completely matches a previous result [8].
Surprisingly, 91% of the spams detected by our spam filter
are from the active space. Unfortunately, subspaces 188.*–
222.* and 113.*–126.* are expanding downward, and new
active subspaces may be emerging around 160.* and below
40.*, as you can see in the figure.
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Fig. 3. The upper 8 bit of IP addresses of
spamming bots in the top-20 clusters.

C. Botnets and their members

To investigate if the spamming bots in multiple clusters
are controlled by the same botmaster, we inspect the IPs/16,
IPs/24, and IPs/32 (respectively denoting the upper 16, 24,
and 32 bits of IP addresses) that are common to the bots

in the top-20 clusters. The result is shown in Fig. 4, where
the symbols m , n , and

(
respectively mean that at least one

bot in a cluster has the same IP/16, the same IP/24, and the
same IP/32 as those at least one bot in another cluster has.
For instance, at least one bot in cluster 10 (denoted by C10)
has the same IP/16 as that at least one bot in C1 has, and
has the same IP/32 as that at least one bot in cluster C2 has.
Note that we can consider Fig. 4 as an adjacency matrix for
a graph, supposing that each cluster is a node of the graph
and symbols m , n , and

(
represent 1’s in the matrix.
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Fig. 4. Partial IP addresses (IPs/n) shared by
the top-20 clusters; a symbol at (x,y) means that
clusters x and y have at least one common IP/n.

When the bots in some clusters share at least one common
IP/16, IP/24, or IP/32 (denoted by cIP/16, cIP/24, or cIP/32),
we assume here that the bots in the clusters belong to the
same botnet. Then inspecting based on cIP/16, the all bots
in the top-20 clusters belong to a single botnet, because
a transitive closure of nodes (i.e., clusters) labeled by the
m (i.e., IP/16) shown in Fig. 4 means that they belong to
a single botnet. Likewise, based on cIP/24 ( n ), the bots
in clusters p C1,C7,C13 q , the bots in p C2,C10,C15,C20 q ,
and the bots in p C4,C8,C11,C17 q belong to three different
individual botnets. Moreover, based on cIP/32 (

(
), the bots

in p C2,C10,C15 q and the bots in p C4,C8,C11,C17 q are
under the control of two botmasters, respectively.

The decision on botnet membership also depends on the
dynamics of IP address. It is reported that more that 102
million dynamic IP addresses are identified in a month-long
Hotmail user-login trace, and 97% of mail servers setup on
dynamic IP addresses send out solely spam emails [21].
Under this situation, we may be able to figure out much
larger sizes of botnets than described above. The detection
of dynamic IP addresses is, however, out of scope of the
paper, and we are reporting a method of botnets detection
taking dynamic IP addresses into account in a future paper.
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V. CONCLUSIONS

We have presented a lightweight method of detecting
spamming bots and botnets, exploiting the information used
in our spam filter, which provides us with a hash table of
preliminary clusters each of a bucket of detected spams.
Beginning with the hash table, we have clustered the spams
through three steps, first by partially removing the hash
collision in each bucket of the hash table, second by merging
the obtained clusters based on the similarity of message
bodies of the leaders (i.e., the representative spams in
the clusters), and last by further merging the second-step
clusters, using spam-specific words in the Subject headers
of their leaders. A bot was identified by the IP address in
the first internal line of the spams’ Received headers, and
a botnet was detected by merging the clusters based on the
common (partial or total) IP addresses of their member bots.

By simulation with about 20,000 real-world emails, the
clustering without step 3 is desirable in terms of computation
cost and clustering potential. Then about 18,000 spams are
clustered in about 4,000 seconds. The cluster sizes of the
largest 30 clusters distribute from 27 to 228 spams, and the
active IPs/8 (i.e., the upper 8 bits of the IP addresses) of
the largest 20 clusters consists of 57*–97*, 113*–126*, and
188*–222*; some new subspaces appear to be emerging.
The distribution of detected botnet sizes significantly differs,
depending on the size (i.e., the upper 8, 16, 24, and 32 bits)
of common IP addresses; we have to investigate the effect
of dynamic IP address for more accurate sizes of botnets.

Our next work is a botnet detection system distributed
worldwide and based on the lightweight detection of spam-
ming bots presented in the paper: Suppose that we can iden-
tify spamming bots by spam filters running on home/office
computers, and assume that the identifiers and related infor-
mation for detected bots are sent to a server for bot/botnet
analysis. Then we will be able to promptly and accurately
figure out botnet structures.
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Abstract— Security analysts extensively use virtual 

machines to analyse sample programs and study them to 

determine if they contain any malware. In the process, if 

the malware destabilizes the guest OS, they simply discard 

it and load in a fresh image. This approach increases their 

productivity. Since naive users do not run virtual 

machines, malware authors have observed that it is a 

pretty good probability that their malware is being 

analysed if it is being run in a Virtual Machine (VM). 

When these analysis aware malware detect the presence of 

VMs, they behave in a benign manner thus escaping 

detection. A determined analyst will have to end up 

running the sample on a native machine that adds to his 

chase time. In this paper, we briefly discuss the techniques 

deployed to detect VM by the Analysis Aware Malware 

also known as the Split Personality Malware. We then 

introduce our tool that not only detects this category of 

malware but also fools it into believing that it is running 

on a native machine even when it is running on a 

virtualized one, forcing it to exhibit its malicious form. 

Most security analysts should find this tool really useful.  

Keywords- Detecting Virtual Machines, Vmware, Analysis 

Aware Malware, Split Personality Malware, guest OS, host 

OS. 

I. INTRODUCTION 

Security researchers and analysts use a wide variety of 

tools to carry out malware analysis. Virtualization has 

emerged as a very useful technology in the field of 

security research and has gained widespread acceptance 

in the fraternity. It is very popular amongst malware 

researchers since they can intrepidly execute suspicious 

malware samples on the virtual machines without 

having their systems affected. Since many malware tend 

to destabilize the host systems, allowing them to run in 

a virtual environment increases the productivity of the 
analysts. This decreases the time and cost that the 

analysts need to study malware behaviours enabling 

them to build patches against the vulnerabilities that the 

malware exploit.  

However, the malware developers have once again 

upped the ante by adding analysis awareness 

functionality into their malware. They detect the 

presence of malware analysis tools such as Virtual 

Machines (VM), debuggers and sandboxes and then 

either terminate execution or hide their malicious nature 

by executing like a benign application. As a result, they 
escape detection from a casual malware analyst. This 

category of malware is known as Analysis Aware 

malware or Split Personality malware. 

The main subject of this paper is to tackle this class 

of malware. Current efforts mainly focus on flagging 

the Split Personality malware and once flagged they 

resort to analyzing them on a native machine to bring 

out their malicious nature. In this paper, we discuss our 

novel approach using which we detect the VM detection 

attempts and further trick the malware into believing 

that they are running on a host OS and hence make 

them exhibit their non-benign nature. We have 

developed a tool, VMDetectGuard for this purpose. We 

present the effective results obtained by means of this 

tool. 
Our tool is currently built for VMware running the 

Windows platform. However, it is important to note that 

the solution we provide here is generic and can be 

easily tailored to cater to other OS platforms as well as 

VMs.  

The remainder of this paper is organized as follows. 

Section 2 discusses the different VM detection 

techniques. In Section 3, we discuss related work and 

highlight their shortcomings. In Section 4, we present 

our approach for combating the VM-detecting Split 

Personality malware. In Section 5, we discuss the 
implementation details of our solution, 

VMDetectGuard. In Section 6, we present the analysis 

results obtained by running various VM detecting 

malware samples (both proof of concept and live 

malware) in the presence as well as in the absence of 

VMDetectGuard and noting down the behavioral 

changes in the malware. In Section 7, we conclude. 

II. VM DETECTION TECHNIQUES 

There are various ways of VM detection, all of which 

can be classified in one of the following categories: 

A. Hardware Fingerprinting 

Hardware Fingerprinting involves looking for specific 

virtualized hardware [1]. It can reveal a plethora of 

information about VM specific components required for 

reliable detection. In Table I, we have included the 

results of hardware fingerprinting which we obtained on 

a host OS and on a guest OS running on VMware. We 

carried out this fingerprinting using Windows 

Management Instrumentation (WMI) classes and APIs 

[2]  

B. Registry Check 

The registry entries contain hundreds of references to the 

string "VMware" in the guest OS. Checking the registry 

values for certain keys clearly reveals the VM presence 

[1]. The following are a few examples: 

 
HKEY_LOCAL_MACHINE\HARDWARE\DEVICEMAP\Scsi\Scsi 

Port1\Scsi Bus 0\Target Id 0\Logical Unit Id 

0\Identifier 

 VMware, VMware Virtual S1.0 
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HKEY_LOCAL_MACHINE\SYSTEM\ControlSet001\Control

\Class\{4D36E968-E325-11CE-BFC1-

08002BE10318}\0000\DriverDesc 

   VMware SCSI Controller 

 

HKEY_LOCAL_MACHINE\SYSTEM\ControlSet001\Control

\Class\{4D36E968-E325-11CE-BFC1-

08002BE10318}\0000\ProviderName 

   VMware, Inc. 

 

C. Memory Check 

This technique involves looking at the values of specific 
memory locations after the execution of instructions 

such as SIDT (Store Interrupt Descriptor Table), SLDT 

(Store Local Descriptor Table), SGDT (Store Global 

Descriptor Table), and STR (Store Task Register) 

[1][3]-[7]. It is the most widespread detection technique 

employed by the present day VM detecting malware.  

D. VM Communication Channel Check 

This check involves detecting the presence of a host-
guest communication channel. The IN instruction is a 

privileged instruction which when executed from ring 3 

of a protected mode OS such as Windows, raises the 

exception “EXCEPTION PRIV INSTRUCTION'” [1]. 

However, when it is running on VMware, no such 

exception is generated. Instead, VMware initiates guest 

to host communication by calling the „IN‟ instruction. If 

the magic number („VMXh‟) is returned to the register 

EBX, then it is certain that the program is running 

inside VMware. 

 

E. Timing Analysis 

 An obvious yet rare attack against a Virtual Machine is 

to check a local time source, such as the "Time Stamp 

Counter" (TSC). We briefly restate the concept behind 

this attack discussed in a previous work [5]. 

Translation Lookaside Buffers (TLBs) can be 

explicitly flushed out and then the time to access a new 

page is determined by reading the TSC before and after 

the access. This duration can be averaged out over the 

number of TLBs to be filled. Next, the TLBs are filled 
with known data by accessing a set of present pages and 

the time to access a cashed page is determined as 

before. This value can also be averaged over the 

number of pages in the TLBs. Now, the CPUID 

instruction is executed. CPUID is the only VM sensitive 

instruction which on execution flushes out at least some 

of the TLBs as a side effect. Now each of the pages that 

were present in the VM is accessed again. If any of the 

page's access time matches that of a new page, the 

presence of a VM is revealed! 

 

F. Process & File Check 

There are many VMware specific processes such as 

VMwareUser.exe, vmacthlp.exe, VMwareService.exe, 

VMwareTray.exe that constantly run in the background. 

There also exist some VMware specific files and folders 

[1]. Hence querying for these objects could also serve 
as a method for VM detection. Though this method 

could easily be fooled, when combined with other 

detection techniques, it could obtain more reliable 

results. 

III. RELATED WORK 

We found that the amount work done for the 

containment of Split Personality malware is not 

substantial. Very few researchers have provided 

solutions to counter the same. Moreover, most of them 

have focussed only on the detection of this class of 

malware [8][9][10]. Once this class of malware is 

detected, they propose to further analyse these malware 

on a host OS. The only approaches we found that aim at 

tricking the malware are proposed by Carpenter et al. 

[11] and Guizani et al [12]. 
Zhu & Chin [9] discuss two approaches to counter 

VM-aware malware. One approach professes the use of 

dynamic analysis to identify known virtual machine 

detection techniques. The authors have built an 

implementation for it called “Malaware”. This is a mere 

detection approach. Once the malware is detected it is 

to be further analysed on a native machine. In the 

second method they propose the use of dynamic taint 

tracking to detect any impact caused by the input that 

changes the execution path of the malware. Although 

the authors claim that this approach will help to detect 
the already unknown VM detection techniques, we beg 

to differ. In this second approach they have addressed 

only two of the various VM detection techniques, 

Memory Check and Registry Check. Out of these, for 

countering Registry Check detection method they 

propose that, a check should be made to determine if the 

sample contains any conditional jump statement 

following a registry query. If so, they conclude that the 

sample is probably taking another execution path 

because it detected the presence of virtual machine. We 

further argue that this is not a good heuristic as a sample 

will not always be a split personality malware if it has a 
conditional statement after a registry access. Even a 

legitimate application could do that for other genuine 

reasons. For instance, the commercial software with 

trial periods have to extensively make use of this logic 

in order to check the registry values to see if the 

software has been registered by the user or not. If not 

then it must run in the trial mode. Moreover, this 

method does not give any solutions for other types of 

VM detection techniques such as Hardware 

Fingerprinting and Timing Analysis, both of which are 

gradually being adopted by the advanced Split 
Personality malware. 

Carpenter et al. propose [11] two mitigation 

techniques. They aim at tricking the malware by, 1) 

changing the configuration settings of the .vmx file 

present on the host system and, 2) altering the magic 

value to break the guest-host communication channel. 

Out of these two techniques the first one has the 

following setbacks: 

 The configuration options break the 

communication channel between guest and host not 
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just for the program trying to detect the VM, but 

for all the programs. 

 Moreover the authors claim that these are 

undocumented features and that they are not aware 

of any side effects. 

Their second technique is targeted only against VM 

Communication Channel Check method. 

The work by Guizani et al. [12] provides an 

effective solution for Server-Side Dynamic Code 

Analysis. A small part of their solution deals with 

tricking the Split Personality malware employing 

Memory Check and VM Communication Channel 

detection techniques. However they do not address 

other detection techniques. It was their work that 
inspired us to build a complete solution for the 

containment of the all the VM detection methods and 

provide a more complete and robust solution.  

The approach mentioned in the work by Balzarotti et 

al. [10] involves first running the sample on the 

reference system (physical system), logging its input 

and output values exchanged with the system and then 

running the same sample on the analysis system which 

runs a virtual environment where the output values, that 

were obtained on the reference system are simply 

replayed. Then, the differences in the sample's 
behaviour are observed. Thus, in this work too, the 

entire analysis of the detected Split Personality Malware 

is not carried out in the virtualized environment. 

Hence we conclude that there does not exist any 

complete solution that effectively counters Split 

Personality malware.  

IV.   OUR APPROACH 

The main objective of this paper is to carry out the 
analysis, detection and containment of the Split 

Personality malware entirely on the virtualized system. 

We perform dynamic binary instrumentation of the 

sample under test in order to obtain its low level 

information as well as to intercept all the API calls 

made by it. We then check to see if the sample is trying 

to access any information which would help it in 

determining the VM presence. If a match is found with 

any of our monitored set of API calls or low level 

instructions, our tool logs the activity and provides fake 

values to the sample so as to make it feel that it is 
running on the native system. Fig. 1 illustrates the 

approach step by step. 

Step 1: Maintain a list of all the hardware as well as 

registry querying API calls. Also maintain a list of all 

the VM specific instructions such as SIDT, SLDT, 

SGDT, STR, IN. 

Following is a partial list of API calls to be monitored.  

a) Hardware Querying APIs  

i) SetupDiEnumDeviceInfo() 

ii) SetupDiGetDeviceInstanceId() 

iii) SetupDiGetDeviceRegistryProperty() 

iv) WMI APIs 

 

b) Registry Querying APIs  

i) RegEnumKey() 

ii) RegEnumValue() 

iii) RegOpenKey() 
iv) RegQueryInfoKeyValue() 

v) RegQueryMultipleValues() 

vi) RegQueryValue()  

Step 2: Perform dynamic binary instrumentation of the 

sample under test in order to obtain its low level 

information as well as to intercept all the API calls 

made by it. 

We perform dynamic binary instrumentation of the 

sample using the Pin framework [13]. It allows for 

monitoring all the API calls and low level instructions 

being executed by the sample. 

Step 3-12: Check to see if the sample under test makes 
a call or executes any of the monitored API calls or 

instructions respectively. If a match is found, set the 

OUTPUT to “Split Personality Malware Detected”. 

Also, log the activity and provide fake values to the 

sample so as to make it feel that it is running on a host 

system.  

Let us consider the example of a sample that makes the 
following API calls with the given arguments: 

RegOpenKeyEx( 

HKEY_LOCAL_MACHINE, 

TEXT("HARDWARE\\DEVICEMAP\\Scsi\\Sc

si Port 0\\Scsi Bus 0\\Target Id 

0\\Logical Unit Id 0"), 

0, 

KEY_QUERY_VALUE, 

       &hKey); 

 

RegQueryValueEx(  

hKey, 

       TEXT("Identifier"), 

       NULL, 

       NULL, 

       (LPBYTE) PerfData, 

       &cbData ); 

       In the above case, the key value returned in a 

VMware machine will contain the string “VMware”. 

Thus, we monitor the values returned by the OS in 

response to the API calls made by the sample. If it 

contains the string “VMware”, the control passes to our 

replacement routine where we change the value to a 

more appropriate value such as “Miscrosoft” or to a 

value that would have been returned on a host Windows 

OS. 

      Similarly when VM specific instructions such as 

SIDT are at the verge of being executed by the sample, 
the control passes to our replacement routine where we 

set the value of the destination operand to a value that 

would be obtained on the host Windows OS. 
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          Figure 1. Our Approach for Countering Split Personality 

Malware 

V. IMPLEMENTATION 

We have designed and implemented a solution to 

counter Split Personality malware that employ the 

various VM detecting techniques. In this section we 
present a detailed discussion of our implementation, 

VMDetectGuard. 

We implemented our solution in the framework 

provided by the Pin tool [13] released by Intel 

Corporation. Pin is a tool for the instrumentation of 

programs. Pin allows a tool (such as ours) to insert 

arbitrary code in arbitrary places in the executable. The 

code is added dynamically while the executable is 

running.  

A. Methodology 

As we stated earlier, all the VM detection methods fall 

under one or more categories of VM detection 

discussed in Section 2, we present our implementation 

methodology with respect to each VM detection 

category. 

i) Countering Hardware Fingerprinting 

We propose hardware emulation. The idea is to 

maintain a list of all the API calls that provide hardware 

information such as BIOS, Motherboard, Processor, 

Network Adapter etc. such that even if false values are 

supplied about them to a ring 3 application querying 

such information, the application would not crash. We 

created a proof of concept program to carry out 
hardware fingerprinting of a native as well as a virtual 

machine. Table I summarizes the results.  

VMDetectGuard hooks into the sample under 

analysis and monitors the API calls it makes. Whenever 

a match is found with our set of monitored API calls, it 

logs this activity and provides fake values to the 

sample. In Table I we see how VM returns a value 

“none” for motherboard serial number. VMDetectGuard 

returns a more appropriate string such as 

“.16LV3BS.CN70166983G1XF” instead. Each time a 

match with the monitored set of APIs is found, our tool 

empowers the analyst who can choose either to modify 
or not to modify the values being returned to the 

sample, thus enabling him to notice any changes in the 

sample's behaviour.  

Caveat: There are certain hardware components that 

cannot be emulated. For instance, the MAC address 

cannot be faked because the program requesting this 

value would be unable to carry out the desired 

networking tasks. In this case, we urge the malware 

analysts to change their MAC address in their VMware 

machine so that it does not match the VMware MAC 

address pattern. The guidelines for this are provided on 

the VMware forums [14].  

ii) Countering Registry Check 

VMDetectGuard also monitors registry querying APIs 

such as RegQueryInfoKeyValue, RegOpenKey, etc. It 

intercepts these API calls whenever they are executed 

by the sample. It then looks at the output values 
returned by the system. If the output contains the string 

"VMware", our tool replaces this string with a value 

that would have been returned on a non virtual system 

running the same OS. 

iii) Countering Memory Check 

For countering memory check we detect the presence 

SIDT, SLDT, and SGDT and STR instructions.  

VMDetectGuard logs the activity whenever any of 

the above instructions is at the verge of being executed 

by the malware sample. It also appropriately modifies 

the values of the registers that are affected by these 

instructions after their execution making the sample feel 

that it is running on a native system.  

Table II shows the different values obtained on a 

VMware and a host machine respectively on executing 

the above mentioned instructions.  

TABLE II. VALUES OBTAINED ON EXECUTING MEMORY CHECK 

INSTRUCTIONS ON VMWARE AND HOST MACHINE (WINDOWS) 

Instruction VMware  Host machine 

SIDT IDT is located 

typically at 

0xffXXXXXX 

IDT is located at a 

location lower 

than that. Around 

0x80ffffff. 

SLDT Not located at 

0xdead0000 

Located at 

0xdead0000 

SGDT GDT is located 
typically at 

0xffXXXXXX 

GDT is located at 
a location lower 

than that around 

0x80ffffff. 

STR 

Selector segment 

value of TR register 

is value other than 

0x40000000 

Selector segment 

value of TR 

register is 

0x40000000 

iv) Countering VM Communication Channel 

Check 

We address this check in a way similar to countering 

Memory Check. We monitor execution of the IN 

instruction, and change the value of the magic number 
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(„VMXh‟) that was supplied as an input parameter by 

the sample under test to some other value. 

v) Countering Timing Analysis 

Our tool monitors the sample for instructions such as 

CPUID and RDTSC (Read Time Stamp Counter). 

Moreover it maintains the count of each type of 

instruction executed. So if a particular instruction is 

executed a large number of times which is above the 
threshold value for that type of instruction, it logs this 

activity too. This is because timing attacks are known to 

execute a single or a couple of instructions for a very 

large number of times as certain instructions when run 

for a large number of times on a virtualized system take 

considerably longer than on a native machine to 

execute. Such attacks also make use of the CPUID 

instruction. We counter this detection method by 

deleting the CPUID instruction just before its execution 

and then modifying the values of the general purpose 

registers that are affected by the CPUID instruction 

(ebx, ecx, edx).  

vi) Countering File & Process Check 

These checks are countered in the similar way as the 

Registry Check. APIs for File/Folder/Process queries 

are monitored. If the sample makes querying request for 

VMware files, folders or processes, the tool sends out 
the „file/process not found' error. 

Thus our tool takes complete control of the sample 

and governs the output values to be fed to it. 

B. VMDetectGuard Output 

VMDetectGuard produces various log files along with 

the Boolean Result: Split Personality malware detected/ 

not detected. 

It generates instruction trace, system call trace, 

instruction count log, opcode mix log as well as a VM 

specific log. This VM specific log contains all the API 

calls as well as the low level instructions that were 

executed by the sample under test. In case the sample is 

not a Split Personality malware, the VM specific log 

remains empty. All these logs can be used for further 

analysis of the sample.  

VI. RESULTS & ANALYSIS 

In order to test the effectiveness of our tool 

VMdetectGuard, we ran various VM detecting malware 

samples (both, proof of concept samples and live 

malware captured from the internet) on VMware in the 

presence as well as absence of VMDetectGuard; to 

observe if there were any notable changes in their 

behaviour. Table III summarizes the results of our 

analysis. 

Fig. 2 and Fig. 3 illustrate the changes in the 

behaviours of redpill.exe [6] and scoopyNG.exe [7] 

respectively when ran on VMware in the presence and 

absence of VMDetectGuard respectively. It can be seen 

how VMDetectGuard fools both the binaries into 

believing that they are not running on a Virtual 

Machine. 

We also analysed some samples of live malware 
captured from the internet. Amongst these, 

Backdoor.Win32.SdBot.fmn was found to employ both, 

Timing Analysis as well as Memory Check. When run 

in the absence of VMDetectGuard, the application 

displays a message, “Sorry, this application cannot run 

in a Virtual Machine”. However on running it in the 

presence of VMDetectGuard, it runs and ultimately 

shuts the instance of OS running on VMware! While 

analyzing the logs generated by this malware sample we 

noted that it executed RDTSC 487 times, CPUID once. 

It also executed SIDT and SLDT instructions. But since 

our tool provided it with fake values it continued to act 
malicious and ultimately shut the OS. By means of 

VMDetectGuard, we also obtained its low level trace as 

well as system call trace for further analysis. Fig. 4 

shows how Backdoor.Win32.SdBot.fmn refuses to run 

in a virtual machine when run in the absence of 

VMDetectGuard. Fig. 5 is a snapshot of the low level 

information of Backdoor.Win32.SdBot.fmn obtained 

while tricking it using VMDetectGuard. It shows the 

use of the Memory Check method (SLDT instruction) 

made by the malware sample.  

VII. CONCLUSION 

Split Personality malware is on a gradual rise and 

proactive measures are necessary to curb them before 

they become uncontrollable.   

We found lack of research in this field. Moreover 

there does not exist any full-fledged tool to counter 

Split Personality malware.  

We have designed and implemented 

VMDetectGuard, a tool that detects as well as tricks 

Split Personality malware. Our experimental results 

demonstrate that the tool effectively detects as well as 

tricks the split personality binaries leading to their 

effective analysis in the virtualized environment.  

Although we have tested VMDetectGuard for several 

VM Detecting malware, we are still in the testing phase 

to ensure the completeness of our solution. Moreover, 

we are yet to carry out its performance evaluation to 

make it more efficient. We are working on it.  

Our solution is currently built for VMware and 

Windows OS. We now seek to extend the support to 

other Operating Systems as well as Virtual Machines 

such as VirtualBox, Virtual PC, Xen, Hydra, Qemu etc. 

Similar techniques can also be used to counter anti-

debugging tricks.   
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TABLE I COMPARISON RESULTS OF HARDWARE FINGERPRINTING OBTAINED ON A WINDOWS VIRTUAL AND A NATIVE MACHINE 

RESPECTIVELY 

Hardware  

component 

Attribute 

queried 

VMware Native Machine 

Motherboard Serial No. None .2GTP3BS.CN7016697MG1DN. 

Processor SocketDesign

ation 

CPU Socket #0 Microprocessor 

SCSI Controller Caption VMware SCSI Controller Microsoft iSCSI Initiator 

BIOS Serial Number VMware-56 4d 68 4c f9 e5 62 

f4-fb 4d f0 5b 88 28 29 d9 

2GTP3BS 

USB Controller Caption 1. Intel(R) 82371AB/EB 

PCI to USB Universal 

Host Controller 

2. Standard Enhanced PCI 

to USB Host Controller 

1. Intel(R) ICH9 Family USB Universal Host 

Controller – 2936 

2. Intel(R) ICH9 Family USB Universal Host 

Controller – 2938 

3. Intel(R) ICH9 Family USB Universal Host 

Controller – 2937         

Network 

Adapter 

Caption 1. VMware Accelerated 

AMD PCNet Adapter 

 

1. WAN Miniport (SSTP) 

2. WAN Miniport (IKEv2) 

3. WAN Miniport (L2TP) 

Network 

Adapter 

Mac Address 00:0C:29:28:29:D9 

(This MAC address falls in 

VMWare Mac Address 

Range) 

50:50:54:50:30:30 

TABLE III SPLIT PERSONALITY MALWARE ANALYSIS RESULTS OBTAINED USING VMDETECTGUARD

No. VM detecting program 

sample 

VM detection 

method 

employed 

VMware run with 

VMDetectGuard turned 

off 

VMware run with 

VMDetectGuard 

turned on 

1 RedPill [6]
 

Memory Detected VMware Could not Detect 

VMware 

2 ScoopyNG [7] 
 

Memory Detected VMware Could not Detect 

VMware 

3 VmDetect [15] Memory Detected VMware Could not detect 

VMware 

4 

 

Worm.win32.autorun.pg

a 

Timing 

Analysis 

Displayed  message saying 

“not a valid win32 

application” 

Ran maliciously 

5 

 

Trojan-Spy.Banker.pcu Memory Immediately terminated 

execution 

Ran maliciously 

6 

 

Trojan-   

Spy.Win32.Bancos.zm 

Memory Ran benignly Ran maliciously 

7 Backdoor.Win32.SdBot.

fmf 

Memory Ran benignly Ran maliciously 

8 

 

Backdoor.Win32.SdBot.

fmn 

Memory, 

Timing 

Analysis 

Displays a message, “This 

application cannot run 

under a Virtual Machine” 

Ran maliciously 
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Figure 2. Redpill.exe executed in the presence and absence of                                Figure 3. ScoopyNG.exe executed in the presence and absence  
 VMDetectGuard resp.                                                                                              of VMDetectGuard resp. 
 

                    

 Figure 4. Backdoor.Win32.SdBot.fmn run in the absence of                                 Figure 5. Low level information of  ackdoor.Win32.SdBot.fmn 
 VMDetectGuard                                                                                                      obtained while tricking it using VMDetectGuard 
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Abstract— Obfuscation techniques degrade the n-gram 

features of binary form of the malware. In this study, 

methodology to classify malware instances by using n-gram 

features of its disassembled code is presented.  The presented 

statistical method uses the n-gram features of the malware to 

classify its instance with respect to their families. n-gram is a 

fixed size sliding window of byte array, where n is the size of 

the window. The contribution of the presented method is 

capability of using only one vector to represent malware 

subfamily which is called subfamily centroid. Using only one 

vector for classification simply reduces the dimension of the n-

gram space.  Experimental results are performed over a fairly 

large data set, which is being collected through  Computer 

Emergency Response Team (CERT) activities in the National 

Research Institute of Electronics and Cryptology, to illustrate 

the effectiveness of the proposed malware classification 

methodology. 

Keywords-  malware; n-gram based; classification 

I. INTRODUCTION 

The basic definition of malware (malicious software) 

may be presented as follows: piece of software code that 

works for the attacker. Malware has great popularity 

amongst cyber criminals since it offers attractive income 

opportunities. This popularity makes the malware an 

important threat for the computing society. 

The presented classification approach uses the centroid of 

the subfamily which is constructed from its samples. 

Therefore unknown malware classification can be achieved 

by using low dimension centroid vector which requires less 

computational work. Experimental study is performed to 

validate the accuracy of the presented centroid-based 

approach.  Used data set is constituted by the national 

activities of CERT Coordination Center, which is the 

national consultation center for computer security incidents 

[1]. 

The representation of malware by using n-gram profiles 

has been presented in the open literature, see for example 

[2], [3] and [4]. In these studies some promising results 

towards malware detection are presented. However malware 

domain has been evolving due to survivability requirements.  

Malware has to evade anti-virus scanners to perform its 

functions. Obfuscation techniques have been developed in 

order to avoid detection by anti-virus scanner. And these 

techniques disturb n-gram features of binary form of the 

malware used by the previous work. Similar methodologies 

have been used in source authorship, information retrieval 

and natural language processing [5], [6]. 

The first known use of machine learning in malware 

detection is presented by the work of Tesauro et al. in [7]. 

This detection algorithm was successfully implemented in 

IBM’s antivirus scanner. They used 3-grams as a feature set 

and neural networks as a classification model. When the 3-

grams parameter is selected, the number of all n-gram 

features becomes 256
3
, which leads to some spacing 

complexities. Features are eliminated in three steps: first 3-

grams in seen viral boot sectors are sampled, then the 

features found in legitimate boot sectors are eliminated, and 

finally features are eliminated such that each viral boot 

sectors contained at least four features. Size of feature 

vectors in n-grams based detection models becomes very 

large so feature elimination is very important in these 

models. The presented work has been limited by the boot 

sector viruses’ detection because boot sectors are only 512 

bytes and performance of technique is degraded 

significantly for larger size files. 

As a historical track, IBM T.J. Watson lab extended boot 

virus sector study to win32 viruses in 2000 [8].  At this 

stage, 3 and 4 grams were selected and encrypted data 

portions within both clean files and viral parts were 

excluded due to the fact that encryption may lead to random 

byte sequences. At the first instance, n-grams existed in 

constant viral parts were selected as features and then, the 

ones existed in clean files more than a given threshold value 

were removed from the feature list. In this study, along the 

use of neural networks boosting was also performed. 

Results of this study shown that the developed method 

performance was not sufficient. Schultz et al. has used 

machine learning methods in [9]. Function calls, strings and 

byte sequence were used as the feature sets. Several 

machine learning methods such as RIPPER, Naive Bayes 

and Multi Naive Bayes were applied, the highest accuracy 

of 97.6%  with Multi Naive Bayes was achieved.  

Abou-Assaleh et al. [3] contributed to the ongoing 

research while using common n-gram profiles. k nearest 

neighbor algorithm with k=1 instead of the other learners 

was used. Feature set was constituted by using the n-grams 

and the occurrence frequency, where the occurrence 

frequency is denoted by L. Tests have been done with 
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different n (ranging from 1 to 10) and L (ranging from 20 to 

5000) values. Data set used in these experiments was kept 

fairly conservative of 25 malware and 40 benign files. With 

this set, test results shown 98% of success. Using the data in 

[3], the accuracy slightly dropped to the 94% level. 

Kolter et al. [2] used 4-grams as features and selected top 

500 n-grams through information gain measure. They used 

instance based learners, TFIDF, naive bayes, support vector 

machines, and decision trees and also boosted last three 

learners. Boosted decision tree outperformed all others and 

gave promising results such as ROC curve of 0.996. 

While the battle between malware authors and anti-virus 

producers are continuing, our motivation is to find the 

statistical method to classify the malware instance by using 

n-gram features (profiles) of disassembled malware. In our 

methodology, we use n-gram feature of the malware to 

classify the malware instance with respect to their family. n-

gram is a fixed size sliding window of byte array, where n is 

the size of the window.  For example the “81EDD871” 

sequence is segmented (represented) into 5-gram as 

“81EDD”, “1EDD8”, “EDD87” and “DD871”. 

This paper is organized as follows: Section 2 proposes 

the methodology. Section 3 elaborates and computes the 

accuracy of the proposed methodology. Finally, concluding 

remarks and future works are presented in Section 4. 

II. SYSTEM DESIGN 

As stated in the introduction, current malware samples 

cannot be analyzed easily based on their statistical features’ 

as in the previous decade because of the increasing use of 

the obfuscation techniques by the malware authors.  

The proposed algorithm consists of preprocessing, 

training and testing phase. Malware samples are collected 

through TR-CERT [1] activities in The National Research 

Institute of Electronics and Cryptology. We classified our 

dataset by using Microsoft Security Essential (MSE) 

antivirus tool [17]. In other words, naming of the malware 

instance is performed by the MSE tool. Malware naming is 

not a well standardized area where all vendors, players can 

name and classify malware according to their intentions, and 

common sense in naming cannot be achieved among the 

stakeholders [16]. After that preprocessing step, PEid as a 

useful tool to inspect PE files, is used to dissemble malware 

instances [18]. We extract a malware instance’s n-gram 

profile through opcode sequences obtained from PEid. We 

are using opcode sequences instead of byte sequences of the 

malware. 

In our study, machine codes to extract malwares’ n-gram 

profile instead of byte sequences are considered and the n-

gram feature space is considerably reduced. In this manner 

calculations are performed faster and efficiently. Each 

malware sample is used to determine its subfamily vector 

which is named as the centroid of the subfamily. 

Family of the malware is a descriptor of the malware 

used to classify malware samples according to their features  

 

Label malware intances
with Microsoft Security Essential 

Diassemble all instances

Extract n-gram profiles

Generate centroid for each subfamily

Calculate similarity of the 
instance for each subfamily 

through centroid vector

Most relevant 
subfamily in terms 

of similarity 
function

Instance to 
classify

Extract n-gram profiles

Training Phase

Preprocessing Phase

Testing Phase
 

Figure 1. Architecture of the malware classification system 

 

especially in terms of the tasks performed and the purpose 

of the creation.  Subfamily is the specialized version of the 

family that describes malware samples definitely. For 

instance if a malware labeled as Win32-Ramnit.F by an 

anti-virus scanner, this means the malware belongs Win32-

Ramnit family and Win32-Ramnit.F subfamily. 
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Centroid of the subfamily comprises the most frequent   

n-gram of the subfamily instances. In other words, n-grams 

(words or terms), which occur with higher document 

frequency in the subfamily instances, are used to construct 

the centroid vector. So the subfamily is represented by its 

centroid vector. For instance, centroid of the subfamily is 

presented by   
⃗⃗  ⃗ as follows: 

 

  
⃗⃗  ⃗  

(

 
 

                            

                                   
 

                                

)

 
 

 

 

where df is the document frequency. 

To classify an instance, similarity function is calculated 

by counting the number of matching n-gram (term) for each 

centroid of the subfamily.  
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where m denotes malware whose family is unknown and it 

will be determined via presented method.  ⃗⃗  is the n-gram 

feature vector extracted from unknown malware instance 

denoted by m. Subindice is the subfamily indexing for 

s=1,2…15. The function, denoted by       , returns 1 if 

malware n-gram profile ( ⃗⃗   consists i-th  n-gram of the 

centroid of taken subfamily(  
⃗⃗  ⃗  denoted by    

 otherwise 

return 0. Equation (2) gives similarity measure between the 

unknown instance and the subfamily centroid. Similarity 

measure is the sum of the common n-grams. In Equation 

(3), after all similarity measures are calculated, the unknown 

instance is classified as the closest centroid’s subfamily. 

Process flow is illustrated in Figure 1.  When an instance 

has two or more equal similarity value for two different 

subfamilies, an error occurs. However this error will be 

named as the small error because these two or more equal 

similarity values for subfamily may belong to the same 

family.  As we know, the subfamilies sustain their common 

family feature. Other types of error are named as big error. 

III. EXPERIMENTAL STUDY 

In order to perform our experiments, we collect 

significantly large malware database as stated in the system 

design section. To obtain more accurate results we count in 

the subfamilies that contain maximum number of samples in 

our dataset. In this manner, experiments are carried out 1056 

samples belonging to ten families, five of them have two 

subfamilies, and therefore there exists 15 subfamilies in our 

dataset. TABLE I indicates how many samples were taken 

from which subfamily in our dataset. This data set consists 

only a 2% of the original database. The amount of the 

sample is sufficient to demonstrate whether n-gram centroid 

of the subfamily may be used to classify malware instance 

or may not. 

TABLE I.  NUMBER OF THE INSTANCES FOR EACH SUBFAMILY 

Subfamily Name Instance Number Subfamily Name Instance Number 

Win32-Vobfus.Y 13 Win32-Sality.AT 64 

Win32-Alureon.H 19 Win32-Small.AHY 69 

Win32-Ramnit.F 19 Win32-Renos.NS 95 

Win32-Virut.BG 19 Win32-Sality.AM 100 

Win32-Alureon.CT 22 Win32-Renos.LT 137 

Win32-Agent.ACF 23 Win32-Vobfus.gen!D 183 

Win32-Viking.CR 30 Win32-Ramnit.B 200 

Win32-Vobfus.AH 42     

 

To evaluate our methodology, five-fold cross-validation 

is used: the selected malwares’ subfamilies are randomly 

partitioned into five disjoint sets of approximately equal 

size, named as “folds”. Training and testing phases are 

performed five times. At each iteration step, one fold is 

selected as a testing set, and other four folds are combined 

to form a training set. Therefore, each sample is used five 

times for training and once for testing.  And the estimated 

error is computed as the total error generated from the five 

iterations, divided by the total number of the initial tuples. 

There are two main parameters in the experimental setup: 

the first parameter is the size of the n-grams and the second 

parameter is the number of the list size which is constituted 

by ranking the n-grams according to their df values in the 

subfamilies. The size of the n-grams, denoted by n, allows 

us to decide how long in bytes the n-gram will be. In the 

experiments, tests are run with n=3, n=4, n=5 and n=6. The 

second parameter, denoted by L, is chosen to express a 

subfamily in a simple way. Tests are run with L=40, L=50 

and L=60. 
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TABLE II shows the obtained training error over the 

parameters n and L as well as TABLE III shows the 

resulting testing error. As can be seen from the TABLE II 

and TABLE III, to increase the size of the n-gram does not 

produce accurate results every time. Because if the 

parameter n increases, n-grams cannot capture the subfamily 

features, in contrary the selected n-grams can only represent 

a feature specific of the sample. However, the opposite case, 

namely if the n is chosen very small, n-grams can mostly 

become the common feature of the all subfamilies as well as 

all samples.  

We achieved the highest success rate when n=4 as 

confirmed by the results in [2] also. Elaborating the 

parameter choice effects, if the parameter L is increased, the 

error rate decreases. Since the more common n-gram makes 

it easy to classify instance appropriately. As maintained in 

the previous section, the n-gram profiles are captured from 

the disassembled malware, therefore the space of the n-gram 

decreases dramatically. For all that, L could not be taken 

more than 60, due to having very small sized n-gram space 

(i.e., for Win32-Agent.ACF n-gram feature space is 74)  

As a result of the experiment, the most appropriate 

parameter pair is obtained when n=4 and L=60. The 

obtained training and testing errors rate for n and L pairs 

from our experiment are listed in the following TABLE II 

and TABLE III, respectively. 

TABLE II.  TRAINING ERROR 

N-gram 

Length 

Top L N-gram in the Subfamily Malwares 

L=40 L=50 L=60 

Total Error Without 

Subfamily Error 
Total Error Without 

subfamily Error 
Total Error Without 

subfamily Error 

n=3 0.231 0.101 0.150 0.058 0.090 0.024 

n=4 0.143 0.056 0.106 0.021 0.053 0.014 

n=5 0.124 0.041 0.109 0.024 0.058 0.015 

n=6 0.123 0.038 0.115 0.024 0.108 0.019 

n=7 0.151 0.031 0.115 0.031 0.098 0.019 

n=8 0.125 0.041 0.124 0.037 0.111 0.028 

TABLE III.  TESTING ERROR 

N-gram 

Length 

Top L N-gram in the Subfamily Malwares 

L=40 L=50 L=60 

Total Error Without 

Subfamily Error 
Total Error Without 

subfamily Error 
Total Error Without 

subfamily Error 

n=3 0.262 0.109 0.184 0.066 0.131 0.038 

n=4 0.169 0.069 0.141 0.037 0.082 0.023 

n=5 0.150 0.056 0.128 0.038 0.082 0.026 

n=6 0.143 0.043 0.140 0.027 0.134 0.023 

n=7 0.170 0.039 0.140 0.036 0.125 0.025 

n=8 0.139 0.042 0.148 0.040 0.138 0.034 

 

IV. CONCLUSION 

In this paper, a methodology for classifying malware 

instances from disassembled code by using n-gram 

feature is presented and it is implemented on a fairly large 

set. Empirical results demonstrate that the proposed 

methodology may show acceptable performance in 

practice. Experimental results show that the classification  

accuracy for training and testing when n and L are chosen 

4 and 60, is achieved at their highest success percentage  

 

 

 

 

of %99 and %98, respectively, which seem to be very 

promising versus the other methodologies. 

To improve the accuracy of detection, experiments by 

using large dataset while using variable length n-gram 

feature vector of the malware is underway. 
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Abstract—Component authentication allows verifying the 
genuineness of various components being part of a machine or 
a system or connected to control equipment. Various 
technologies are used, ranging from holograms, hidden marks, 
special inks to cryptography-based component authentication. 
Typical cryptography-based mechanisms employ a challenge-
response-based component authentication mechanism. These 
mechanisms have been designed originally for a local 
verification, i.e., for an authentication performed in direct 
vicinity of the product to be verified. This paper describes an 
attack on challenge-response component authentication when 
supporting a remote component authentication and describes a 
new security measure to prevent this attack. 

Keywords-device authentication, counterfeiting, tunneled 
authentication 

I.  INTRODUCTION 
Authentication is an elementary security service proving 

that an entity in fact possesses a claimed identity. Often 
natural persons are authenticated. The basic approaches a 
person can use to prove a claimed identity are by something 
the person knows (e.g., a password), by showing something 
the person has (e.g., passport, authentication token, smart 
card), or by exposing a physical property the person has 
(biometric property, e.g., a fingerprint, voice, iris, or 
behavior). Considering the threat of counterfeited products 
(e.g., consumables, replacement parts) and the increasing 
importance of ubiquitous machine-based communication, 
also physical objects need to be authenticated in a secure 
way. Various different technologies are used to verify the 
authenticity of products, e.g., applying visible and hidden 
markers, using security labels (using e.g., security ink or 
holograms), and by integrating cryptographic authentication 
functionality (wired product authentication token or RFID 
(Radio Frequency IDentification) authentication tag).  

One important driver for verifying the authenticity of 
products is safety. For example, counterfeited electrical 
components as switches or fuses can cause physical damage 
when they do not fulfill electrical safety norms (e.g., by 
causing electric shock to humans or a fire). Other examples 
are provided through electric safety devices as e.g., 
overvoltage protecting devices or an earth leakage circuit 
breaker which do not fulfill the expected functionality.  

Focus of this paper is a challenge-response authentication 
of a physical object, e.g., an electric component. This 
authentication technology has the advantage that a control or 

supervisory equipment can automatically verify the 
authenticity of installed components. Local object 
authentication is used widely e.g., for authenticating battery 
packs or printer consumables (toner / ink cartridges). Here, 
cryptographic challenge-response based authentication is 
applied. Highly cost-optimized solutions are available 
commercially that allow to use these technologies also in 
low-cost devices. The authentication protocol is, however, 
not being designed to protect against man-in-the-middle 
attacks as these are not relevant in the targeted use case. 

Section  II gives an overview on challenge-response based 
object authentication. The scenario for remote object 
authentication is described in Section  III as well as typical 
technical solutions, and their susceptibility to man-in-the-
middle attacks when used for remote component 
authentication by different verifiers. A new, simple to 
implement countermeasure protecting against man-in-the-
middle attacks is described in Section  IV. It enables the re-
using of highly cost-optimized object authentication also for 
remote object authentication, i.e., for a usage scenario not 
being designed for. This enables to use extremely simple and 
therefore cost-efficient hardware-based device security 
mechanisms for purposes not being intended for originally. It 
can be applied in particular even in those cases when the 
verifier needs access to the unmodified response value. The 
application to IP-based smart objects is described in 
Section  VI, providing a highly optimized basis for a secure 
device identity within the Internet of Things. Related work is 
summarized in Section  VII, before giving a summary and 
outlook in Section  VIII. 

II. COMPONENT AUTHENTICATION 

A. Overview 
Components of a machine (internal or attached) shall be 

identified securely. This requirements is known for 
components like ink cartridges, batteries. In industrial 
machines it applies to replacement parts, sensors, actor 
devices. Authentication of a device allows a reliable 
identification of original products.  

For authentication a challenge value is sent to the object 
to be authenticated. A corresponding response value is sent 
back and verified. The response can be calculated using a 
cryptographic authentication mechanism or by using a 
physically unclonable function (PUF). As only an original 
product can determine the correct response value 
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corresponding to a challenge, the product entity or a 
dedicated part of the product is thereby authenticated. 

 

 
Figure 1.  Challenge-Response Object Authentication  

Figure 1 shows the schematic data flow between a 
verifier and an object to be authenticated. The verifier sends 
a random challenge to the product that determines and sends 
back the corresponding response. The verifier checks the 
response. Depending on the result, the product is accepted as 
authenticated or it is rejected.  

B. Implementation Examples 
Various cryptographic mechanisms can be used to realize 

a challenge-response product authentication. Basically, 
symmetric cryptography, asymmetric cryptography, or 
physically unclonable functions can be used. While in the 
case of symmetric cryptography also the verifier is in 
possession of the cryptographic device key and can therefore 
calculate the expected response value, in case of asymmetric 
cryptography or PUFs the verifier might not be in a position 
to calculate the correct response. He has only the option to 
verify the received response.  

This has consequences on whether it is possible to 
include binding parameters in the response, i.e. to calculate a 
derived response value. In the symmetric case, the verifier 
can calculate the expected response and perform the 
expected response modifications and compare this obtained 
expected result with the actually received result. However, in 
the PUF and asymmetric case, this is not possible as the 
verifier can perform only a verification operation on the 
received result, but cannot determine a valid response on its 
own. The verifier needs therefore access to the original, 
unmodified response value to perform the verification 
operation. It is not possible to use a derived response value, 
e.g., by using a keyed hash function or a key derivation 
function that uses freely definable binding parameters during 
the response derivation.  

Note that the application of symmetric methods may also 
imply a higher administrative overhead, as the necessary 
symmetric shared key needs to be securely available on both 
sides, the product and the verifier. 

Implementation examples of product authentication are 
summarized in the following, describing one example of 
each category. 

 Atmel CryptoAuthentication  [1],  [2]: A symmetric-
key based authentication is performed, intended for 
example for authenticating battery packs. A 
challenge-response authentication based on the 
SHA256 hash algorithm is implemented to compute 
a keyed digest for the provided challenge value. The 
input parameter to the SHA256 algorithm is the 
concatenation of the secret key, the challenge value, 
and optionally other chip-specific data (serial 
number, fuses). The challenge is an arbitrary 256 bit 
value selected by the verifier. 

 Infineon ORIGA  [3]: An asymmetric authentication 
based on elliptic curves is performed. A 
cryptographic operation is performed by the product 
to be authenticated using the product’s private key. 
The verifier checks the received response using the 
corresponding public key by performing a 
cryptographic verification operation on the received 
value. The verifier does not need access to the 
products private key.  

 Verayo RFID Tag “Vera M4H”  [4]: An integrated 
circuit comprising a physically unclonable function 
is used to determine a response value depending on 
the challenge value and hardly to reproduce physical 
characteristics of the product to be authenticated. 
Therefore, no cryptographic key has to be stored on 
the  RFID tag  as  a  physical  fingerprint  of  the  RFID 
tag is employed. 

C. Applications / Use Cases 
A reliably identification of products is needed in various 

use cases. For safety reasons, components can be verified to 
ensure that no counterfeited products are installed. Also an 
unverifiable product may be used with conservative 
operating conditions (e.g., maximum charging current of 
battery pack) to prevent damage. Another example is 
authenticated setup of a protected communication session for 
field level device communication.  

III. REMOTE COMPONENT AUTHENTICATION 
One important class of use cases is remote component 

authentication. A machine equipped with or connected to 
several field devices (sensors, actuators) performs not only a 
local authentication, but supports a remote authentication of 
components by a supervisory system.  

A. Use Case Description 
In a remote object authentication, the verifier is remote to 

the object to be authenticated. The challenge and response 
values are encoded in messages that are transported over a 
communication network, e.g., an IP-based network, see 
 Figure 2.  
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Figure 2.  Remote Object Authenticationn  

A verifier may be a service technician performing remote 
maintenance, or an automatic device tracking server or an 
inventory management server, see Figure 2. The objects to 
be authenticated may be connected directly to the network, 
or they may be attached to an intermediary device, e.g. a 
programmable logic controller.  

The challenge response authentication operation is 
performed by the authenticated object as described above. 
However, the verifier is not in close vicinity to the object to 
be authenticated. In some cases, a protected communication 
channel may be used between the verifier and the 
intermediary, e.g., IPsec or SSL/TLS. 

B. Man-in-the-Middle Suceptibility 
In the case of remote object authentication, a (malicious) 

remote verifier may act as a man-in-the-middle attacker, see 
 Figure 3.  

 

 
Figure 3.  MitM Attack on Object Authentication  

An attacking node as “man-in-the-middle” forwards 
unchanged messages towards and from the object. The 
verifier having authenticated the object as genuine assumes 
that it is communicating in fact with the device in the 
following data exchange. An attacker can use an arbitrary 
object as oracle that provides valid responses for freely 
chosen challenges. In consequence, any remote entity that 
has access to the object authentication functionality can act 
as a man-in-the-middle and may authenticate itself as the 
authenticated object if it has a sufficient number of challenge 

and response pairs. Hence, the object authentication can be 
manipulated.  

When furthermore the authentication response is used for 
deriving cryptographic session keys, these keys can be 
derived by an attacker as well.  

The fact that such a simple challenge-response 
authentication is prone to man-in-the-middle attacks is well 
known and documented also in the corresponding product 
documentation. For example, the man-in-the-middle attack is 
mentioned in  [5]. In the considered usage environment where 
authenticated object and verifier are in direct physical 
connection, the attacker needs both a direct physical access 
to the attacked object and measurement equipment like e.g., 
a logic analyzer to analyze the information exchanged 
between the components. This increases the overall effort of 
the attack. 

IV. EXAMPLE FOR CRYPTOGRAPHIC BINDING 
REQUIREMENTS 

This section motivates the need for cryptographic binding 
by describing a known weakness. Transport Layer Security 
(TLS)  is  a  very  popular  security  protocol,  which  is  used  to  
protect web transactions in applications like online banking, 
to protect the mail communication via IMAP, to realize 
VPNs or for remote administration. Meanwhile the protocol 
is available as standard in version 1.2 as RFC 5246  [6].  

Early November 2009, a vulnerability has been 
discovered allowing an attacker to inject data into a TLS 
connection without being noticed by the client. Such attacks 
were facilitated by a protocol weakness concerning 
renegotiation of security parameters. Renegotiation is a TLS 
feature to exchange fresh security parameter for an existing 
session. The problem arose due to the missing cryptographic 
binding between the initially negotiated security parameters 
and the new parameter set resulting from the renegotiation 
process. This can be exploited by an attacker as man-in-the-
middle attack. A potential attack – a request to a web server 
– is described in the following, see  Figure 4. : 
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Figure 4.  MitM Attack on Object Authentication  

A potential attacker controlling the data path is waiting 
for a connection attempt by a client. As soon as the client 
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establishes a TLS connection to the server, the attacker 
delays the client request. Now, the attacker establishes his 
own TLS connection to the server which is most often 
server-side authenticated. As soon as the TLS connection is 
established, the attacker sends a request EVIL, requiring the 
certificate based authentication of the client. This 
authentication is now being invoked by the server through 
starting the renegotiation. The EVIL-request, which is not 
authenticated at this time, is stored and executed after 
successful client authentication. Web servers are typically 
configured to request client authentication, e.g., when data 
from an access protected directory shall be read.  

The attacker now sends the delayed Client request to the 
server which interprets this message as part of the 
renegotiation phase, over the TLS protected link between the 
attacker and the server. This enables an end-to-end key 
negotiation between the client and the server. All subsequent 
messages are now secured and the attacker is not able to 
access them. But, the stored EVIL-request was submitted and 
is executed by the server. 

This attack showed on the one hand a potential weakness 
of TLS due to the missing cryptographic session binding, on 
the other hand it shows the insufficient integration of TLS 
into the application, as the web server in this example should 
have requested an affirmation of the EVIL request over the 
renegotiated TLS session before executing it. This weakness 
could be exploited for instance for stealing passwords or 
cookies from Web applications. The weakness has been 
addressed as part of an update of the TLS protocol using a 
binding of the initial session to the renegotiated session  [7]. 

V. CHALLENGE BINDING (PRE-CHALLENGE) 
The problem originates from the fact that the same 

authentication mechanism resp. the same authentication key 
is used in different contexts. Following common security 
design different keys would be used for different purposes, 
and to bind the cryptographic material to the intended 
context (i.e., to derive context-bound session keys from the 
response). 

As in important implementations of component 
authentication the verifier needs access to the unmodified 
response, the response value cannot be modified. Therefore, 
challenge binding is proposed as countermeasure: When a 
remote verifier cannot select the challenge value, it cannot 
use the authenticating object as oracle to determine responses 
for arbitrary challenge values.  

A. Challende Binding 
The challenge selected by a verifier is bound to the 

verifier context. This binding operation can be performed by 
the authenticated object itself or by a (trusted) intermediary 
node, see  Figure 5.  

 
 

Figure 5.  Challenge Binding 

The challenge C selected by the verifier is sent to the 
object directly or to an intermediary node in close vicinity of 
the object to be authenticated (e.g., a control unit to which a 
sensor or actuator is directly connected), see  Figure 5. This 
challenge is modified by deriving a bound challenge value 
C-bound using a non-invertible function (challenge 
derivation function, CDF). Verifier-dependent context 
information (VCI) is used as derivation parameter to bind the 
challenge to the respective verifier. In particular, the 
verifier’s network address, node identifier, or a session key 
established between the verifier and the intermediary can be 
used. The challenge derivation can be performed by both, the 
object to be authenticated itself, or by a trusted intermediary 
node. 

This modified, verifier-context bound challenge C-bound 
is forwarded to the object to be authenticated. The object 
determines the corresponding response and sends it back to 
the intermediary that forwards the response to the (remote) 
verifier. The verifier determines the bound challenge C-
bound as well, using the selected challenge C and the verifier 
context information VCI. Note that the VCI can be 
determined either by the verifier and the intermediary, if both 
are configured in a way to determine the VCI on available 
information (like certain address information of the verifier, 
see also section  B below). Alternatively, the VCI may be 
sent as part of the communication from the intermediary or 
the verifier. 

The remote verifying party can therefore not freely select 
the challenge for which a response is computed. Anyhow, it 
can be sure about the freshness of the challenge C-bound for 
which it received the response as it depends on the pre-
challenge C selected by the verifier.  

B. Verifier Context Information 
Verifier dependent context information is used as 

derivation parameter to bind the challenge to the respective 
verifier. There is a variety of parameters that can be used to 
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specify a verifier context. In particular, the verifier identity, 
e.g.,  IP  or  MAC  address,  DNS  name  or  URL,  an  
(unpredictable) session ID, or a digital certificate or security 
assertion may be used. This information can be determined 
by the intermediary, without direct involvement of the 
verifier. This verifier context is used as parameter to separate 
two different verifiers. So it must not be possible in practice 
for a verifier to act successfully within a verification context 
belonging to a different verifier.  

C. Challenge Derivation Function 
Requirements on a challenge derivation function are 

similar as for a key derivation function, i.e. being non-
invertible and pre-image resistant (see  [7] and  [8] for more 
specific information on key derivation functions). Therefore, 
the functions that are typically used for key derivation can be 
used as challenge derivation function as well. For example, 
the bound challenge C-bound could be derived as HMAC-
SHA1(C, VCI), using the challenge instead of a key, and 
using VCI as textual string determining the verifier context. 
Alternative key derivation functions may be the higher SHA 
methods like SHA256 or SHA512 in combination with the 
HMAC or symmetric algorithms like the AES in CBC-MAC 
mode  [9].  

VI. APPLICATION TO IP-BASED SMART OBJECTS 
One possible application of protected remote component 

identification is IP-based communication within the Internet 
of Things. A node communicating with a smart object 
(“thing”) over IP-based communication wants to verify the 
identity of the smart object resp. of a component being part 
of or being integrated into the smart object. Communication 
can be realized e.g., using HTTP-based Web Service 
protected by TLS or by IP-based communication protected 
by IPsec. A challenge-response based smart object 
authentication can be integrated in well-know protected 
communication protocols, as HTTP Digest over unilaterally 
authenticated SSL/TLS, or EAP, or within IKEv2 for IPsec.  

However, the challenge is modified using verifier context 
information as derivation parameter. Here, besides the nodes 
identifier (server name resp. IP address) also the used 
communication protocol can be used as challenge derivation 
parameter (e.g., “HTTP-DIGEST/TLS” || Server-IP). 

VII. RELATED WORK 
Most similar to our proposal is the binding of an 

authentication challenge for a PUF authentication to the hash 
of the requesting program, see  [10]: The verifier selects a 
pre-challenge, from which a bound challenge is derived 
using the hash of the verifier program as input to the 
challenge derivation. Note that the binding to the hash of the 
verifier program alone, without address information is 
weaker, as the hash is supposed to be the same on different 
hosts. Thus, an attacker possessing the verifier program may 
still perform the attacks described in section  II. 

The insecurity of tunneled authentication protocols has 
been analyzed  [11]. In real-world environments, often an 
existing security deployment and authentication shall be re-
used for a different purpose. In particular tunneled EAP 

authentication was considered, e.g., based on PEAP. The 
described countermeasure was binding cryptographically the 
results (session keys) of the two authentication runs, i.e., the 
inner and the outer authentication, or by binding the session 
key to an endpoint identifier. 

Performing a key derivation is a basic building block for 
designing secure communication. Various required session 
keys can be derived from a common master session key. 
NIST recommended a key derivation function, using a 
usage-describing textual string as derivation parameter  [7]. 
Another example is the pseudorandom function used within 
TLS  [6], which uses secret keys, seeds and textual strings 
(identifying label) as input and produces an output of 
arbitrary length. The same approach is taken in the 
Multimedia Internet Keying MIKEY  [12]. 

It is also known to bind an authentication to properties of 
the used communication channel  [13]. Two end-points 
authenticate at one network layer and bind the result to 
channel properties to prevent against man-in-the-middle 
attacks where the attack would result in different channel 
binding properties from the viewpoint of the authenticating 
nodes. 

Furthermore, non-interactive key agreement schemes 
allow to derive a common, shared key material between 
nodes that have received a key bound to the own identity 
 [14]. No protocol exchange is required to derive this shared 
key,  but  the  key  is  derived  similar  as  with  a  key  derivation  
function. However, the two derivation steps for binding a 
root key to two node identifiers can be performed 
commutatively.  

VIII. SUMMARY AND OUTLOOK 
An attack on component authentication has been 

described where a single genuine component is used as 
oracle to compute valid authentication responses. A single 
malicious verifier may use an obtained valid response value 
to authenticate as the genuine component towards other 
verifiers. The described attack is made possible by the fact 
that the cryptographic solution for component authentication 
is used within a different usage environment than it has been 
designed for: The attack is relevant when the component 
authentication for verifying the genuineness of a component 
is performed not only locally, but also remotely. This attack 
is also an example that a small functional enhancement – 
here making an existing functionality accessible remotely – 
can have severe implications on security.  

This paper proposed a challenge binding mechanism as 
countermeasure for the described attack. The available, 
extremely cost-efficient object authentication technology can 
thereby been used securely also for a different purpose than 
the one it has been designed for originally. An authentication 
challenge is bound to the verifier so that a remote verifier 
can neither simulate a local, unbound authentication nor can 
it simulate an authentication towards a different remote 
verifier having a different associated verification context. A 
possible application of this general challenge-binding 
mechanism is the cost-efficient authentication of components 
within the Internet of Things. 
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Abstract—Since Bellcore’s researchers proposed fault based

attacks, these attacks have become serious threats to the imple-
mentation of cryptosystems. Boneh et al. first proposed a fault

based attack against the exponentiation algorithm for RSA,
and some variants of attack were proposed later. However, the

previous variants of similar attack are applicable only to the
right-to-left exponentiation algorithm and none of these attacks

can be successfully applied to the left-to-right alternative
algorithm since 1997. In this paper, we focus on cryptosystems

operated under prime-order groups and emphasize that an
extended fault based attack against implementations using the

left-to-right exponentiation algorithm is possible. Our attack
can also be applied to the Montgomery ladder algorithm which

is a well-known countermeasure against some critical physical
attacks.

Keywords-exponentiation algorithm; hardware fault attack;

physical attack; public key cryptosystem.

I. INTRODUCTION

In the past, cryptographers only analyzed the security of

cryptosystems by mathematics. However, when cryptosys-

tems are implemented on physical devices, it brings new

threats which had never been considered carefully. These

new threats are called the physical attacks, such as the side-

channel attack [14] and the fault based attacks [1], [4], [8].

Physical attacks utilize the power consumption and program

execution time, or disturb the program execution to infer the

secret information stored inside the devices, even though

these cryptosystems have been proved secure with mathe-

matical approach. So, when implementing cryptosystems, it

is usually essential to prevent such kinds of attack.

Both exponentiation and scalar multiplication are the most

central computations for many public key cryptosystems. To

evaluate exponentiation or scalar multiplication, the left-to-

right and the right-to-left algorithms are the two most widely

employed methods. Fault based attack was first introduced

in 1997, and afterwards many kinds of fault based attack

have been proposed to break a variety of cryptosystems.

For example, Boneh et al. [8] proposed a fault based attack

against the right-to-left exponentiation algorithm for RSA

by injecting random faults during the computation to reveal

the private exponent. Biehl et al. presented a similar attack

on elliptic curve cryptosystems (ECC) in 2000 and showed

that the secret scalar of a scalar multiplication can be

revealed by providing illegal input parameters [4]. Berzati

et al. modified Boneh et al.’s attack in 2008 [2]. Biham

and Shamir proposed a differential fault attack (DFA) [5]

against symmetric key cryptosystems, e.g., DES. All these

researches show that fault based attacks are powerful and

dangerous to cryptosystem implementations, especially for

those on smart cards.

The aforementioned fault based attacks against public

key cryptosystems target at the right-to-left exponentiation

algorithm (or the right-to-left scalar multiplication for ECC),

while in this paper we extend this kind of fault based attack

to the left-to-right exponentiation algorithm. The proposed

attack assumes the knowledge of the order of a group and

the order must be a prime. For performance reasons or

security reasons, many important public key cryptosystems,

such as Schnorr scheme [19] and ECC [13] (e.g., elliptic

curve Diffie-Hellman key exchange [17]), the group order

is a prime integer and it is a public information. So, this

attack assumption is reasonable and the proposed attack

can be applied to these widely employed cryptosystems.

Moreover, the proposed attack can also be extended easily

to the Montgomery ladder algorithm.

This paper is organized as follows. In Section II, we

first introduce RSA and Diffie-Hellman cryptosystems. We

also show the algorithms to compute exponentiation. In

Section III, the previous fault based attacks against the

exponentiation algorithm are reviewed. In Section IV, we

propose an extended attack against the left-to-right expo-

nentiation algorithm and show how to apply this attack to

the Montgomery ladder algorithm. Section V concludes the

paper.

II. PRELIMINARY BACKGROUND

A. The RSA Cryptosystem

In the RSA [18] cryptosystem, let p and q be two large

primes kept secret to the public and N = p · q is the RSA

public modulus. The public key e should be relatively prime

to φ(N) = (p − 1) · (q − 1), and d is the corresponding

25Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9

SECURWARE 2011 : The Fifth International Conference on Emerging Security Information, Systems and Technologies

                           34 / 141



private key satisfying e · d ≡ 1 (mod φ(N)). To encrypt a

message m with the public key e, we compute C = me mod
N and to decrypt a cipher C with the private key d, we

compute m = Cd mod N . Signing a message m, the private

computation S = md mod N is performed and verification

of a signature S is to check whether m = Se mod N .

B. Public Key Cryptosystems Based on Discrete Logarithm

Many important public key cryptosystems have been

designed with their security based on solving the discrete

logarithm problem, e.g., Diffie-Hellman key exchange [9],

ElGamal scheme [10], Schnorr scheme [19], and ECC

[13] (e.g., elliptic curve Diffie-Hellman key exchange [17]).

These cryptosystems are constructed over a finite cyclic

group and solving the discrete logarithm problem over this

group is believed to be hard. The multiplicative group and

the additive group on an elliptic curve are two widely used

groups for constructing this kind of cryptosystems. The

Diffie-Hellman key exchange scheme is reviewed in the

following.

Key generation: Let G be a cyclic group of order p and g
is a generator. Each user selects a random integer xi ∈ Zp

as the private key and the public key is yi = gxi .

Key exchange: To exchange a shared key kab with another

party, user a receives the public key yb from user b and

computes the shared key kab = yxa

b .

C. Exponentiation Algorithms

Let d =
∑n−1

i=0 di 2i be the binary expression of the expo-

nent d. An exponentiation algorithm computes the value of

md given the base number m and the exponent d. A variety

of efficient exponentiation algorithms have been proposed so

far to compute md while the binary left-to-right square-and-

multiply algorithm (refer to Figure 1) and the right-to-left

square-and-multiply algorithm (refer to Figure 2) are the two

most widely employed methods [15].

In this paper, the iteration number of the left-to-right ex-

ponentiation algorithm is denoted decreasingly from (n−1)
downward towards zero and that of the right-to-left version

is denoted increasingly from zero upward towards (n− 1).

III. REVIEW OF FAULT BASED ATTACKS AGAINST

EXPONENTIATION ALGORITHM

Some fault based attacks against the exponentiation or the

scalar multiplication have been proposed [1], [2], [4], [7],

[8], [11] so far and can be classified into two categories. The

first category of attacks modify the value of the exponent

and the second category of attacks disturb the intermediate

value of the exponentiation computation, e.g., the value R[0]
in the right-to-left exponentiation algorithm.

A. Fault Based Attack on the Exponent

Bao et al. [1] proposed a fault based attack to threaten

some cryptosystems, e.g., the RSA system. The fault model

Input: m, d = (dn−1 · · ·d0)2
Output: md

01 R[0]← 1
02 for i from n− 1 downto 0 do

03 R[0]← R[0]2

04 if (di = 1) then

R[0]← R[0] ·m
05 return R[0]

Figure 1. Left-to-right exponentiation.

Input: m, d = (dn−1 · · ·d0)2
Output: md

01 R[0]← 1; R[1]← m
02 for i from 0 to n− 1 do

03 if (di = 1) then

R[0]← R[0] ·R[1]
04 R[1]← R[1]2

05 return R[0]

Figure 2. Right-to-left exponentiation.

of this attack is to induce a one-bit fault into the exponent

d such that the binary value of certain bit, say dj , will be

inverted. Let d′ be the faulty exponent and the faulty output

of the exponentiation is S′ = md′

= m(
Pn−1

i=0,i6=j
di2

i)+dj2j

where dj is the one’s complement of dj . Given the afore-

mentioned faulty output S′ and the corresponding correct

one S, the adversary can identify the value of the bit dj by

analyzing the value of S′

S
= m(dj−dj)2j

. We have S′

S
= 1

m2j

if dj = 1, and S′

S
= m2j

if dj = 0.

The attack is also applicable to the multi-bit-fault model.

Assume dj and dk are inverted, the adversary can derive

the values of both bits by analyzing S′

S
= m(dj−dj)2j

·

m(dk−dk)2k

. In [11], Joye et al. extended the attack such

that only the faulty result S′ is needed with the knowledge

of the plaintext m and additionally its order.

B. Bellcore’s Fault Based Attack against the Right-to-left

Exponentiation Algorithm

Bellcore’s researchers proposed the fault based attack [8]

to defeat the RSA private computation with the right-to-left

exponentiation algorithm (refer to Figure 2). The fault model

of Bellcore’s attack is a random one-bit fault injected into

the intermediate value of R[0] at the end of the iteration

(j − 1) or at the end of the Step (03) of that iteration. The

faulty result of R[0] at the end of the iteration (j − 1) can

be expressed as

R[0] = (m
Pj−1

i=0
di2

i

j )± 2b mod N

where 2b is the injected error in which 0 ≤ b ≤ n− 1 (n is

the bit length of N ) and mj is the base number, e.g., the

plaintext in a signature.
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The principle of Bellcore’s attack. Bellcore’s attack

consists of the following steps.

1) The adversary collects sufficient faulty signatures S′

j

with the corresponding plaintexts mj by injecting a

random one-bit fault into R[0] during each execution

of md.

2) The adversary analyzes each faulty signature S′

j with

the plaintext mj and he has

S′

j = (m
Pj−1

i=0
di2

i

j ± 2b) ·m
Pn−1

i=j di2
i

j mod N

= Sj ± (2b
·m

Pn−1

i=j di2
i

j ) mod N,

or Sj = S′

j ± 2b ·mω
j mod N where ω =

∑n−1
i=j di2

i.

3) With the public exponent e and the collected pairs of

(S′

j , mj), the adversary tests all the possible candi-

dates of b and ω by checking whether

mj = (S′

j ± 2b
·mω

j )e mod N.

To derive the value of ω in each test needs a known part of

binary representation of d and at most l unknown bits where

l denotes the longest distance between two nearby iterations

at which random faults occurred. Suppose the position at

which the random fault occurred on R[0] is unknown (i.e.,

unknown 0 ≤ b ≤ n− 1) and the time at which the random

fault occurred during the exponentiation is unknown (i.e.,

unknown j) and uniformly distributed over [0, n− 1]. Let k
be the number of necessary collected pairs of (S′

j , mj). The

number of tests necessary to recover d is at most k · (n · k ·
∑l

r=1 2r) and the complexity of this attack is

O(n · k2
· 2l).

In [8, Theorem 3], Boneh et al. proved that to recover

d with probability at least 1
2

requires about (n/l) log(2n)
pairs of (S′

j , mj) and the complexity of the attack becomes

O(n3
· log2(n) · 2l/l2).

C. Berzati et al.’s Fault Based Attack

In 2008, Berzati et al. [2] modified the Bellcore’s

attack by injecting random one-byte faults into the RSA

public modulus N right after some iterations instead

of the intermediate value of R[0] of the exponentiation

computation. In Berzati et al.’s attack, the faulty modulus

N can be expressed as N ′ = N ± R8 · 2
8i where R8 is a

nonzero random byte value and i ∈ [0, n
8
− 1].

The principle of Berzati et al.’s attack. This attack needs

to collect a correct signature S and k faulty signatures S′

j .

The values of R[0] and R[1] after the computation within the

iteration (j − 1) are m
Pj−1

i=0
di2

i

mod N and m2j

mod N ,

respectively. Suppose the fault upon N occurs at the end

of the iteration (j − 1). The value of the collected faulty

signature S′

j becomes

S′

j =
(

(m
Pj−1

i=0
di2

i

mod N) · (m2j

mod N)
Pn−1

i=j
di2

i
)

mod N ′.

Let ω =
∑n−1

i=j di2
i, so the correct signature can be

expressed as S = mω+
Pj−1

i=0
di2

i

mod N . Based on the

above expression of S and all the possible candidates of

ω and N ′, the adversary can compute

S′

(ω,N′) =
(

(S ·m−ω mod N) · (m2j

mod N)ω
)

mod N ′

and the correct values of ω and N ′ can be determined by

checking whether

S′

(ω,N′) ≡ S′

j (mod N ′)

on all collected faulty outputs S′

j .

Suppose each check requires to determine l unknown bits

of ω and (28 − 1) · n
8 possible byte faults on N , hence the

complexity of Berzati et al.’s attack is

O((28
− 1) ·

n

8
· k · 2l).

It was claimed that under the assumption of known values

of all j (i.e., the time the faults occurred) [2] the complexity

of the attack becomes

O((28
− 1) ·

n2

8l
· 2l), if k =

n

l
.

IV. THE PROPOSED FAULT BASED ATTACK AGAINST THE

LEFT-TO-RIGHT EXPONENTIATION ALGORITHM

The proposed fault based attack is based on Bellcore’s

attack [8] and Berzati et al.’s attack [2], but the attack

targets at the left-to-right exponentiation algorithm with the

additional knowledge of the group order which is a prime.

A. Fault Model

The proposed fault based attack is based on modifying

the intermediate value of R[0] within the left-to-right expo-

nentiation algorithm (refer to Figure 1) by injecting random

one-byte faults. This random one-byte fault model (i.e., the

fault model #3 in [6]) has been considered practical and

widely adopted in many fault based attacks [2], [3], [20].

The faulty value of R[0] can be expressed as

R[0]′ = R[0]± R8 · 2
8i

where R8 is a nonzero random byte value and i ∈ [0, n
8 −1]

both are unknown to the adversary.
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B. Principle of the Proposed Attack

The proposed attack needs to collect a correct output S
and k faulty outputs S′

j by injecting random one-byte faults

into the intermediate value of R[0] each at the end of the

iteration j where the iteration number j is unknown to the

adversary and is uniformly distributed over [0, n− 1].

The intermediate value of R[0] after the computation

within the iteration j (denoted as R[0, j]) is R[0, j] =

m
Pn−1

i=j di2
i−j

. The value of correct output S = md can

be expressed as

S = md = R[0, j]2
j

·m
Pj−1

i=0
di2

i

.

Suppose the fault upon R[0] occurs at the end of the iteration

j. The value of the collected faulty output S′

j becomes

S′

j = (R[0, j]± ε)2
j

·m
Pj−1

i=0
di2

i

= (R[0, j]± ε)2
j

·mω

where ε = R8 · 2
8i, i ∈ [0, n

8 − 1] and ω =
∑j−1

i=0 di2
i.

To derive the partial value of d, say ω, the adversary needs

a previously known
∑r

i=0 di2
i (r < j−1) and needs to guess

at most l unknown bits of d (say (dj−1, . . . , dr+1)2) where

l denotes the longest distance between two nearby iterations

at which random faults injected.

Suppose that the order of the group is a prime integer

and which is known to the adversary. The correct value of

R[0, j] can therefore be derived from the correct output S
by

R[0, j] = (S ·m−

Pj−1

i=0
di2

i

)(2
j)−1

= (S ·m−ω)(2
j)−1

.

The reason of the assumption of a known prime order is to

enable the adversary to compute (2j)−1.

Based on the derived ω, R[0, j], and all the possible

candidates of ε, the adversary can compute

S′

(ω,ε) =
(

(S ·m−ω)(2
j)−1

± ε
)2j

·mω

and the correct values of ω and ε can be verified by checking

whether

S′

(ω,ε) ≡ S′

j

on all collected faulty outputs S′

j .

Based on the above proposed attack the adversary can

recover the binary expression of the private exponent d
from the least significant bits towards the most significant

bits. However, the last few bits with the most significant

weightings cannot be derived by the attack. These few bits,

say (dn−1, . . . , dt)2 and t is the maximum value for which

a fault occurred at the iteration t, can only be obtained by

other approaches, e.g., a brute force search. Bellcore’s attack

and Berzati et al.’s attack share the same property of the

proposed attack but the brute force search happens at the

least significant bits.

C. Practicability of the Attack

We wish to point out that injecting a one-byte fault into

the intermediate value of a register of an exponentiation

algorithm assumed in the proposed attack would be more

practical than injecting a one-bit fault into a register assumed

in the Bellcore’s attack. Moreover, the aforementioned as-

sumption made in the proposed attack might be much more

practical than injecting a one-byte fault into the storage of

a cryptographic parameter, e.g., the RSA public modulus

N assumed in Berzati et al.’s attack. The reason is that

usually a cryptographic parameter will be stored in a non-

volatile storage, e.g., flash memory or ROM, and a previous

random one-byte fault once injected will be difficult to

remove and a new one-byte fault to be injected again which

is implicitly assumed in Berzati et al.’s attack. So, among

the aforementioned three fault based attacks, the proposed

attack in this paper demonstrates a higher feasibility.

The computation time of an exponentiation algorithm

dominates the performance of many cryptosystems. To im-

prove the performance of cryptosystems, especially for those

with their security based on solving the discrete logarithm

problem, the group G is usually replaced by a subgroup

with a prime order q of which when binary represented

the number of bits is much smaller than that of p. This

technique was first employed in the Schnorr scheme [19].

For security reasons, elliptic curve based cryptosystems, e.g.,

elliptic curve Diffie-Hellman key exchange [17], usually

choose a prime order [16]. Both the aforementioned prime

order of a multiplicative subgroup and the prime order of

an elliptic curve are public informations. So, the assumption

made in the proposed attack is reasonable.

D. Complexity of the Proposed Attack and Comparison with

Other Attacks

Suppose the byte-fault pattern R8 ∈ [1, 28− 1], the byte

position i ∈ [0, n
8 − 1] at which the random byte fault

occurred on R[0], and the time (say, the iteration number

j ∈ [0, n − 1]) at which the random byte fault occurred

during the exponentiation are all unknown to the adversary.

In the proposed attack, to perform test of the relationship

S′

(ω,ε) ≡ S′

j , the adversary needs to try all the possible

candidates of ω and ε to identify the correct values of both

ω and ε.

A segment of at most l least significant bits of d will be

derived first when the correct value of ω can be identified,

and the exact value of the corresponding iteration number j
will be found as well. At most

∑l

r=1 2r possible ω will be

tested. Other portion of the binary representation of d can be

derived in the same approach towards the most significant

bits. The correct value of ε can be identify from one of the

possible (28 − 1) · n
8 one-byte faults occurred on R[0]. All

in all, the number of tests necessary to recover d is at most

k · ((28 − 1) · n
8 · k ·

∑l

r=1 2r) and the complexity of this
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attack becomes

O((28
− 1) ·

n

8
· k2
· 2l).

The complexity of the proposed attack is basically similar

to Bellcore’s attack, and the difference is that we assume

random one-byte faults while Bellcore’s attack assumes

random one-bit faults. The numbers of possible fault patterns

in the proposed attack and Bellcore’s attack are (28− 1) · n
8

and n, respectively. However, the numbers of necessary

faulty outputs (i.e., k) of both attacks are different, and both

attacks assume different fault models.

With the knowledge of all values of iteration number j
(i.e., the time the random byte faults occurred) as assumed

in Berzati et al.’s attack [2], the complexity of the proposed

attack can be reduced to O((28 − 1) · n
8
· k · 2l). Let k = n

l
,

the complexity becomes

O((28
− 1) ·

n2

8l
· 2l)

which is the same as Berzati et al.’s attack.

E. Attack Extension to the Montgomery Ladder

In [12], an exponentiation algorithm based on the Mont-

gomery ladder was proposed to prevent the SPA attack [14],

the computational safe-error attack [22], and the memory

safe-error attack [21]. The Montgomery ladder algorithm

shown in Figure 3 behaves regularly and accordingly it

is secure against the SPA attack. Most specially, there

is no dummy computation within the Montgomery ladder

algorithm so it can be secure against the computational safe-

error attack. Any random computational fault occurred will

lead to a faulty result of md.

Input: m, d = (dn−1 · · ·d0)2
Output: md

01 R[0]← 1; R[1]← m
02 for i from n− 1 downto 0 do

03 R[di]← R[0] · R[1]
04 R[di]← R[di]

2

05 return R[0]

Figure 3. Montgomery ladder algorithm.

The proposed fault based attack can be extended to

the Montgomery ladder algorithm with the same random

one-byte fault model. The byte fault will be injected into

the intermediate value of R[0] at the end of a specific

iteration j during the exponentiation. The adversary needs

to collect sufficient faulty outputs S′

j and a correct output S.

Principle of the attack. According to the basic principle

of Montgomery ladder, the intermediate values of R[0]
and R[1] after the computation within the iteration j are

R[0, j] = m
Pn−1

i=j di2
i−j

and R[1, j] = m(
Pn−1

i=j di2
i−j)+1 =

R[0, j] ·m, respectively. So, the output of the algorithm can

be expressed as

S = md = R[0, j]2
j

·m
Pj−1

i=0
di2

i

.

Providing two initial values B0 = ma and B1 = ma+1 for

some integer a, and a k-bit binary bit string (ek−1 · · ·e0)2
representing an exponent e =

∑k−1
i=0 ei2

i, we define a

function Mont(B0 , B1, (ek−1 · · ·e0)2) which represents the

output Be
0 of the Montgomery ladder algorithm. The out-

put S = md of the Montgomery ladder algorithm can

therefore be expressed as Mont(1, m, (dn−1 · · ·d0)2) or

Mont(R[0, j], R[1, j], (dj−1 · · ·d0)2). If a fault ε is injected

into R[0] at the end of the iteration j, then the faulty output

S′

j of the Montgomery ladder algorithm becomes

S′

j = Mont(R[0, j]± ε, R[1, j], (dj−1 · · ·d0)2)

where ε = R8 ·2
8i, i ∈ [0, n

8
−1] and ω represents the value

∑j−1
i=0 di2

i. Here we also assume that the order of the group

is a public prime integer, hence the values of R[0, j] and

R[1, j] can therefore be derived based on the correct output

S by

R[0, j] = (S ·m−

Pj−1

i=0
di2

i

)(2
j)−1

= (S ·m−ω)(2
j)−1

R[1, j] = R[0, j] ·m.

Based on all the possible candidates of bit string

(dj−1 · · ·d0)2 (accordingly the value ω =
∑j−1

i=0 di2
i) and

injected byte fault ε, the adversary can compute

S′

(ω,ε) =

Mont

(

(Sm−ω )(2
j)−1

± ε, (Sm−ω )(2
j)−1

m, (dj−1 · · ·d0)2

)

.

The correct values of ω and ε can be verified by checking

whether S′

(ω,ε) ≡ S′

j on all collected faulty outputs S′

j .

The complexity of the above attack on the Montgomery

ladder algorithm is basically the same as that attacking

the left-to-right exponentiation algorithm. An alternative

attack approach is that the byte faults are injected

to the intermediate value of R[1] instead of R[0]
and in this case the faulty output is assumed to be

S′

j = Mont(R[0, j], R[1, j]± ε, (dj−1 · · ·d0)2).

Practicability of the attack. The proposed fault based

attack can break not only the well-known conventional

left-to-right exponentiation algorithm but also the enhanced

algorithm against side-channel attack and safe-error attack,

say the Montgomery ladder algorithm. In fact, the Mont-

gomery ladder algorithm might be more vulnerable to the

proposed attack because the algorithm behaves regularly in

each iteration.

In the Montgomery ladder algorithm, each iteration per-

forms two similar operations and the total number of oper-

ations to be performed within the algorithm is always 2n.

Therefore, a very precise estimation of the computation time
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for a single iteration is accessible after a few experiments.

These experiments can even be performed upon other similar

devices. From the view point of controllability of fault

occurrence time (e.g., fault injected at the end of an iteration)

and accordingly the feasibility of an attack, the proposed ex-

tended attack on the Montgomery ladder algorithm becomes

more practical than all the previous attacks.

V. CONCLUSION

In this paper, based on the previous fault based attacks

against the right-to-left exponentiation algorithm, we pro-

pose a new attack against the left-to-right exponentiation

algorithm on some public key cryptosystems, such as Diffie-

Hellman key exchange and ECC, if they are constructed

under a group with a prime order. The complexity of

the proposed attack is the same as that of the previous

related attacks. Moreover, the proposed attack can also be

extended to threaten the Montgomery ladder algorithm and

this extended attack could be even more practical than all

other related attacks.
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Abstract—As more and more people are using smartphones 
these days, a great deal of important information, such as 
personal information and the important documents of 
corporations among other things, are being saved on 
smartphones. Unlike a PC, people can access another person’s 
smartphone without great difficulty, and there is a high 
possibility of losing one’s smartphone. If smartphone is lost 
without encryption, important information can be exploited. In 
addition, the open cryptographic library for PCs cannot be 
used due to the limited performance of the smartphone. This 
paper introduces the optimization implementation technique 
for the smartphone OS and the results of using that technique. 
In addition, the results of a speed comparison with the open 
cryptographic library will be presented. According to the 
results of comparing the one-time encryption implementation 
time with the open cryptographic library, the performance 
time was improved by 12% for Windows Mobile, 8.57% for 
iOS, and 39.62% for Android. 

Keywords-SEED; Windows mobile; iOS; Android; 
implementation; blockcipher. 

I.  INTRODUCTION 
Use of the smartphone is increasing due to the rapid 

development of IT technologies. Now, we can make a call or 
use various functions such as e-mailing, web surfacing, and 
Office programs simply with a small smartphone. However, 
the risk of loss or theft is also increasing due to the device’s 
small size and light weight. Due to their inconvenient 
portability, around 200,000 smartphones are lost or stolen 
every month on average. 

Loss of a smartphone can lead to a serious leak of an 
personal information, as smartphones contain a large amount 
of such information (call details, received messages, phone 
numbers, schedules, location information, financial 
transaction information, etc.). And smartphones are also used 
for business and sales purposes. So, secondary damage can 
be caused if a smartphone containing a corporation’s 
sensitive information is lost or stolen. 

Data encryption is very important to protect the various 
types of personal information and confidential information 
stored in the smartphone. SEED is block cipher that can be 
used for data encryption. Because that SEED is Korean and 
International Standard, the usage of SEED has been covered 
the security service applications in Korea. So, application of 
smartphone which needs security service must be 
implemented SEED in Korea. However, a smartphone has 

limited power and offers inferior performance compared to a 
PC. Therefore, it is difficult to use an open cryptographic 
library such as OpenSSL, which is designed for the PC 
environment, in a smartphone. We need to study on the way 
for the effective use of SEED in smartphone. 

This paper presents the results of implementing the block 
cipher SEED to a smartphone. The results of a comparison 
with open cryptographic libraries (OpenSSL, BouncyCastle) 
will also be presented. The SEED is a block cipher 
established as an international standard ISO/IEC and the 
Korean standard. Section 2 introduces the SEED and open 
cryptographic libraries; Section 3 introduces smartphone 
operating systems; Section 4 presents the implementation 
method; Section 5 presents the implementation and 
comparison results; and Section 6 presents the conclusion. 

 

II. SEED AND OPEN CRYPTOGRAPHIC LIBRARIES 

A. SEED 
 

SEED is a 128-bit symmetric key block cipher that had 
been developed by KISA (Korea Internet & Security 
Agency) and a group of experts since 1998. SEED has been 
adopted by most of the security systems in Korea. SEED is 
designed to utilize the S-boxes and permutations that balance 
with the current computing technology. The input/output 
block size and key length of SEED is 128-bits. SEED has the 
16-round Feistel structure. A 128-bit input is divided into 
two 64-bit blocks and the right 64-bit block is an input to the 
round function, with a 64-bit sub-key generated from the key 
scheduling [1]. 

SEED has been adopted as an industrial association 
standard of Korea (TTA, Telecommunication Technology 
Association) at 1999 and ISO/IEC and IETF International 
Standard at 2005 [2, 3].  

 
Classification Number and Title 

Korean 
Standard 

TTAS.KO-12.0004 : 128-bit Symmetric Block 
Cipher(SEED) 

International 
Standard 

Standard ISO/IEC 18033-3 : Information 
technology - Security techniques - Encryption 
algorithms - Part 3 : Block ciphers. 

IETF RFC 4269 : The SEED Encryption Algorithm
※ RFC4269 obsoletes RFC 4009. 
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Furthermore, several standards (Cryptographic Message 
Syntax, Cipher Suites to Transport Layer Security, IPsec 
etc.) have been adopted as Korean standard and International 
standards [4~6].  

 
Classification Number and Title 

Korean 
Standard 

TTAS.KO-12.0025 : Modes of Operation for The 
Block Cipher SEED 

International 
Standard 

IETF RFC 4010 : Use of the SEED Encryption 
Algorithm in Cryptographic Message Syntax 
(CMS)  

IETF RFC 4162 : Addition of SEED Cipher Suites 
to Transport Layer Security(TLS) 

IETF RFC 4196 : The SEED Cipher Algorithm 
and Its Use with IPsec 

 
The usage of SEED has been covered the security service 

applications such as, e-Commerce, e-mail, dedicated receiver 
with Broadcasting, financial service, data storage, electronic 
toll collection, VPN, Digital Right Management, etc. 

In particular, under the auspices of the Bank of Korea, 
eleven banks and one credit card company has launched a 
pilot service of K-cash for about 600 franchisees in Seoul 
since July of the year 2000. SEED has been used to protect 
the privacy of the users and the transaction data in this 
service. 

 

B. Cryptographic Libraries 
 

1) OpenSSL 
OpenSSL [7] is an open cryptographic library written in 

C language. OpenSSL implements most of the encryption 
algorithms we use in our daily life, such as symmetric-key 
ciphers, hash functions, public-key ciphers, message 
authentication codes, and SSL/TLS. OpenSSL complies with 
and can be used in various platforms such as Unix, Linux, 
and Windows. 

 
2)  BouncyCastle 

BouncyCastle [8] is an open cryptographic library written 
in Java and C# language. BouncyCastle can be implemented 
with J2ME, JDK 1.6, and C# API. Like OpenSSL, most 
encryption algorithms used in our daily life have been 
implemented. 

III. SMARTPHONE OPERATING SYSTEM 

A. Windows Mobile 
 
Windows Mobile [9] is a mobile operating system 

developed by Microsoft that was used in smartphones and 
mobile devices. It is used in a variety of devices such as 
smartphone, vehicle on board and portable media devices etc. 
The current and last version is "Windows Mobile 6.5".  

Windows Mobile can be classified as Application, 
Operating System and Cryptographic Service Provider (CSP). 
And it includes the Cryptography API set (CryptoAPI), 
which provides services that enable application developers to 
add encryption and decryption of data. 
 

 
Figure 1.  Architecture overview of Windows Mobile 

 
Windows mobile provides service encryption, hashing 

and digital signature, etc. Windows mobile supports many 
block ciphers such that DES, 3DES, IDEA, CAST, RC5 and 
AES-128/192/256. Supporting hash functions are MD2, 
MD4, MD5, SHA1/256/384/512 and HMAC. And digital 
signatures are RSA, DSS and ECDSA. But it does not 
support SEED. So, application developer must program 
SEED or port OpenSSL for using SEED in Windows mobile. 

 

B. iOS 
 
iOS [10] is the operating system that runs on iPhone, 

iPod touch, and iPad devices. Although it shares a common 
heritage and many underlying technologies with Mac OS X, 
iOS was designed to meet the needs of a mobile environment, 
where users’ needs are slightly different.  

The iOS security APIs are located in the Core Services 
layer of the operating system and are based on services in the 
Core OS (kernel) layer of the operating system. Core 
Services layer includes key chain service, certificate, key, 
trust service and randomization service and supports library 
for a symmetric-key Cipher, digital signature etc. The iOS 
security APIs are based on services in the Core Services 
layer, including the Common Crypto library in the libSystem 
dynamic library. Common Crypto library supports DES, 
3DES, AES-128/256 block cipher. And it supports MD2/4/5, 
SHA-1/224/256/384/512 hash functions. But it does not 
support SEED as windows mobile. So, SEED be 
programmed or ported Openssl in application of iOS. 

 

 
Figure 2.  Architecture overview of iOS 
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C. Android 
 
Android [11] is an open-source software stack for mobile 

devices that includes an operating system, middleware and 
key applications. Google Inc. purchased the initial developer 
of the software, Android Inc., in 2005.  

Android can be classified as system layer, crypto library 
and crypto class. Android developer can use java.security 
package and Javax.crypto package in crypto library. 
java.security package provides all the classes and interfaces 
that constitute the Java security framework. java.security 
package supports certificate and  signature. javax.crypto 
package provides the classes and interfaces for cryptographic 
applications implementing algorithms for encryption, 
decryption, or key agreement. javax.crypto package supports 
stream cipher, block cipher, hash function and MAC. 
Android does not support SEED. To use SEED, android 
developer must program SEED or port BouncyCastle. 

 

 
Figure 3.  Architecture overview of Android 

IV. 3. OPTIMIZATION ON SMARTPHONE OS 

A. General 
 

1) 32-bit processing 
 ARM core version 6x version runs on 32bit. 

Therefore, data processed by the algorithm is 
implemented in 4 bytes. 

2) Little endian 
 For the ARM core environment, an algorithm was 

designed and implemented, based on the little 
endian. 

3) Memory management 
 The embedded system has a limited and inefficient 

memory allocation system. The memory space for 
temporary variables was allocated in advance and 
re-used. 

4) Loop optimization 
 Unnecessary loops were reduced and repetition was 

removed. For example, the ARM7 and ARM9 
processors require one cycle for subtraction 
processing, and three cycles for selection control 
processing. That is, if subtraction is configured in a 
loop, four cycles are required to process one loop. In 
addition, we reduce the number of iteration as much 
as possible, when “for loop” is used. 

5) Variable declaration and operation 

 The unsigned type variable was used. Regular 
processes handle “unsigned integer” operation much 
faster than “signed” operation. 

 

B. Android 
 
Android application development codes are compiled in a 

machine-independent byte code, and executed by a Dalvik 
virtual machine in the Android device. 

That is, as the Java code is executed in the Java Virtual 
Machine, the Android app is executed in the Dalvik Virtual 
Machine. Therefore, Android’s processing speed is slower 
than that of native codes. 

To improve the processing speed, Java provides JNI 
(Java Native Interface), which accesses the source coded in 
other languages, and executes the source code. 

The operation of memory copy and XOR (exclusive OR), 
which are most frequently used in actual encryption 
algorithms, were compared. It takes about 380ms on average 
when the System.arraycopy Java method is used for 4096 
bytes of data. However, it takes 266ms on average when 
implementing memory copy using the memcpy C function in 
the JNI. As a result, we can see that the performance of 
memory copy was improved by 140%. For XOP operation, 
Java takes 830ms and JNI takes 161ms, which implies that 
the performance of XOR operation was improved by 500% 
or more. 

Therefore, if the algorithm is implemented appropriately 
in the Android environment using the JNI, a very efficient 
encryption algorithm can be implemented. 

 

 
Figure 4.  Processing time of JAVA and JNI 

V.  IMPLEMENTATION RESULTS 
This paper presented the results of the SEED encryption 

speed and power consumption for each smartphone OS. In 
addition, the results of the comparison with open 
cryptographic libraries (OpenSSL, BouncyCastle) are also 
presented. Speed was compared with the amount of 
encrypted data per second and the one-time encryption time. 
Power consumption was compared, based on the time used 
to consume 1% of the battery. The algorithm test was 
conducted in the following environment. 
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Figure 5.  The amount of encrypted data per second 

TABLE I.  TEST DEVICE SPECIFICATIONS 

Platform Device OS H/W specification 

Open 
cryptogr

aphic 
libraries

Windows 
Mobile 

HTC 
HD2 

Windows 
Mobile 

6.5 

- CPU : Qualcomm, 
Snapdragon 1Ghz 
- RAM : 448MB 

OpenSSL

iPhone 
Apple 
iPhone 

3GS 
iOS 4.0 

- CPU : ARM, 
Cortex A8 600Mhz 

- RAM : 256MB 
OpenSSL

Android 
HTC 

Nexus 
One 

Android 
2.2 

(Froyo) 

- CPU : Qualcomm, 
Snapdragon 1Ghz 
- RAM : 512MB 

BouncyC
astle 

 

A. Results of speed comparison 
 
The data processing amount per second refers to the 

amount of data be encrypted by SEED for one second. CBC 
(Cipher-block chaining) was used as a mode of operation. 
The length of the input plaintext was set to 1, 4, 16, 64, and 
256 blocks respectively (1 block = 128 bits). The length of 
the input plaintext is 4 means input of SEED-CBC is 4 
blocks plaintext and operating number of CBC is 4. The 
length of the input plaintext is considered for size of 
information in storage of smartphone such as phone numbers, 
Social Security number etc. To reduce the possibility of error, 
we repeat more than 1000 seconds. And results were divided 
by process time. For example, in case 4 blocks, SEED-CBC 

only operates 4 blocks plaintext until time is more than 1000 
seconds.  

According to the results of the comparison of the data 
encrypting amount per second, Windows Mobile was 
improved by 4.22~10.98%, whereas iOS and Android were 
improved by 3.25~14.56% and 134.95~1153.73%, 
respectively. As a result, windows mobile and iOS did not 
show a great improvement. But Android showed high 
improvement rate for using JNI. We think that increasing of 
encrypted data per second depending on the length of the 
input plaintext because memory input/output. With smaller 
block, it is decreasing number of memory access. 1 block 
access memory 256 times when 256 blocks access memory 
once. For the cases of Windows Mobile and iOS, the 
improvement rate decreases while increasing the size of 
input data to encrypt. We think that the reasons are way of 
optimization. It's not optimization of algorithm structure but 
optimization of algorithm implementation. It is depend on 
time of access memory and smartphone OS. For the case of 
Android, the improvement rate increases continuously, 
because that BouncyCastle is very slow. But it will reach the 
limit. 

The one-time encryption time refers to the time period 
required to execute an encryption algorithm once. To reduce 
the possibility of error, the average of the results of 80,000 
repeated executions was calculated. According to the results 
of the comparison, Windows Mobile improved by 12%, 
whereas iOS improved by 8.57% and Android by 39.62%. 
The results are different from results of encrypted data per 
second. We think that the reasons are difference of 
calculation methods. Results of encrypted data per second 
include checking time whether more than 1000 seconds or 
not. 
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TABLE II.  ONE-TIME ENCRYPTION TIME  

(ms/1call) Windows 
Mobile iOS Android 

Ours 0.0044 0.0064 0.032 

OpenSSL 
(BouncyCastle *) 0.0050 0.0070 *0.053 

Improvement 
rate (%) 12% 8.57% 39.62% 

B. Electricity consumption 
 
The time taken to use 1% of the battery was measured, 

when executing an encryption algorithm. The results of the 
comparison of electricity consumption show a power saving 
of 19.9% for Windows Mobile, and of 14.85% and 12.36% 
for iOS and Android respectively. 

TABLE III.  ELECTRICITY CONSUMPTION COMPARISON 

sec Windows 
Mobile iOS Android 

Ours 120.21 125.3 112.45 

OpenSSL 
(BouncyCastle *) 100.2 109.1 100.08 

Improvement 
rate (%) 19.97% 14.85% 12.36% 

VI. CONCLUSION 
It is essential to protect the information stored in 

smartphones owing to their increasing popularity and various 
functions. However, a method of optimization other than a 
PC is required due to the limited performance of the 
smartphone. This paper presents the results of the optimal 
application of the block cipher SEED, which was selected as 
both the international standard ISO/IEC and the Korean 
standard, to the smartphone. Also, the results of comparing 
the open cryptographic library OpenSSL (including the 
SEED) with BouncyCastle were presented. 

According to the results of optimizing and implementing 
the SEED in smartphones, SEED provided better 
performance than the open cryptographic library in all areas 
(i.e., data processing amount per second, one-time 
encryption execution time, and electric consumption). In 
particular, Android showed a remarkably enhanced 
performance than other OS when optimized with the JNI. 

Recently, the smartphone has been attracting ever more 
attention among the general public, and the number of 
service environments that capitalize on this increasing 
attention is also rising continuously. Accordingly, the 
number of environments that require a high level of security 
is also increasing, such as smart office and mobile cloud. To 
create a safe smartphone use environment, methods of 
optimizing the various encryption algorithms are needed. 
Consequently, research on optimizing the algorithms, such as 
public key cipher and SSL/TLS, is needed. 
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Abstract—Commonly, the deployment environment of soft-
ware based services cannot be predicted in advance, which
leads to need to have specific solutions to monitor their
security and reliability during runtime. These services are also
commonly accessed remotely, leading to further complexity in
their monitoring and analysis. The work presented in this
paper proposes a solution for enhanced security monitoring
of such services, providing for increased confidence in the
service security and reliability. The proposed solution uses
near-real time information collected about the service and its
environment during its use. The approach is evaluated using
a case study of monitoring a mobile payment service showing
increased awareness and confidence of service security.

Keywords-network monitoring; security situation awareness;
security management; security policy; network capture

I. INTRODUCTION

Modern software intensive systems are increasingly per-
vasive and used to perform critical and sensitive operations.
In many cases, the service is provided as remotely accessible
through various terminals, such as mobile devices. For
example, a push-mail service can be used to deliver email to
mobile devices from corporate and Internet service provider
networks, or a mobile payment system can be used to
make payments with a mobile device over various vendor
and provider networks. These services deal with sensitive
corporate or personal information, and handle transactions
related to real world assets such as money. These types
of services are commonly deployed in unpredictable envi-
ronments, where their security and reliability are impacted
by varying constraints and evolves over time. The hosting
infrastructure itself varies across deployments and the clients
used to access these services can be varied and mobile.

Typically for such services, their criticality and sensitivity
is recognized and thus a security policy is defined describing
their security aspects and the required countermeasure to
possible security threats. However, extensive and relevant
management of such security policies is an exhaustive and
resource draining task. Tasks such as monitoring of specific
services and their auditing are important but often difficult to
make cost effective. Especially in multi-domain environment
where services are widely deployed and serving sensitive
data, such as described above, the assurance of the operation

is vital but difficult to maintain. The operating environment
sets limitations to the monitoring and also affects the opera-
tion efficiency. However, the affected efficiency may not be
perceived without some means of monitoring.

A perceived weakness of security monitoring is also the
inability to respond to different situations during monitoring.
In a complex system the management of countermeasures is
often tedious and handled by the administration. However,
in case of remotely accessed services, it is often possible to
apply an approach where a certain profile of the expected
system behavior is defined and a specific response is defined
for such observed situations. As a response, for business
purposes it is often enough to deny the service when
problems are observed until the situation has been analyzed
and resolved. If this early response is not applied, later
problems can escalate into more serious issues, complaints
and reclamations.

This paper presents an easily deployable and flexible
monitoring solution for remotely accessed services. It gives
the security management a source of information for the
observed services and the ability to evaluate the capability
of the service prior to transactions. We present our approach
from the viewpoint of generally monitoring different aspects
of software-intensive remotely accessible services, and use
a case study of its application on a mobile payment system
to evaluate the efficiency of the approach. The nature of
the mobile payment service as widely spread to multiple
and technically varying locations helps illustrate the different
aspects of the approach.

The rest of the paper is structured as follows. In Section
II, we discuss the problem domain of monitoring networked
services. In Section III, we present our approach for security
monitoring. In section IV, we describe a case study of ap-
plying our approach on a mobile payment system. In Section
V, we discuss the results and the observed applicability of
our approach. Finally, conclusions end the paper.

II. NETWORK MONITORING

Network monitoring can have different motives and tar-
gets. A common goal is to detect failing or slow compo-
nents to be able to address possible issues promptly and
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to gain more successful operation. Network monitoring is
also used to enhance security or performance. Typical solu-
tions applied for network security monitoring are intrusion
detection and prevention systems [1]. These solutions are
based on detecting anomalies and tracking signatures on
network traffic and behavior (e.g., [2], [3]). These systems
can support a wide range of analysis and reaction, providing
protection for, and information about, vulnerable states in
a system. They operate best in large scale networks and
can identify great amount of different types of events.
However, due to their operational constraints such as the
vast amounts of information for large-scale network traffic
that needs to be processed, they generally can only focus on
a shallow analysis of e.g., network packet headers. A com-
prehensive analysis would require deep packet inspection
level of analysis, which would require large-scale resources
that would make their applicability non cost-effective. This
enhancement is studied by [4].

The effectiveness of these tools also depends on the
quality of their signature databases and algorithms that are
used to analyze the captured information. These are provided
and updated by the product manufacturer or community.
Thus their relevance depends on the activity of the signature
providers.

The target of intrusion detection and prevention is specif-
ically to provide information about the activity the system
is facing. This information is usually used to block some
traffic in the network and is an administrative task. Security
management on the other hand has the intent to define
security policies and to know that the system is implemented
according to the specification. In a growing and dynamically
changing systems where maintenance and installations are
done regularly the upkeep of the security policy requires
audits on systems to evaluate its conformity with security
policy.

In any case, continuous monitoring of the defined security
policies is needed to gain confidence on the secure and
reliable operation of the deployed services. To be commonly
applicable, such monitoring solutions need to be defined as
addressing the security and reliability requirements while at
the same time to be defined within capabilities of network
capture based feature inspection. The goal should be to
minimize the intrusiveness of the monitoring by making the
implementation of security monitoring possible without re-
quiring additional installation or changes in the environment
where the product is delivered.

Requirements and capabilities for network monitoring are
set by the target network and service. Optimally, we should
be able to monitor as much as possible with a minimal
set of deployed monitoring points. For example, a single
Ethernet based subnet environment could be monitored from
a single accessible location when all data is broadcast to all
parties. When possible, the network architecture can also be
optimized for the monitoring purposes by adding monitoring

to a central location.

A. Network Security Management

A product, which requires to be deployed in varying types
of environments can face various issues such as malicious
users and excessively loaded networks. When deployed to
such unsafe environments, the operation cannot be assured
and the cause for this can be difficult to track down.
Again, security management needs to assure that the system
implements the required security policy. In an optimal case,
this can be assured by providing the service product with
a complete setup including hardware and software that is
configured according to all the security policy requirements.
Other approaches include providing just the software to be
run on the customer environment, which is often a more
practical scenario, especially for smaller customers. The
choice of deployment strategy impacts also the complex-
ity of governing the service security and reliability in its
environment. A more complete deployment can mitigate the
possible risks but not completely eliminate them, including
the need to manage the infrastructure, its updates and other
security and reliability aspects.

Most network security breaches originate from poorly
defined or implemented security and lack of security man-
agement. According to annual Symantec survey [5], the most
common reason for data breaches in 2009 was the theft or
loss of material. The second highest category of the survey
is named insecure policy, referring to the failure to create
and administer policies to enhance security, including the
user operation.

Technical breaches in software security are caused by
vulnerabilities, which are exposed to the hacker through
their own investigation or through other venues. Effective
security management needs to react to the discovery of these
vulnerabilities before they are widely in use by the hacker
community. The required responses such as software updates
and counter-measure configurations need to be managed by
the users or the administration.

Overall, we can state that the overall security of a network
is a sum of the combined operation of all participants in the
network. Therefore the behavior of all users in the network
is of interest to the different parties using the network
and should be monitored. For example, the presence of
clients with diverging traffic patterns or outdated software
can be taken as indicators of potential security and reliability
confidence lowering aspects in the overall system. Similarly,
any issues observed on the server side are obvious indicators
for the expected service quality. Our approach adds the
valuable information of the network monitoring to cover the
shortages of typical security management solutions to make
it more interactive.
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III. OUR APPROACH

The goal of the work presented in this paper is to enhance
security awareness for remotely deployed services handling
sensitive information. Here this information is provided not
only for the service administration but also the end user
as a mobile payment application. This includes defining a
security policy for the remotely deployed software that can
be used as a basis to provide assurance of its operation.
Because we cannot assume to have complete knowledge
of the actual deployment environment, the policy needs to
specify generic requirements that reflect security awareness
in the context of that specific service. To cover the security
policy, the available monitoring information in an actual
deployment environment is mapped to each requirement
specified in security policy. This model is then used as
a basis to monitor the system and to evaluate its security
capabilities in a continuous manner.

Security management usually defines the monitored policy
by evaluating the risks the system might encounter. In busi-
ness minded information security the risks can be classified
into assets, vulnerabilities, countermeasures and threats [6].
Here these classes are used to define an example security
policy and security features based on this risk analysis.
This is to show an example of the process of adapting a
risk analysis into security policy and network monitoring
features. We will present an example of a concrete security
policy for a mobile payment system in Section IV-D.

Our approach consists of the following steps
1) Risk analysis
2) Security policy definition
3) Infrastructure analysis
4) Monitoring point definition
5) Continuous monitoring
6) Information synthesis and presentation to user
We focus in this work on the monitoring aspects, but it

is worth noting that we use input from the previous steps
that are assumed to be present. In this work we build on the
work presented in [7]. As a security policy definition assume
the presence of documents such as Assurance Profiles as
described in [8].

Risk analysis evaluates the key points in the system and
determines the value of their successful operation. It also
attempts to list the situations the system might face and
prioritize the risks related to those situations according to
their severity. These risks are covered with certain security
measures defined in a security policy. It specifies, which
features the system components need to implement to lower
the possibility of a risk and to decrease its effect in case of
occurring. What also needs to be defined is the details of
the actual monitored variables used to determine the state
of requirements on the security policy.

After this it is up to the security management to assure that
the policy is followed. To arrange an automated monitoring

on the security awareness inside the system the security
management needs to analyze the infrastructure to identify
the points where a certain security policy should be present.
This analysis is a source of information when the moni-
toring is deployed into the system. Successful deployment
of monitoring with appropriate security policy definitions
results in providing a continuous view of the security policy
compliance on the system.

A multi-domain monitoring solution has to be flexible in
supporting different types of target network environments.
This includes being able to perform within the limitations
set by the communication protocols and network monitoring
capabilities available. To organize the monitoring informa-
tion, we use a four way model based on security events,
traffic rations, security presence and online testing. The
following subsections describe each of these attributes and
the type of variables they consist of. Variables are defined
in accordance to security policy that is defined according to
the risk analysis. In addition to these aspects, the security
policy needs to define the expected values for the variables,
including the limits for each value to remain within accepted
range. Practically, choosing the variables is also affected by
what is possible to monitor in the service infrastructure,
which is affected by factors such as infrastructure access
and available monitoring tools.

A. Security events

With the term security events we refer to the input events
generated from security monitoring tools such as intrusion
detection systems. Security situation awareness is a related
term used in research to gather, combine, and understand
constantly updating security state of the overall system.
Methods for security situation awareness are presented, for
example, by [9] and [10], largely based on combining
of observed security events. The security events are the
events that are used as a basis to for the analysis of the
current security situation, providing a basis for assessing
the confidence in the security and reliability status of the
observed system.

For example, an intrusion detection system generates
alerts based on rules, which have different priorities and
cause different types of alarms. Alarm priority can also be
used to provide added value for security situation awareness,
for example, to make a more informed decision on how
to respond. Automated analysis systems such as intrusion
detection systems often cause false alerts and therefore the
response needs to be managed manually.

In this work, the information provided by security events
constitutes of alerts generated by Snort intrusion detection
system and errors reported by the target mobile payment
service. When the analysis of their combination is observed
as revealing a potential issue, the security situation in the
network is considered reduced.
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B. Traffic Ratios

We define expected network traffic patterns in terms of
network protocol distributions. This describes the expected
ratio of observed traffic in terms of different protocols,
including the encrypted and non-encrypted versions of the
same protocols. Additionally, specific protocols can also be
classified as insecure and thus their presence at all can be
considered a feature for analysis. For example, existence of
bittorrent protocols can lead to high traffic loads and de-
creased performance on network, and thus bittorrent can be
classified as unwanted because of possibly causing decreased
availability.

The ratio of these different types of protocols is compared
to the amount of total observed traffic and to observed ratios
between different types of communication in the network.
These defined ratios are taken as rules for the expected
traffic distribution between the different traffic types. Tradi-
tional methods of anomaly detection or pattern recognition
methods can be applied to enforce these rules. However,
more specific rules can also be defined to monitor specific
protocols in a presumably known network, simplifying the
required monitoring process.

C. Security Presence

Security presence is a term we use to refer to a system
having security related features and mechanisms present in
the network. Its security value is in estimating the general
security awareness. Security presence related variables are
those detected from the application variables communicated
over the network protocols.

Practically, security presence is detected by monitoring
identifiers in the traffic such as short passwords, clear text
passwords, old software versions and insecure operating
system versions reported in communication messages and
security events. Those are mainly gathered from HTTP
messages and this is implemented by analyzing pcap files
produced by Wireshark.

D. Online Testing

Online testing refers to active stimulation of running
service elements and observation and analysis of the results.
An online testing tool can test the service with simulated
requests and evaluate the correctness of responses. While it
is possible to create customized tools for these purposes,
we prefer to use existing tools for genericity and cost-
effectiveness purposes. Basic examples of online test tools
available on existing systems, which are also used in this
work are ping and port scanning tools such as nmap.

Online tests provide information of the systems con-
formity with requirements and current capability to serve
requests with tests that simulate actual operation. A false
reply to a request can identify an issue in the authenticity
of the communication partner. Additionally the delay in
responses imply a general failure in service to respond to

requests. These are clear indication of service operation
capabilities.

IV. MOBILE PAYMENT CASE STUDY

In this section, we present a case study of applying
our approach in the domain of mobile payment. Based
on a previously performed risk-analysis and the available
monitoring options for the service infrastructure of a mobile
payment service, we define a set of relevant security events
and network traffic properties and ratios. From this we define
what we consider the relevant properties for observing the
security presence of the mobile payment service in our
environment. Further, we show how using a set of existing
network monitoring tools we monitor this security presence
from the service infrastructure and use the information in
the process of the mobile payment.

A. Mobile Payment

Mobile payment services allow customers to make pur-
chases using their mobile devices as means of payment.
A scenario with monitoring goals and end user delivery is
presented on Figure 1 Presented is the typical architecture
for a mobile payment that includes:

• Vendor node that receives information of payment for
the product delivery.

• Cellular operator provides a phone number for the
product and informs the mobile payment operator that
a call has been made.

• Payment network instructs the vendor node to commit
the delivery when cellular operator informs about the
call. Also manages the communications to possible
mobile vendor nodes.

• Client device makes a call to the cellular operator pro-
vided number that is operated by the mobile payment
operator.

Remote deployed service

Unknown environment, 

target of monitoring

Safe service 

infrastructure

Known 

environment

Current 

monitored 

security status for 

the user

Security 

informed 

user

Figure 1. Architecture of the monitoring approach including the mobile
payment process with the user, mobile payment provider and a product.

Mobile payment systems are not standardized and imple-
mentations in different countries and companies are varied
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[11]. Connection from the mobile payment provider to the
vendor node is implemented by the mobile payment provider
and does not have specific standards. The different aspects
of the provided service such as the information security
vary and their quality is up to the different operators. Our
target systems operate in Finland, where currently most
implementations use a premium billing method based on
billing the customer through the cellular provider. As mobile
payment systems operate over networks provided by differ-
ent operators and varying communication links to vendor
nodes, it serves as a suitable case to evaluate our approach.

In premium billing the customer places a call to a given
number and uses the phone keypad to provide input to the
service. Product is billed as a normal service number without
any form of identity verification, allowing anyone to use the
service with any available phone. This can be a negative
factor enabling the illicit use of the device but also a usability
enhancing feature increasing sales because of the ease of
use. Downsides in this form of billing is the traceability
of transaction and reliability of delivery. Network provider
might charge the customer even if theres a problem with
delivery and the customer needs to place a reclamation to
get refunded. The mobile payment provider and cellular
network provider operate as separate entities without direct
communication, which makes tracing the transactions over
network boundaries difficult. Possible technologies in mobile
payment field to address these issues include secured sim-
cards capable of requesting pin code on authorization re-
quest, near field communication and credit card involvement
but none of these are standardized for this domain.

There is a need to improve the reliability of the delivery of
products and security of the information exchange. The sys-
tem cannot observe if the product is successfully delivered.
Therefor it is beneficial to have a solution to monitor that the
system is operating in desired conditions. Even if we cannot
completely remove these issues, we need to strive for an
optimal operational environment for the service. We cannot
monitor the mobile payment service parameters directly
due to confidentiality requirements and due to available
access over different networks. For this reason, we aim to
monitor generic network parameters according to monitoring
parameters defined as relevant for the service in the security
policy definition phase.

For confidentiality reasons, we describe here a simulated
service environment rather than a production system. We
constructed our simulation system using actual production
systems as input to define a realistic environment for our
evaluation. This also included defining a security policy
and test scenarios to address real situations on network
operation and typically appearing problems according to
input gathered from a mobile payment operator.

To illustrate how the provided monitoring information
could be utilized by the service end user, we developed a
mobile phone application to display the observed payment

service security status to the user. This application is de-
scribed in Section IV-E.

Considering our general targeted domain of remotely
accessed services being hosted over several partners infras-
tructure, we see mobile payment as a good example. It
needs to have parts installed in every vendor that provides
possibility for the payment to be done with a mobile phone.
Because of this, the environment for those services is varying
and assuring its operation through monitoring is beneficial.

B. Environment

Our test environment was constructed with a set of virtual
machines, requiring some specific monitoring approaches.
To optimize our ability to capture monitoring information,
the network in a virtual environment can operate in a way
where all the virtual hosts receive all the traffic. This is
possible because the typical network latencies and transmis-
sion capabilities are not limited in a way they are in actual
networks. Ease of setup and maintenance also helped us in
our experiments.

The virtual network environment consisted of three hosts.
One host was running the target service and had been set
up as described below on Table I. Second was running
monitoring software. All the tools required for monitoring
were installed on this host and run on intervals. Third host
was running simulation software, responsible for generating
traffic and different situations on the network. These situa-
tions are described in Table II.

The tests were run on two different systems. Both were
put under test with two different usage scenarios. With this
setup the capability of the measuring system for providing
useful information was evaluated. The first system was to
demonstrate a typical dated system, which cannot perform
according to todays security requirements. The second sys-
tem was an up to date system with operating system less
vulnerable to security attacks and up to date software. The
setups of both systems are described in Table I. The setups
and simulations were set so that not only mobile payment
related features but general security features that can affect
performance in the target could be detected. This is why
HTTP server and browser types are relevant.

C. Simulation Scenarios

Both systems were put under test with two types of
simulation. This results in four different scenarios where
reaction of the two systems can be observed. The scenarios
are described on Table II.

Network load and behavior was simulated using ping
flooding and simulated HTTP requests. This is used to
cause computers to suffer from the increased network and
therefor processing load. HTTP requests were made with the
Curl application and scripted to be performed in intervals.
Slowloris is a HTTP flooding tool that attempts to create a
denial of service situation by sending partial HTTP requests
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Table I
DESCRIPTION OF SYSTEMS USED IN TEST RUNS.

Type Feature State

Less secure

Operating system Windows XP
Operating system version SP2 retail
Apache version 2.2.10
Browser type Internet Explorer
Browser version 6
Other services 2

Highly secure

Operating system Linux
Operating system version Kernel 2.6.32-26
Apache version 2.2.16
Browser type Mozilla Firefox
Browser version 3.6.8
Other services 0

Table II
DESCRIPTION OF USAGE SIMULATION DURING TEST RUNS.

Load level Description Method Value

Low load

Network load ping flood none
System load cpuburn none
HTTP load Timed requests normal
HTTP vulnerability Slowloris none
Payments Scripted few
Logins scripted ssh logins few
Behavior HTTP passwords none

High load

Network load ping flood full
System load cpuburn full
HTTP load Timed requests 10/second
HTTP vulnerability Slowloris run
Payments Scripted 10/second
Logins scripted ssh logins 1/second
Behavior HTTP passwords few

to keep multiple sockets to the server open. It was used to
exploit the old version of apache HTTP server.

The goal of the scenarios was to evaluate the ability of
the monitoring system to prevent the billing of any excess
payment from the customer. This can be handled either
at the service provider end or at the customer end. The
service provider can refuse the service request based on
observed issues in the service infrastructure when a request
is received. At the client end the terminal can produce a
warning to the user about potential security and reliability
issues observed in the mobile payment service that is being
accessed, when this information is available.

Payment requests are included in the simulation scenarios.
Their success rate is the measure of successful operation of
the mobile payment system. The success rate of providing
useful security status information to the monitoring system
client (service provider or customer) in terms of correctly
identifying the simulated security problem scenarios is the
measure of our approach in evaluation. Payments were
simulated with tool developed by a mobile payment service
provider.

D. Monitoring

As described before, our solution is mainly targeted as an
automated and easily deployed security policy monitoring
system. For our case study we defined a security policy to

see different levels of implemented security in the set of
chosen scenarios. The policy defines a feature and a risk
type it is covering. Some features target the host running
the service and some measure the relevant properties of the
overall network environment. The target system was desired
to comply with features specified on Table III. In this table
examples of monitoring sources used are also described.
Single requirement is usually covered with multiple sources.

Table III
DEFINED SECURITY POLICY. DESCRIBES THE SECURITY

REQUIREMENTS ORDERED BY THE RISK TYPES THEY ARE COVERING.
ONE MONITORING SOURCE IS ALSO DESCRIBED FOR EACH.

Definition Source
Asset

Hardware operates properly. Produces traffic
Stays connected to network. Ping response time
Responds quickly to requests. Service response time
Service is not under heavy load. No service errors

Vulnerability
Follows generally secure behavior. Vulnerability scan
Does not have extra ports open. Port scan
Traffic profile. Ratio of HTTP
Does not send clear text passwords. HTTP passwords
Does not use short passwords. HTTP auth
Uses latest software versions. HTTP Server field
Uses secure operating system. TCP fingerprint

Countermeasure
Uses firewall. Port scan
Encryption is used. HTTPS messages
Uses secure browser. HTTP agent field
Monitor system does not fail. New monitor data

Threat
Non familiar users on network. Failed SSH logins
Service is not abused. IDS alerts
Host is not under attack. IDS alerts

This model was constructed to detect issues in implemen-
tation of the security policy and the relevant security fea-
tures. This is based on identifying security related features
through monitoring the messaging in the on-site network.
The monitored values were combined to derive a binary
statement of each defined security feature. These statements
construct the model for the overall security. Variables from
network traffic were chosen to provide needed information
to cover the points defined in security policy. The variable
types are described on Section III.

E. Deployment

A mobile application was developed to list available
mobile payment services and to display their current security
level. This was to demonstrate the usability of the informa-
tion also for the service end user. Information was delivered
through a socket connection from the monitoring network
to a mobile application. The information was visible to the
user at any time as a status bar indicating the current level
of security in terms of the number of features reported as
ok. Then it is up to the users decision to determine when
the security level is acceptable. In a more refined version
the service provider can decide how a certain security level
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affects the transaction and the detailed security information
can be hidden from the end user if that is desired.

V. RESULTS AND DISCUSSIONS

The goal of our case study was to evaluate the effective-
ness of the applied approach in detecting any reliability and
security issues in the current security implementation level
and the usage of the network. Gained benefit would have
been shown as better success rate on service. This would
result in reduction of failed attempts due to early rejection
of requests, which is desired for the transaction process.

Running the tests shows that the pre defined rules are
easily detected in the deployed systems and the security
features are correctly mapped. Results of each scenario is
listed on Table IV. This specific set of scenarios also shows
that the information is usable in determining the reliability of
the service delivery. The less secure system setting is clearly
vulnerable. This is mainly based on the research on outdated
software being less secure and effect of security awareness
of users in overall security. Outdated Windows system and
Apache server alone constitute vast amount of vulnerabili-
ties. This is caused by the fact that they are highly popular
and therefor highly exploited. Resulted product delivery
effect was however only observed as slight increased delay.
The best scoring scenario is the high security setup with low
load. On that scenario the monitoring detects the situation
to be less loaded and security setup to be proper. This is
what was intended to be discovered with the monitoring.

A more detailed simulation scenario could have exploited
the target systems more and affected the operation more
dramatically. This was not intended but a general simulation
scenario was more useful to illustrate the capabilities to
detect general security situation, not a scenario where the
system is under carefully planned attack.

With this monitoring two aspects of the network security
are known. The intrusion detection system style monitoring
provides information about the current usage the target
system is facing. Here this is combined with knowledge of
the level of security implemented in the target system. This
information is used to evaluate the capability of the system
under different circumstances since both details are known.
Then the service requests can be rejected when there is a
bigger change of information leakage or failed transaction.

The viewpoint here is to observe the monitoring as the
service provider. Their goal is not to let consumers make
requests when there is a high possibility that the request will
fail or information will get captured. They can define rules
to remain in a certain level of confidence in the successful
delivery. They do not need to require all the requirements
to be fulfilled but some might complement others. For
illustration in this work the service provider sets their rules
as defined here:

• Hardware must not fail.
• Must respond on network.

Table IV
RESULTS FROM THE FOUR SCENARIOS. 1. LOW SECURITY, HIGH LOAD
2. HIGH SECURITY, HIGH LOAD 3. LOW SECURITY LOW LOAD 4. HIGH

SECURITY LOW LOAD

Feature 1 2 3 4
Hardware operates properly. OK OK OK OK
Stays connected to network. OK OK OK OK
Does not have extra ports open. FAIL OK FAIL OK
Uses firewall. FAIL OK FAIL OK
Responds quickly to requests. FAIL FAIL OK OK
Traffic profile. FAIL OK OK OK
Follows generally secure behavior. FAIL FAIL OK OK
Encryption is used. FAIL OK OK OK
Does not send clear text passwords. FAIL FAIL OK OK
Does not use short passwords. FAIL OK OK OK
Uses latest software versions. FAIL OK FAIL OK
Uses secure operating system. FAIL OK FAIL OK
Uses secure browser. FAIL OK FAIL OK
Service is not abused. FAIL FAIL OK OK
Host is not under attack. OK OK OK OK
Service is not heavy load. FAIL FAIL OK OK
Non familiar users on network. FAIL FAIL OK OK
Monitor system does not fail. OK OK OK OK

• If service is under load software needs to be up to date.
• If service is abused firewall has to be used.
With these rules the service provider would refuse re-

quests on scenario 1. When put under loaded situation the
system evaluated as a high security system would still allow
requests to be made according to the rules specified. The
low security system would reach a state of refusing requests
when facing the load. The efficiency to reject requests
in early stage based on the assumption that the request
would fail later anyway is the key to provide enhanced
operability for the system in business sense. Without this
type of information, each failed transaction has to be dealt
individually to refund the customer.

Various viewpoints can be taken on the application of
the monitoring information we provide. From the service
provider viewpoint it may be bad to show detailed security
level information to the user. Instead it may be better to just
refuse service and notify the administration to address any
observed issues. However in some cases the user can make
better use of the information such as when reading email
using a publicly accessible network. Simple level of security
was presented to the user in our case as illustrated on Figure
1. In this case, the more detailed information can be provided
to let the user make a more informed decision. This is
ultimately a business decision based on different properties
such as the operating environment and the business domain.

Depending on the interests of the company in question
and the liability responsibilities the service provider may or
not have interests in securing the service or identifying the
customer. In an environment where the legislation is highly
consumer protective the provider needs to have mechanisms
for traceability and strengthened security.

In implementing any monitoring solution there is also
always the trade-off between implementing specific moni-
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toring for a chosen service and system and in implement-
ing more generic monitoring approaches. Here we apply
a generic monitoring approach that aims to make use of
generic network parameters, although the same approach
could also be used to make use of more service specific
parameters. However, in many cases there are factors such
as legislation that prevent the use of specific service informa-
tion such as customer identifiers or email message identifiers
for any such purposes and the generic approach is the best
suited one. The generic approach is also easier to reuse
across different systems. On the other hand, we recognize the
possibility of more specific monitoring approach to provide
more service specific information. Here our environment and
domain has limited our access to service specific information
and thus we apply a more generic approach. In other cases,
an analysis of different possibilities is needed to identify the
best suitable approach in this regard.

The used infrastructure was based on virtualized network,
which slightly affects the credibility of the results. The
virtual network has greatly reduced latencies and higher
transfer rate capabilities than physically built network. How-
ever if the monitoring was deployed on a physically imple-
mented network, the results could actually be more accurate.
Then the effect of the simulations would be more easily
observable because of the reduction in performance. The
latencies measured from the network could be affected by
load more easily since the physical network performs worse
than virtual one. Switching into physical network would
cause the need of monitoring to be deployed in a way where
the network infrastructure would allow the monitoring to see
all the traffic in the network.

VI. CONCLUSION

In this paper, we have presented a monitoring approach for
providing increased confidence in the security and reliability
of remotely accessed services. While it is not a silver bullet,
it helps in providing increased confidence in the service
operation and to mitigate damage from observed issues. The
presented approach is based on six specific steps starting
from risk analysis and ending in information synthesis and
presentation, and makes use of four types of monitoring
information. The application of the approach in a mobile
payment case study was used to illustrate the approach in
practice.

Results of our case study show a benefit in maintaining
a security situation aware monitoring and using it when
determining the current capability of the service. The used
simulation scenarios can be more refined to show a higher
or lower advantage and the monitored security policy can
be further developed. While our use of a virtualized envi-
ronment is slightly different from a typical situation in the
mobile payment domain, it can also be taken to provide
insights into the increasingly virtualized domain of services
and cloud computing of today.

REFERENCES

[1] F. Sabahi and A. Movaghar, “Intrusion detection: A survey,”
in 3rd International Conference on Systems and Networks
Communications, 2008. ICSNC ’08., oct. 2008, pp. 23 –26.

[2] G. Shen, D. Chen, and Z. Qin, “Anomaly detection based
on aggregated network behavior metrics,” in International
Conference on Wireless Communications, Networking and
Mobile Computing, 2007. WiCom 2007., Sept. 2007, pp. 2210
–2213.

[3] H. A. Nguyen, T. Tam Van Nguyen, D. I. Kim, and D. Choi,
“Network traffic anomalies detection and identification with
flow monitoring,” in 5th International Conference on Wireless
and Optical Communications Networks, 2008. WOCN ’08.,
May 2008, pp. 1 –5.

[4] H. Salehi, H. Shirazi, and R. Moghadam, “Increasing overall
network security by integrating signature-based nids with
packet filtering firewall,” in International Joint Conference
on Artificial Intelligence, April 2009, pp. 357 –362.

[5] M. Fossi, D. Turner, E. Johnson, T. Mack, T. Adams, J. Black-
bird, S. Entwisle, B. Graveland, D. McKinney, J. Mulcahy,
and C. Wueest, “Symantec Global Internet Security Threat
Report–Trends for 2009,” Technical Report XIV, Symantec
Corporation, Tech. Rep., 2009.

[6] A. Herzog, N. Shahmehri, and C. Duma, “An Ontology of
Information Security,” International Journal of Information
Security and Privacy, vol. 1, no. 4, pp. 1–23, 2007.

[7] E. Bulut, D. Khadraoui, and B. Marquet, “Multi-agent based
security assurance monitoring system for telecommunication
infrastructures,” in Communication, Network and Information
Security, July 2007, pp. 1 –5.

[8] B. Marquet, S. Dubus, and C. Blad, “Security assurance
profile for large and heterogeneous telecom and it infrastruc-
tures,” in The 7th International Symposium on Risk Manage-
ment and Cyber-Informatics: RMCI 2010, July 2010, pp. 1
–5.

[9] Z. Yong, T. Xiaobin, and X. Hongsheng, “A novel approach
to network security situation awareness based on multi-
perspective analysis,” in International Conference on Com-
putational Intelligence and Security, 2007, 15-19 2007, pp.
768 –772.

[10] F. Lan, W. Chunlei, and M. Guoqing, “A framework for
network security situation awareness based on knowledge
discovery,” in 2nd International Conference on Computer
Engineering and Technology (ICCET), 2010, vol. 1, 16-18
2010, pp. V1–226 –V1–231.

[11] S. Mohammadi and H. Jahanshahi, “A study of major mobile
payment systems’ functionality in europe,” in 11th Interna-
tional Conference on Computer and Information Technology,
2008. ICCIT 2008., dec. 2008, pp. 605 –610.

43Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9

SECURWARE 2011 : The Fifth International Conference on Emerging Security Information, Systems and Technologies

                           52 / 141



Toward Engineering of Security of Information Systems: The Security Acts 
 

Wilson Goudalo  
ABE Research  

Advanced Business Engineering – ABE  
Paris, France 

wilson.goudalo@laposte.net   
 

 
Abstract: Business professionals and researchers have 
made considerable efforts and significant technical 
breakthroughs in information security in the last decades. 
Nevertheless, companies and organizations continue to 
incur losses associated with security issues. In order to 
remedy to this situation, we propose a new approach to 
information security engineering for companies and 
organizations. First, this approach is based on the 
standards and good practices of security, second, is 
inspired from the best practices and feedback of advances 
in the engineering of enterprise information systems 
security, and third, its design takes advantage of more 
than twelve years of experience in system architecture 
and information security for reknown banks and 
financial institutions. 
Our approach to engineering of information systems 
security aims at: 
- reducing losses relating to security issues in companies 
and organizations, operating on an enhanced and 
sustained information security; 
- improving the reliability of processes in companies and 
organizations, and assisting companies in legal and 
regulatory compliance efforts, operating on security 
indicators and checkpoints at various levels of 
management; 
- helping companies gain competitive advantages through 
their security management solutions, operating on a 
global security monitoring system with feedback. 
As further development of the basic principle of Security 
know-how Encapsulation into UML profiles [14], we have 
introduced the mapping global picture of the Process of 
Security engineering into the formalism of Business 
Processes. The purpose of this paper is to provide a clear 
methodology based on the elaboration of the key Security 
Acts of the process of information systems security 
engineering. The paper consists of three major parts: 
- Part One recalls the reasons why BPM has been chosen 
for our process of system information security. 
- Part Two develops the key security acts of the process of 
information systems security engineering. 
- Part Three shows some security metrics to illustrate the 
aims of our works. 

Keywords: security acts; security engineering; BPM; 
enterprise information system security.  

 

I. INTRODUCTION 

Business professionals and researchers have made 
considerable efforts and significant technical 
breakthroughs in information security [1] - [7]. 
Nevertheless, companies and organizations continue to 
incur losses due to security issues [8] – [11]. Taking 
this unsatisfying situation into account, we have 
developed a new approach to information security 
engineering for companies and organizations. Our 
works aim at bringing a methodological and 
organizational approach to bond all the stakeholders of 
a company around the security issue. We use a 
federator approach based on Business Process 
Management and provide a real bridge between the 
enterprise top management level and the daily technical 
operations level. 

Nowadays, business is incorporated in technology. 
Business security depends on technology security on 
the one hand side and, on the other hand side, 
technology security improves business. To achieve an 
efficient enterprise security, we propose a joint-work 
of the different teams of a company: the management, 
business, functional and technical teams [12]. Our 
approach is reinforced by the McKinsey strategy [13]: 
“When business and IT executives jointly take an end-
to-end look at business processes, the resulting 
investments can have up to ten times the impact (to the 
business) of traditional IT cost reduction efforts”. 

In our recent articles, we showed the encapsulation 
of Security know-how into UML profiles [14] and 
introduced the global view on mapping the Process of 
security engineering into the formalism of Business 
Processes [15]. The purpose of this paper is to give 
detailed information on the key security acts of the 
process of information systems security engineering.  

II.  BPM NOTIONS AND SECURITY CONCEPTS 

Business Process Management is activity undertaken 
by businesses to identify, evaluate, and improve 
business processes. A business process is a set of 
activities organized in a network and performed 
sequentially or in parallel that combine and implement 
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multiple resources, capabilities and skills to produce 
valuable result or output.  

The business process is the most import
a company [16]. It is the first step of an enterprise 
strategy, coming before the other business 
like the functional, the applicative and
technological views [17]. All enterprise architecture 
methodologies deal with this paradigm: the Praxeme 
approach [18] relates to the pragmatic and semantic 
aspects, the Togaf approach 
architecture (Architecture Development Methodology
and business scenario; the USI approach 
[21]) relates to the business view and the Zachman 
approach ([22], [23] and [24]) relates to the cells « 
Function/Scope» and « Function/Enterprise Model ».
All the other points of view (levels, layers, aspects) of 
the information system will gradually be developed 
from the process point of view ([
[27]) regardless to the methodology adopted by the 
company (Top-Down approach) in order to co
to a concrete implementation of the security measures

Our approach to security engineering 
security of information systems at 
life cycle, by working on four 
simultaneously in an attempt of an 
enhancement. These are the assets and related risks
the security solutions and monitoring indicators.

The security concept of assets 
company assets to protect and their value in terms of 
security. A company or organization
be described as the set of all its properties
which are necessary to reach its business 
could be information, services provided to clients or 
partners, transformation processes, know
skills inherent to the activity of the company and 
having value with respect to the stakes of the company. 
An IS asset is an IS component which supports one or 
many company assets; therefore the company assets 
security requires the security of the IS assets 
supporting them.  

The security concept of risks 
security needs of the company assets. Security needs 
are expressed through three basi
confidentiality, integrity and availability. Security risk 
depends on the exposure of company assets to risks, 
the probability of occurrence of 
event and the actual resulting damage 
different components of security risk are: the risk itself, 
the risk factor, the risk impact, threat and vulnerability.

The security solution defines the measures taken to 
protect company assets against risks
exposed. When elaborating a security solution, the 
decision about how an identified risk 
processed, would be to avoid, reduce, transfer or re
that risk. 
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After the security solutions have been
security risks may occur. The latter
security solutions obsolete or might be
security solutions already implemented
information systems security engineering 
iterative and cyclic to achieve
enhancement. This guarantees the efficient fulfillment 
of the primary goals of companies’ security 
time. For this purpose, we added a transversal 
act to insure the auto-adaptation of the process; this is 
called “Matching”. This security act 
its own; it goes together with the security
“Management of security and its alignment 
company objectives” (g). 

We split up each security act in
activities and present it according to the business sub
processes formalism. 

A. Identify the company assets  

"Identify assets of companies" is one of 
security acts of our process of information systems 
security engineering. In this security act, we include the 
following security activities: 

• List the major assets (such as hardware, 
software, human, documentary, physical
intangible). 

• Specify the use case contexts and the 
corresponding responsible person
who has deep knowledge of
and the consequences of compromise) for each 
asset. 

• Define the values held by those assets and their 
sensitivity to business enterprise, regulation and 
legislation 
Classify assets and define the
relation with given security criteria.

We illustrate below the security act “Identify the 
assets of company”, as a sub-process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Process of ESIS – the security activities as sub
 

We recall the characteristics of information system 
security defined by the three invariant criteria below.

e been defined, new 
e latter might render some 

might be ignored by the 
implemented. The process of 

engineering must be 
achieve an on-going 

guarantees the efficient fulfillment 
of companies’ security at any 

a transversal security 
adaptation of the process; this is 

act does not exist on 
its own; it goes together with the security act 
“Management of security and its alignment with the 

We split up each security act into a set of security 
activities and present it according to the business sub-

"Identify assets of companies" is one of the seven 
process of information systems 

his security act, we include the 

List the major assets (such as hardware, 
software, human, documentary, physical and 

use case contexts and the 
corresponding responsible person (the person 

knowledge of its use, its value, 
and the consequences of compromise) for each 

Define the values held by those assets and their 
sensitivity to business enterprise, regulation and 

Classify assets and define their quotation, in 
security criteria. 

We illustrate below the security act “Identify the 
process.  

the security activities as sub-processes 

We recall the characteristics of information system 
by the three invariant criteria below. 

• Confidentiality: Information should not be, 
made accessible, or disclosed to a user, to an 
entity or to a system process that is not allowed.

• Integrity: Information should not be amended, 
altered or destroyed in an unauthorized manner.

• Availability: Access, by an authorized entity, 
authorized user or authorized process, to 
services provided by the system, must be 
always possible. Operations 
processing time illegally
reach such goal, must be detected and 
eliminated in time. 

Other properties of the information security, such as 
Proof, Traceability and Authenticity are derived from 
these three invariants criteria.

The security criteria characterize the constraints on 
the properties of business assets, describing their 
security needs. The stakes of companies may be human, 
financial, branding, regulatory 

We illustrate below the process of quotation 
results in secure assets classification.
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Process of ESIS – the quotation of assets
 

B. Classify the company assets

It’s not possible to secure every asset
against every imaginable risk. 
assets on which we operate, in order to efficiently 
protect the intellectual property, protect confidential 
information from unauthorized use 
facilitate SLA (Service Level Agreements) and business 
continuity management. Security 
becomes necessary to provide and improve business 
activities. 

Security classification of assets meets both business 
and operational needs. It is based on 
the assets for companies in terms of business, brand
image, human resources, 
regular aspects. Actually, we dissociate 
classification of assets from 
threat and risk analysis. In our 
system security engineering
“security classification of assets” is an element of 
security act “Identify assets”. The results of the three 

 

Confidentiality: Information should not be, 
accessible, or disclosed to a user, to an 

entity or to a system process that is not allowed. 
Integrity: Information should not be amended, 
altered or destroyed in an unauthorized manner. 
Availability: Access, by an authorized entity, 
authorized user or authorized process, to 
services provided by the system, must be 
always possible. Operations that occupy 
processing time illegally or that attempt to 

, must be detected and 

Other properties of the information security, such as 
Proof, Traceability and Authenticity are derived from 
these three invariants criteria. 

security criteria characterize the constraints on 
the properties of business assets, describing their 
security needs. The stakes of companies may be human, 
financial, branding, regulatory or legal. 

We illustrate below the process of quotation those 
classification. 

the quotation of assets 

Classify the company assets  

secure every asset of a company 
against every imaginable risk. Thus, we must classify 
assets on which we operate, in order to efficiently 
protect the intellectual property, protect confidential 
information from unauthorized use or disclosure and 

SLA (Service Level Agreements) and business 
curity classification of assets 

necessary to provide and improve business 

Security classification of assets meets both business 
is based on the real value of 

assets for companies in terms of business, brand 
 and financial, legal and 

. Actually, we dissociate the security 
from the activities related to 

threat and risk analysis. In our process of information 
security engineering, the security activity 

“security classification of assets” is an element of 
security act “Identify assets”. The results of the three 
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security acts “Identify assets” “Define the objectives of 
security” and “Analyze the risks” are used in the 
security act “Decide strategy on risks”.

We illustrate below the main steps of
activity “Secure classification of assets”, as a sub
process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Process of ESIS – the sub
classification of assets 

The security classification of assets 
• Operates on three main security criteria 

(Confidentiality, Integrity, Availability) and 
derived criteria;  

• Takes into account companies
strategic management);  

• Provides four sensitivity classes 
low sensitive, sensitive and top sensitive).

We descript the sub-process “classify as
company” in seven steps, and we elaborate the input 
and output of each step. 

Step-1: Identify asset in the Information System of 
company. For each asset defined in asset list (business 
asset or essential asset to support the business), we 
identify the related IS assets, according to conceptual 
model of company assets [15], and we specify (verify) 
the owner of each asset.  

Step-2: Define provisional level,
security criteria Define security needs for the related IS 
asset, in terms of confidentiality (a), integrity (b) and 
availability (c), according to the real (intrins
each asset.  

security acts “Identify assets” “Define the objectives of 
security” and “Analyze the risks” are used in the 

Decide strategy on risks”. 
We illustrate below the main steps of the security 

activity “Secure classification of assets”, as a sub-

the sub-processes of security 

The security classification of assets  
Operates on three main security criteria 
(Confidentiality, Integrity, Availability) and 

Takes into account companies stakes (from 

classes (non sensitive, 
low sensitive, sensitive and top sensitive). 

process “classify assets of 
company” in seven steps, and we elaborate the input 

1: Identify asset in the Information System of 
defined in asset list (business 

asset or essential asset to support the business), we 
identify the related IS assets, according to conceptual 

, and we specify (verify) 

2: Define provisional level, about need of 
security criteria Define security needs for the related IS 
asset, in terms of confidentiality (a), integrity (b) and 

, according to the real (intrinsic) value of 

Step-3: Verify the impact levels for stakes of 
company. Verify the impact levels for stakes of 
company, in terms of human, financial, brand image, 
business and legal, according to 
environment and mission of a company.

Step-4: Review provisional level, about need of 
security criteria. Review the appr
provisional need of security criteria (confidentiality, 
integrity and availability), 
impacts assessment on stakes of company.

Step-5: Adjust/Finalize level, about need of 
security criteria. Adjust/Fina
criteria (confidentiality, integrity and availability) to 
each asset in IS, according 
company, the real environmental context of the 
company, and the security policy in force in the 
company.  

Step-6: Assign security class to assets in IS
the resulting security classes to main assets in IS
determine the classification. 

Step-7: Assign security class to each business asset
Assign the resulting security class to main business 
assets according the classification determined in step
and document the classification in a language 
understandable by the business

We recall that security engineering is assumed 
through ongoing process, like Deming wheel [14]. So 
it is necessary to maintain classification
continuous review.  

 
We synthesize the provided four classes of 

sensitivity, in the table below.
 

TABLE 1. SECURITY CLASSIFICATION OF ASSETS

Security 
classes 

Description 

Class-0: 
Not 
sensitive 

Assets that enter in the 
normal course of 
business or support of 
business, and that don't 
present any stake for a 
company in case of loss 
of confidentiality, 
integrity, availability, or 
derived criteria. 

 

3: Verify the impact levels for stakes of 
Verify the impact levels for stakes of 

company, in terms of human, financial, brand image, 
business and legal, according to the organization, 

of a company. 
4: Review provisional level, about need of 

iew the appropriateness of the 
provisional need of security criteria (confidentiality, 

, according the level of 
stakes of company.  

5: Adjust/Finalize level, about need of 
Adjust/Finalize need of security 

criteria (confidentiality, integrity and availability) to 
, according to security strategy of the 

company, the real environmental context of the 
company, and the security policy in force in the 

security class to assets in IS. Assign 
classes to main assets in IS, and 

.  
7: Assign security class to each business asset. 

Assign the resulting security class to main business 
classification determined in step-6, 

the classification in a language 
understandable by the business. 

We recall that security engineering is assumed 
through ongoing process, like Deming wheel [14]. So 
it is necessary to maintain classification and conduct 

We synthesize the provided four classes of 
sensitivity, in the table below. 

ON OF ASSETS 

Examples of 
assets (*)  

Assets that enter in the 
normal course of 
business or support of 
business, and that don't 
present any stake for a 
company in case of loss 
of confidentiality, 
integrity, availability, or 

 

Provided 
courses, 
planning of 
courses, dates 
of exams, 
professional 
information on 
organizers. 
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Security 
classes 

Description Examples of 
assets (*)  

Class-1: 
Low 
sensitive 

Assets that enter in the 
normal course of 
business or support of 
business, and that 
present low stake (low 
levels of financial loss) 
for a company in case 
of loss of 
confidentiality, 
integrity, availability, or 
derived criteria. 

Professional 
information on 
students, 
detailed course 
material, 
earnings per 
course. 

Class-2: 
Sensitive 

Assets that enter in the 
normal course of 
business or support of 
business, and that 
present serious stake 
(important level of 
financial loss, loss of 
competitive advantage, 
loss of confidence in 
business strategy, 
damage to partnerships, 
relationships and 
reputation) for a 
company in case of loss 
of confidentiality, 
integrity, availability, or 
derived criteria. 

User access of 
students, 
examination 
subjects, 
enlistment 
strategy of 
students. 

Class-3: 
Top 
sensitive 

Assets that enter in the 
normal course of 
business or support of 
business, and that 
present vital stake 
(extreme damage to the 
integrity, effective 
service delivery, loss of 
life, substantial 
financial loss, major 
economic impact) for a 
company in case of loss 
of confidentiality, 
integrity, availability, or 
derived criteria. 

User access of 
organizers, 
personal 
medical record 
of students, 
online exam 
service. 

 
(*) – In order to comply with the confidentiality clause 
of our business agreements with customers, we have 
used a fictive e-Learning company as basis to build all 
the examples presented here.  
 

We elaborate the security classification of assets 
according to their value and importance for the target 
companies. We assign to a handled group of assets, at 

least the highest security class level of all assets 
forming the (no dissociable) group. In the case of some 
combination of assets, the real security class of the 
resulting combination must be determined. The security 
classification of an asset is adjustable depending on its 
life cycle and on its participation in the business cycles 
in a company. 

For each security class we develop a set of 
procedures for storage, copying, access, transmission, 
communication, disclosure, destruction and 
accountability. 

C. Define the security objectives to be met  

In defining the security objectives, we must, 
• Express the security needs on the assets, for the 

first time. 
• Establish the specifications appropriate to the 

triptych: “identified security needs”, “analyzed 
security risks” and “security policy of the 
company”. 

D. Analyze the security risks  

In this security act, we mention the following 
activities: 

• Identify the inherent vulnerabilities of each 
asset that expose it to potential threats 

• Identify threats to which each asset is exposed 
• Estimate the probability of occurrence of each 

threat (ignoring the context and the 
environment). 

• Analyze the impact of the occurrence of each 
threat. 

• Estimate the likelihood of occurrence of each 
threat (taking into account the facts, the 
existing measures, and environment). 

• Define the probability of occurrence, depending 
on the context. 

• Assess the overall level to which each asset is 
exposed, taking into account all evidence 
obtained above. 

There are different methods of risk analysis. We 
have developed the key security activities that are in use 
in the industries.  

E. Decide strategy on security risks  

In order to make a decision about the treatment of 
security risks, we must, for the first time, decide which 
type of treatment to apply for each identified risk. The 
decision of treatment belongs to one of these four types: 
acceptance, avoidance, reduction, transfer.  

After a strategy has been adopted, we deduce the 
residual risks.  

If the inferred residual risks are not acceptable, we 
make another decision about the type of risk treatment. 
In the general case, the act of deciding which treatment 
of risk to adopt leads to the reasonable decision of 
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reducing the risk. This results in the definition of the 
security requirements, to mitigate each risk.

F.  Define the security requirements to cover the risks 

The security requirements lead to defin
controls: Correction, Detection, Deterrence
Prevention. We insist on the consistency
requirements with the security objectives 
treatment strategy. We recall that the security 
objectives are themselves consistent with
needs and security policy. 

The security requirements cover all security 
objectives and define two types of requirements: 
functional requirements (security features to provide) 
and the associated insurance requirements (evidence on 
the quality of features). 

G. Select, implement and verify control tools 

In this security act, we first choose the security 
measures to meet the security requirements. 
next step, those measures are implemented, tested, 
integrated deployed.  

Security measures can be physical, organizational 
and / or software. They are kind of products from 
suppliers or specific developments. 

In all cases, this security act is the sound basis on 
which the IS security stands. Most approaches to 
security and security research are limited to this 
security act. 

H. Manage of security and its align
objectives  

In this security act, we mention the following 
activities: 

• Develop a document of the security policy in 
accordance with the corporate objectives, in its 
ecosystem competitive, regulatory and legal.

•  Decline of the security polic
security and safety indicators qualify, 
quantifiable and verifiable. 

• Review regularly (at intervals of time defined) 
the security policy and occasionally (not 
compulsory and optional) in case of significant 
events. 

• Ensure the harmony between 
activities of security (from “a” to “g”) and 
make them comply with the security policy.
 
 

IV.I LLUSTRATION - SECURITY

 
In a Top-Down approach 

management level to technical daily operations level)
applying the methodology in place in the company to 
the process of Information 
Engineering will lead to the concrete implemen

the risk. This results in the definition of the 
security requirements, to mitigate each risk. 

Define the security requirements to cover the risks  

to define the type of 
Deterrence and / or 

consistency of security 
objectives and with the 

We recall that the security 
sistent with the risks, 

ments cover all security 
objectives and define two types of requirements: 

requirements (security features to provide) 
nsurance requirements (evidence on 

Select, implement and verify control tools  

choose the security 
measures to meet the security requirements. On the 

are implemented, tested, 

Security measures can be physical, organizational 
d of products from 

suppliers or specific developments.  
is the sound basis on 

. Most approaches to 
security and security research are limited to this 

Manage of security and its alignment to company 

, we mention the following 

Develop a document of the security policy in 
corporate objectives, in its 

ecosystem competitive, regulatory and legal. 
Decline of the security policy features in 
security and safety indicators qualify, 

 
Review regularly (at intervals of time defined) 

security policy and occasionally (not 
compulsory and optional) in case of significant 

Ensure the harmony between the different 
activities of security (from “a” to “g”) and 
make them comply with the security policy. 

ECURITY METRICS 

 (from strategic 
management level to technical daily operations level), 

logy in place in the company to 
nformation System Security 

will lead to the concrete implementation 

of security solutions. We suggest below an 
architectural diagram which illustrate
implementation of security 
points providing security metrics.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Process of ESIS – the technical implementation diagram 
 

Security metrics are necessary to 
alignment. The top management 
1. Corporate Reports as m
2. Measures of broad matters as

that of competitors; time required to
products 

3. Measures that help to establish
quality goals and to evaluate
performance against goals.

4. Technological units of measure for
elements of product, process,

The main objective is “
without losing clarity”. Our approach of Engineering 
of Information Security applied with Enterprise 
Architecture framework in place provide
solution.  

 

V. CONCLUSION

 
To stay under the admissible size

will develop the other security activities related the 
seven security acts (from “a” to “g”) 

In this paper we have 
activities related to assets classification
The preference of security activity “Classify assets” is 
motivated by the nowadays period to which companies 
are facing. 

After the era of the extended enterprise where the 
information system was opened to customers and 
partners, we are witnessing two phenomena, 
simultaneously: “the consumerism of computing
“the cloud computing”. W
computing" era, we observe 
from home to work, the blurring the boundary between 

We suggest below an 
architectural diagram which illustrates the concrete 

curity solutions and the control 
providing security metrics. 

technical implementation diagram  

Security metrics are necessary to manage strategic 
top management is interested in: 

oney, ratios, index 
Measures of broad matters as quality compare to 

competitors; time required to launch new 

Measures that help to establish departmental 
quality goals and to evaluate departmental 

goals. 
Technological units of measure for individual 
elements of product, process, service 

The main objective is “Moving up the stack 
Our approach of Engineering 

of Information Security applied with Enterprise 
framework in place provides the real 

ONCLUSION 

stay under the admissible size of this article, we 
other security activities related the 

seven security acts (from “a” to “g”) in future works,.  
In this paper we have presented the security 

classification in more details. 
The preference of security activity “Classify assets” is 
motivated by the nowadays period to which companies 

After the era of the extended enterprise where the 
information system was opened to customers and 
partners, we are witnessing two phenomena, 

the consumerism of computing” and 
With "the consumerism of 

we observe the import innovative uses 
blurring the boundary between 
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home and work, the mutual influence between 
technology and uses. With “the Cloud Computing”, 
PAAS, IAAS, SAAS, and others, the IS assets of 
enterprise are no more storage in well known 
geographic place. In these contexts the perimeter based 
security is obsolete. The challenge is in assisting. The 
CSO has to get closer to the core business of a 
company. While having an adaptive communication to 
the management and to all levels of the company, he 
also has to understand the strategy, and the technical 
applications. 

The CSO classifies the information of the 
companies and their assets. So in this context, access to 
information assets is defined according to:  

• Who is the person. 
• The trust level of the terminal. 
• Where is the terminal located. 
The access level to asset depends on the 

classification of asset and the trust level of these three 
parameters.  
 

VI.  REFERENCES 

 
[1] David Elliott Bell and Leonard J. LaPadula. “Secure Computer 

Systems : Unified Exposition and Multics Interpretation”. 
Technical Report ESD-TR-75-306, MTR-2997, MITRE, 
Bedford, Mass, 1975. 

[2] Morrie Gasser. “Building a secure computer system”, Van 
Hoostrand and Reinhold ed., 1988. 

[3] Charles Bennett. “Quantum Cryptography – Uncertainty in the 
Service of Privacy”. Science Vol. 257. no. 5071, pp. 752 - 753. 
August 1992. 

[4] Fredéric Cuppens. “A Logical Analysis of Authorized and 
Prohibited Information Flows”. IEEE Symposium on Security 
and Privacy. Oakland, 1993. 

[5] Richard J. Hughes, Jane E. Nordholt, Derek Derkacs and Charles 
G. Peterson. “Practical free-space quantum key distribution over 
10 km in daylight and night”. New journal of physics 4 (2002). 
http://www.iop.org/EJ/abstract/1367-2630/4/1/343/ 

[6] William Stallings. “Cryptography and Network Security – 
Principles and practice”. Fourth edition. ISBN 978-0-1318-7316-
2. Prentice Hall Editions. New Jersey - USA 2006. 

[7] SANS (SystAdmin, Audit, Network, Security), “Rapport 2009 
CWE/SANS des 25 erreurs de programmation les plus 
dangereuses”, SANS 2009. http://www.sans.org/top25errors/  
Last access date : may 2011. 

[8] Security for Business Innovation Council; “The Time is now: 
making information security strategic to business innovation”; 
RSA Security; Bedford MA. 2008. 

[9] Benoît Dupont et Bénoît Gagnon. “La sécurité précaire des 
données personnelles en Amérique du Nord", Note de recherche 
n°1, Chair de recherche du Canada en sécurité, identité et 
technologie, 2008. 

[10] http://www.cnis-mag.com 
Site de magasine sur les problématiques de l’informatique et de 
la sécurité. Last access date : may 2011. 

[11] Jeremy Epstein, "Security Lessons Learned from Société 
Générale", IEEE SECURITY & PRIVACY, Vol. 6, 03, pp. 80-
82, MAY/JUNE, 2008. 

[12] Goudalo Wilson, “Business Security” in Engineering Secure 
Complex Software Systems and Services. Proceedings of the 
European Research Consortium for Informatics and Mathematics 
Seminar on ICT Security. Brussels, 16 October 2008. 
http://www.ercim.org/ 

[13] “Managing IT in a Downturn - Beyond Cost Cutting”. McKinsey 
on Business Technology. Fall 2008 

[14] Goudalo Wilson et Seret Dominique. "Toward the Engineering 
of Security of Information Systems (ESIS): UML and the IS 
Confidentiality". Proceedings of the 2008 Second International 
Conference on Emerging Security Information, Systems and 
Technologies. Pages 248-256. IEEE Computer Society 
Washington, DC, USA. ISBN: 978-0-7695-3329-2. 

[15] Wilson Goudalo et Dominique Seret. "The Process of 
Engineering of Security of Information Systems (ESIS): The 
Formalism of Business Processes ". Securware, pp.105-113, 
2009 Third International Conference on Emerging Security 
Information, Systems and Technologies, 2009. 

[16] Marwane El Kharbili, Sebastian Stein, Ivan Markovic and Elke 
Pulvermüller. “Towards a Framework for Semantic Business 
Process Compliance Management”. Proceedings of the 
Workshop SBPM 2007, Innsbruck 2007, ISSN 1613-0073 

[17] Ivan Markovic, Alessandro Costa Pereira. “Towards a Formal 
Framework for Reuse in Business Process Modeling”. In 
Workshop on Advances in Semantics for Web services 
(semantics4ws), in conjunction with BPM '07. Brisbane 
(Australia) 2007. 

[18] Praxeme institute – Public methodology of Enterprise 
Architecture. http://www.praxeme.org. Last access date : may 
2011. 

[19] TOGAF, The Open Group Architecture cadre. Version 8.1 
“Enterprise Edition” 2003. 

[20] Longépé Christophe. “The Enterprise Architecture IT Project – 
the Urbanisation Paradigm”. Penton, 2002 

[21] Club Urba SI. "Pratiques de l’Urbanisme des Systèmes 
d’Information en entreprises". Publibook, 2003. 

[22] John Zachman and John Sowa. “Extending and Formalizing the 
Framework for Information Systems Architecture”. IBM 
Systems Journal. Volume 31, No. 3, pp 590-616, 1992. 

[23] Jaap Schekkerman. “How to Survive in the Jungle of Enterprise 
Architecture Frameworks”, Trafford, Third edition, 2006 

[24] Tony Brown. “The Value of Enterprise Architecture”. ZIFA 
report, 2005. 

[25] Douglas W. McDavid. "A standard for business architecture 
description" in Enterprise Solutions Structure. IBM Systems 
Journal, Volume 38, Number 1, 1999 

[26] Celia Talma Martins and António Lucas Soares. “Dissecting 
Inter-Organizational Business Process Modeling: A Linguistic 
and Conceptual Approach” in Network-Centric Collaboration 
and Supporting Frameworks. pp 221-228. Springer Boston, 
2006. ISBN : 978-0-387-38266-1. 

[27] [GAN-08] Eswar Ganesan, Ramesh Paturi. “Bulding Blocks for 
Enterprise Business Architecture”. Infosys Research 
Publications. SETILabs Briefings. Volume 6, Number 4, 2008. 

[28] Beatriz. Bernardez, Amador Duran, and Marcela Genero. 
“Metrics for use cases: a Survey of Current Proposals”. In M. 
Genero, M. Piattini, and C. Colero Editors, Metrics for Software 
Conceptual Models. Pages 59-98. Imperial College Press, 2005. 

 

50Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9

SECURWARE 2011 : The Fifth International Conference on Emerging Security Information, Systems and Technologies

                           59 / 141



Establishing Authentication Trust in Open Environment
Using Social Approach

Hidehito Gomi
Yahoo! JAPAN Research

Yahoo! Japan Corporation
Tokyo, Japan

hgomi@yahoo-corp.jp

Abstract—A trust metric is described for a user to ensure
the authenticity of another user who is not known to system
entities in an open environment. On the basis of the metric,
an identity federation framework is proposed for propagat-
ing an authentication assertion for an unknown user across
system entities. The unknown user directly interacts with an
authenticating user with the support of an entity mediating the
authentication. By use of the proposed framework, an entity
receiving an authentication assertion can derive and evaluate
the trust value of its corresponding user in a quantitative
fashion to flexibly control his or her access.

Keywords-trust metric;identity federation;delegation

I. INTRODUCTION

Conventional security systems usually need to authenti-
cate users to control their accesses to restricted services. For
this, the users are required to register their personal infor-
mation and obtain credentials to be used for authentication.
This is a common procedure and is a convenient way to
clarify which entity is responsible for authorizing accesses.
However, a user who would like to use a service but cannot
be authenticated by the service often becomes unwilling to
use the service because the process of registering personal
information is troublesome or time-consuming. Namely,
there is a trade-off between flexible service provisioning and
secure access control.

A use case requiring flexible service provisioning is
delegation, in which a user provides all or some of his or her
privileges to another user to perform tasks. In delegation, the
complexity of the system increases because the user attempt-
ing to execute a task (delegatee) is different from the user
who already has privileges to perform the task (delegator)
but who delegates the task. When a service provider (SP)
does not have any information about the delegatee, access
control based on his or her identity becomes impossible even
if the SP knows about the delegator delegating the task
to the delegatee. This situation occurs in many scenarios
for open and distributed applications. If the SP obtains a
certificate containing information about the delegatee issued
by a trusted entity, the SP may possibly grant the delegated
access by evaluating the trustworthiness of the delegatee’s
identity.

Much work on the exchange of security- and privacy-
related information in terms of identity management has
been conducted. Recently emerging technical specifica-
tions [1]–[3] provide a framework for federated identity
management (FIM) systems. In this framework, an identity
provider (IdP) authenticates a user by means of particular
authentication methods and issues an authentication asser-
tion about the user to an SP that provides a restricted
service to authorized users. Although this framework enables
propagation of information about an authenticated user based
on trust between an IdP and SP, it still cannot propagate
information about a user who has not been registered at
the IdP, which is the same as in conventional security
systems. In many delegation scenarios, a delegator trusts in
a delegatee and can recognize his or her identity based on
many criteria. Therefore, the information that a delegator
has on a delegatee can effectively be shared for an SP
to authorize the delegatee’s access even if an IdP cannot
authenticate him or her directly.

A trust metric for a user to authenticate another user who
has not been registered in the system is proposed, as is
the metric’s framework for propagating the authentication
information among the system entities, based on the author’s
previous work on FIM systems [4]. The framework intro-
duces a specific authentication federation method by which
a direct interaction between the two users can be reflected
in the authentication assertion with the support of an entity
that mediates the authentication. With the framework, an
SP receiving the assertion about the unregistered user can
flexibly control his or her access in a quantitative fashion.

The rest of this paper is organized as follows. Section II
reviews related work. Section III introduces an authenti-
cation trust metric for FIM systems. Section IV proposes
a user-centric authentication federation scheme. Section V
describes the derivation of the authentication trust value
for an entity calling a resource on behalf of its owner.
Section VII concludes the paper and presents future work.

II. RELATED WORK

Trust models, metrics, and formalization have been fre-
quently researched. Prior work on general trust has focused

51Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9

SECURWARE 2011 : The Fifth International Conference on Emerging Security Information, Systems and Technologies

                           60 / 141



on defining the semantics of trust and modeling trust-based
systems. A variety of trust classes, trust types, and reputation
systems [5] has been investigated.

Existing work on trust formalization focuses on assigning
numerical values of trustworthiness to paths representing
relationships between entities [6]–[8]. Beth et al. [6] pre-
sented a formal representation of trust relationships and the
algorithms for deriving them to estimate the trustworthiness
of entities in open networks. Reiter and Stubblebine [7]
presented a set of guiding principles for the design of
authentication metrics. Huang and Nicol [8] introduced a
formal representation of trust in a public key infrastructure
(PKI) and proposed a mechanism for quantifying trust in
certificate chains. However, their models focused on general
trust and do not deal with user-to-user authentication.

Work related to identity and trust management can also
be found in the literature [9]. Thomas et al. [10] defined
the semantics of the authentication trust level and provided
a method for combining two trust levels of a multifactor
authentication in a FIM environment. Although their work
shares the author’s goal of flexible and quantitative access
control, it did not consider a social authentication approach
as proposed in this work. Gomi [4] proposed an authentica-
tion trust metric for FIM systems. The author enhances his
approach for propagating the trust level of a person to a more
general framework for controlling access by an unregistered
user by using social authentication in an open environment.

Another related line of research is end-to-end trust estab-
lishment methods in limited network environments. Seigneur
et al. [11] proposed an entity recognition approach in
which dynamic enrollment enables spontaneous interactions
with unknown entities in pervasive computing environments.
Theodorakopoulos and Baras [12] proposed a method for
evaluating trust between entities in ad-hoc networks. The
limitation of these methods is that they do not support the
derivation of authentication results among entities.

III. AUTHENTICATION TRUST FOR IDENTITY
FEDERATION

This section describes the semantics and the formal rep-
resentation of authentication trust for FIM systems [4].

A. Trust Semantics

The model’s trust relationships are defined as follows.

Definition 1 (Identity Trust). Identity trust is the certainty
that the identity of an entity is identical to the identity
claimed by the entity itself or by other parties regarding
the entity on the basis of the authentication context.

In the above statement, authentication context [13] de-
notes the information about the characteristics of the mech-
anisms and processes by which the authentication confirms
the entity’s identity. For example, the information includes
authentication methods such as presentation of a password

over a protected transport channel and verification of a dig-
ital signature using an X.509 certificate. The authenticating
entity validates the presented credential and determines the
trustworthiness of the entity with some level of certainty
depending on the above authentication context.

Identity trust is a foundation for authorizing an interacting
entity to access restricted resources or for regulating interac-
tions with the entity in trust-based systems, including FIM
systems. Accordingly, the semantics of identity trust can be
defined as follows:

trust(i)pq (x) ≡ authn(p, q, x) x ∈ AC, (1)

where AC stands for a set of information about the au-
thentication context, trust

(i)
pq (x) expresses that entity p has

identity trust in entity q on the basis of a specific authen-
tication context x, and authn(p, q, x) means that entity p
authenticates entity q by means of an authentication method
represented in an authentication context x. This axiom
represents a practical procedure for entity authentication in
FIM systems associated with the identity trust relationship
in this trust model.

Many metrics for evaluating this trust relationship have
already been proposed. For example, many PKI trust models
focus on the relationships among certification authorities for
X.509 certificates. In such a credential-focused system, long-
term, non-transitive cryptographic credentials such as X.509
are issued without involving an IdP [14].

In contrast, FIM systems are relationship-focused ones in
which an online IdP dynamically issues short-term security
tokens while restricting its transitivity on the basis of the
relationships between the issuer (IdP) and recipient (SP).
In this paper, a formal representation of authentication trust
by introducing the above trust relationship is examined. The
following definitions are related to the identity-trust-deriving
capabilities that are specific to FIM systems.

Definition 2 (Attestation Trust). Attestation trust is the
certainty about an entity’s capability to accurately create
and assert information necessary for a recipient in a format
appropriate for the recipient and to securely transmit the
information to the recipient.

On the basis of the above definition, if trust
(a)
pq (x) des-

ignates attestation trust by trustor p in trustee q regarding
information x, its semantics are given in first-order logic as

trust(a)
pq (x) ≡ assert(q, x) ⇒ accept(p, x), (2)

where assert(q, x) means that q creates an assertion con-
taining information x and accept(p, x) represents p accept-
ing that x is true. The ⇒ operator designates the implication
that whenever the antecedent (expression to the left of the
operator) is true, the consequent (expression to the right of
the operator) is true.

In the above axiom, x is general propagated information.
However, if x corresponds to an authentication context, the
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Figure 1. Authentication trust transitivity.

axiom specifically denotes that the authentication context is
propagated from q to p in a particular encoded format. This
leads to the establishment of authentication trust as a basic
principle in FIM systems.

B. Authentication Trust Derivation

For derivation of user authentication, propagation trust is
defined as follows.

trust(i,a)
pq (x) ≡ trust(i)pq (y) ∧ trust(a)

pq (x). (3)

In this axiom, trust
(i,a)
pq (x) denotes the attestation mode of

propagation trust from p to q regarding information x that
q propagates to p. This means that p has attestation trust in
q regarding information x and p also has identity trust in q.
Note that the authentication context propagated to p is not
q’s authentication context y but x.

The basic principles of trust-based systems are described
in previous literature [5]. In general, trust transits from entity
to entity. The idea behind trust transitivity is that when Alice
trusts Bob, and Bob trusts Charlie, and Bob refers Charlie
to Alice, then Alice can derive a measure of trust in Charlie
based on Bob’s referral combined with her trust in Bob.
Although this principle holds true for authentication trust in
FIM systems, it additionally involves end-to-end authentica-
tion procedures for deriving trustworthy information about
the authenticity of an entity as well as the attesting capability
of an entity propagating the information. This is illustrated
in Figure 1. The solid and dashed lines indicate identity trust
and propagation trust, respectively, from the viewpoint of r’s
authentication.

From this observation, the following rule is obtained.

Rule 1 (Authentication Trust Derivation).

trust(i)pr (x) ⇐ trust(i,a)
pq (x) ∧ trust(i)qr (x). (4)

This rule means that p has assurance in an authentication
assertion containing x regarding r attested by q since p trusts
in q’s identity and attestation capability. It clearly explains
a typical identity federation scenario in which p, q, and r
correspond to an SP, an IdP, and a user, respectively, in FIM
systems. The authentication trust in r transits from q to p
in the opposite direction of the propagation of the assertion
encapsulating x.

IV. USER-MANAGED AUTHENTICATION

This section proposes a new scheme for obtaining authen-
tication trust within the scope of the trust model described
in Section III.

A. User-managed Authentication Trust

First, a definition for a trust semantic is given.

Definition 3 (User-managed Authentication Trust). User-
managed authentication trust is the certainty about a user’s
capability to authenticate another user within a particular
authentication context with the support of an entity mediat-
ing the authentication (authentication mediator).

In the above statement, “user-managed authentication”
(UA) means an authentication procedure in which a user
(trustor) him or herself directly authenticates another user
(trustee) online. The trustor has some capability of identify-
ing the trustee, and confirming the identity of the trustee by
means of an authentication method and procedure. However,
the trustor does not have any capability for attestation
as defined in Definition 2, so he or she needs assistance
in performing the authentication and in demonstrating the
trustworthiness of the authentication results.

The authentication mediator (AM) mediates UA by pro-
viding an infrastructure for the above assistance to a trustor.
The AM can provide a secure transport channel for inter-
actions with and between a trustor and a trustee, and can
monitor the interactions so that the validity of the authenti-
cation procedure between the trustor and trustee is ensured.
Since the AM has some capability for attestation, it can
produce and issue an assertion stipulating an authentication
event within a specific authentication context regarding UA.
With this scheme, an entity receiving an assertion of UA can
evaluate the trustworthiness of a trustee’s identity within the
scope of FIM systems described in Section III.

Various types of authentication contexts for UA can be
considered. Following are some examples.

Examples (User-managed Authentication Contexts).
• Secret code sharing. A trustor provides a trustee with

a secret code unique to the trustee as a password that
the trustee needs to present during authentication in a
secure way such that it is not disclosed to other users.

• Secret questions. A trustor asks a trustee questions
about information that is shared only with the trustee
as a means of authenticating the trustee in a secure
communication mediated by an AM. If the trustor
receives answers from the trustee and accepts them as
appropriate, the authentication successfully ends, with
the trustor having confidence in the trustee’s identity.

• Context validation. A trustor specifies the type of a
trustee’s context (e.g., geo-location) to an AM and then
validates the appropriateness of the context information
obtained by the AM using its functionality (e.g., GPS).
For example, if the trustor is close to the trustee, the
geo-location should indicate that the trustee is within a
short distance from the trustor’s current location.

As shown in the above examples, there are variations
about which entity (trustor or AM) has the knowledge and
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Figure 2. Interactions for user-managed authentication.

functionality for performing authentication and validating
the procedure. In the contexts, the entity and how it vali-
dates are specified for SPs to evaluate the strength of the
authentication.

B. User-managed Authentication Interactions

The following authentication interactions are considered
as instances of UAs, shown in Figure 2.

1) First, the trustor signs on, presenting his or her cre-
dentials to the AM.

2) The AM establishes a session and assigns it with an
identifier after validating the trustor’s credential.

3) The AM returns a response including the session
identifier and a URL that the trustor can access to
request UA mediation.

4) The trustor sends a request for UA at the received
URL attaching the trustee’s contact address.

5) The AM responds in acknowledgement and tells the
trustor to wait for the trustee to access the URL.

6) The AM informs the trustee that the trustor will
authenticate the trustee at the access URL of the AM.

7) The trustee is given access to the specified URL for
authentication.

8) When the AM receives the authentication request from
the trustee, it assigns a temporary session to the trustee
and associates the session with the trustor’s session.

9) The AM informs the trustor of the trustee’s authenti-
cation request and prompts the trustor to input his or
her question for the trustee.

10) The trustor presents his or her question to the AM.
11) The AM shows the trustor’s question to the trustee in

the session of the trustee associated with the trustor’s
one.

12) The trustee sends the answer to the received question
to the AM.

13) The AM forwards the received answer to the trustor.
The trustor determines whether the answer is appro-
priate to trust in the trustee’s identity.

Propagation Trust
(User-Managed 
Authentication)p

(IdP/SP)

u
(User)

W
(User)

Identity Trust

Identity Trust

Figure 3. User-managed authentication trust.

14) The trustor obtains more confidence in the trustee’s
identity by repeating Steps 10–13. If the trustor has
adequate assurance in the trustee’s identity, the trustor
notifies the AM of the authentication completion.

15) The AM updates the trustee’s session so that it in-
dicates that the trustee has a legitimate identity as
claimed by the trustor.

During the above authentication interactions, the messages
are transmitted in a secure communication channel. For each
interaction, a specific authentication context is defined for
characterizing its authentication method and strength.

C. User-managed Authentication Trust Derivation

In the authentication interactions described above, the
AM is not involved with the sharing and validation of the
credentials or questions. Instead, it mediates the exchange
and confirmation of that information between the trustor
and the trustee. Although the AM does not directly execute
the procedure for authenticating the trustee, it can accept
the trustee’s identity as authenticated by the trustor in
accordance with the AM’s identity trust in the trustor, i.e.,
UA trust. These relationships are illustrated in Figure 3. The
trust relationships among the entities shown in this figure are
similar to the ones depicted in Figure 1. However, entity q
in Figure 1 has an attesting capability whereas user u in
Figure 3 does not have such a capability for propagating an
assertion including authentication results to another party
using a secure communication channel.

Let trust
(ua)
pq (x) designate UA trust of trustor p in trustee

q regarding authentication context x. By using this, Defini-
tion 3 is formally given as follows:

trust(ua)
pu (x) ≡ authn(u, w, x) ⇒ accept(p, x). (5)

In this axiom, trust
(ua)
pu (x) means that if u authenticates w

in authentication context x, p accepts x.
The UA trust of p in user u naturally depends on the

identity trust in u since it is from u that p receives the
authentication context. Here, another propagation trust for
UA from p to u, trust

(i,ua)
pu (x), is defined as follows:

trust(i,ua)
pu (x) ≡ trust(i)pu(y) ∧ trust(ua)

pu (x). (6)

With this axiom, the rule of the authentication trust
derivation for UA is as follows.

Rule 2 (User-managed Authentication Trust Derivation).

trust(i)pw(x) ⇐ trust(i,ua)
pu (x) ∧ trust(i)uw(x). (7)
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Figure 4. Combinational cases for delegatee authentication.

V. AUTHENTICATION TRUST EVALUATION FOR
DELEGATEES

This section examines the authentication trust in a delega-
tion situation in which a delegator delegates to a delegatee
the delegator’s privilege to access his or her personal in-
formation. Let us assume that there are an IdP, an SP, and
two users (delegator and delegatee). The IdP has an attesting
capability and the SP grants or denies the delegatee’s access
in accordance with his or her authentication trust.

A. Authentication Trust in Delegatees

The following cases for collaboratively authenticating a
delegatee are possible. They are shown in Figure 4, where
the areas surrounded by the dotted lines indicate the scope
of the entities involved with a delegatee’s authentication.
Consider the authentication trust of an SP in a delegatee for
each case.

(i) Anonymous access. SP p does not identify delegatee
w’s identity because p does not have any information
about w.

(ii) Authentication by SP. SP p successfully authenticates
w directly by itself. In this case, the authentication
trust in w corresponds to trust

(i)
pw(x) if its authentica-

tion context x is given, as defined in (1).
(iii) UA supported by SP. SP p obtains UA trust in w by

means of delegator u’s corresponding direct authen-
tication of w. Its authentication trust trust

(i)
pw(x) is

obtained using (7).
(iv) Authentication federation between IdP and SP.

IdP q directly authenticates w and provides p with
its corresponding authentication assertion related to
authentication context x for w. Its authentication trust
is given by (4).

(v) UA supported by IdP plus authentication federa-
tion between IdP and SP. First, IdP q obtains UA
trust in w by means of delegator u’s corresponding
direct authentication of w. Its authentication trust is
represented by trust

(i)
qw(x) using (7),

trust(i)qw(x) ⇐ trust(i,ua)
qu (x) ∧ trust(i)uw(x). (8)

Then, by applying (7) and (8) to (4), the authentication
trust trust

(i)
pw(x) is obtained as follows:

trust(i)pw(x) ⇐ trust(i,a)
pq (x) ∧ trust(i)qw(x). (9)

p q

r

(a) Propagation trust aggregation.

p q

r

(b) Direct trust aggregation.

Figure 5. Trust aggregation with Beth-Borcherding-Klein metric.

In this way, possible cases for authentication trust in a
delegatee are driven using the proposed trust model for an
SP to control the delegatee’s access.

B. Authentication Trust Calculation

A direct authentication occurs if an entity authenticates
a user in an authentication context. The value of entity
p’s direct authentication trust in entity q in authentication
context x, i.e., v

(i)
pq (x), is defined on the basis of the

semantics of (1) as

v(i)
pq (x) def= Pr(authn(p, q, x)). (10)

This trust value can be a probability derived from the data
accumulated in transactions between p and q. Alternatively,
p’s administrator can set a value as a subjective probability
or as an assurance level in the range [0,1]. For example,
NIST Special Publication 800-63 (NIST: National Institute
of Standards and Technology) [15] describes four assurance
levels for the certainty values associated with an assertion
according to the types of authentication mechanisms.

For propagation authentication trust, the acceptance of
propagated information depends on the authentication of
the entity propagating the information. On the basis of the
relationship between probability and conditionals and the se-
mantics of (2) and (5), the following values of authentication
trust for attestation and mediation are defined:

v(a)
pq (x)def= Pr(accept(p,x)|assert(q,x)∧authn(p,q,y)), (11)

v(ua)
pq (x)def= Pr(accept(p,x)|accept(q,x)∧authn(p,q,y)). (12)

Let v
(i,a)
pq (x) and v

(i,ua)
pq (x) be the authentication trust values

for trust
(i,a)
pq (x) and trust

(i,ua)
pq (x), respectively, in (3) and

(6). The following equations are then obtained:

v(i,a)
pq (x) = v(a)

pq (x) · v(i)
pq (x), (13)

v(i,ua)
pq (x) = v(ua)

pq (x) · v(i)
pq (x). (14)

On the basis of the above definitions of authentication
trust values, the Beth-Borcherding-Klein (BBK) metric [6]
is applied to calculate the values of direct and propagation
trust, shown in Figure 5. In an aggregated trust value,
the BBK metric reflects the direct trust value more than
the propagation value when the two values aggregated are
sequentially located in the trust chain.

Next, each trust value for the five cases explained in
Section V-A is calculated. The trust value for w’s anonymous
access, shown in case (i), is 0, since p does not have
any information about w. The trust value for case (ii) is
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Figure 6. Authentication trust aggregation for delegatees.

equal to v
(i)
pw(x), as defined in (10). The trust aggregations

for cases (iii), (iv), and (v) are shown in Figures 6(a),
6(b), and 6(c), respectively. If we let a utility function
F (v1, v2) calculate 1 − (1 − v2)v1 for propagation trust
aggregation in Figure 5(a), v

(i)
pw(x) for cases (iii) and (iv) are

obtained as F (v(i,ua)
pu (x), v(i)

uw(x)) and F (v(i,a)
pq (x), v(i)

qw(x)),
respectively. Similarly, v

(i)
pw(x) for case (v) is derived as

F (v(i,a)
pq (x) · v(i,ua)

qu (x), v(i)
uw(x)) using the above results.

VI. DISCUSSION

The proposed model enables authentication of a trustee
who is not known to an AM by a trustor’s identification
of the trustee. This is effective because the scheme does
not require registration of the trustee, which is needed for
authentication in conventional security systems and often
causes users to forgo proceeding with use of the service.

An IdP in the proposed framework can propagate authen-
tication contexts using UA to SPs. In this approach, there
is some vulnerability to a malicious trustor’s attestation of
a false or invalid authentication context. In this case, an SP
receiving the context about an illegitimate trustee may grant
his or her access inappropriately. Therefore, the framework
needs to have a method for evaluating the trustworthiness of
users and assessing the risk associated with their access as
well as a formal and semantic representation of authentica-
tion contexts for UA, which will be future work.

UA can especially be strengthened if an AM can gain
a trustee’s accurate authentication context using its func-
tionality that is validated by the trustor, as explained in the
context validation example. In this sense, the strength of
UA varies in authentication methods and their combinations.
However, the flexibility of UA arises from the responsibility
for authentication lying not with an AM, but with a trustor.
This is an open issue in terms of which entity ensures a
trustee’s identity and how its integrity is assured.

VII. CONCLUSION AND FUTURE WORK

A trust metric for deriving authentication context in an
open environment was described. Based on the model, an
authentication federation framework was proposed for prop-
agating authentication trust in a person. In the framework,

a user trusting in the person and an entity mediating the
user’s authentication of the person share the corresponding
authentication context in a user-centric way. The logically
derived authentication trust enables flexible access control
in a quantitative fashion. Future work includes further inves-
tigation on the representation of authentication contexts, the
responsibility of authentication, and risk assessment using
the proposed framework.
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Abstract—This paper specifies a two-step migration towards a
stronger authentication in the Session Initiation Protocol. First,
we add support for a Password Authenticated Key Exchange
algorithm that can function as a drop-in replacement for the
widely adopted Digest Access Authentication mechanism. This
new authentication mechanism adds support for mutual authen-
tication, is considered stronger and can rely on the same shared
password used by the digest authentication. A more long-term
solution is to replace the authentication scheme with the Simple
Authentication and Security Layer. The Simple Authentication
and Security Layer separates the authentication mechanisms
from the Session Initiation Protocol, and adds support for a
range of more secure authentication mechanisms in a generic
and unified way. Both methods are presented, discussed, and
shown how to integrate into the Session Initiation Protocol.

Keywords—VoIP, SIP, authentication, PAKE, SASL.

I. INTRODUCTION

Voice over IP (VoIP) is rapidly taking over for the tradi-
tional, public switched telephone networks (PSTN). Although
there exist several competing network protocols that are ca-
pable of delivering VoIP, the Session Initiation Protocol (SIP)
[1] and the Real-time Transport Protocol (RTP) [2] developed
by the IETF have become the de facto industry standard.
These two protocols fulfill two different functions – SIP is
used for signaling, e.g., responsible for setting up, modifying
and tearing down multimedia sessions, while RTP transports
the actual media stream (voice). Although the SIP protocol
is flexible and rich in functionality [3], several vulnerabilities
and security attacks have been found [4]–[6].

Securing a SIP-based VoIP system has proven challenging
and the reasons are multi-faceted:

• The scale and complexity of the SIP protocol specifica-
tion, with primary focus on functionality rather than a
sound security design [7].

• SIP usage of intermediaries, expected communication
between nodes with no trust at all, and its user-to-user
operation make security far from trivial [1, page 232].

• A large number of threats against VoIP systems have been
identified [8]. Several security mechanisms for counter-
measures have been proposed, but no single security
mechanism is suited to address all these security threats
concerning VoIP and SIP [9], [10].

• Since the SIP and RTP protocols share the same infras-
tructure as traditional data networks, they also inherit the
security problems of data communication.

• VoIP services have strict requirements to the network
performance with respect to Quality of Service since it is
a duplex communication with low tolerance for latency,
packet loss and saturation. Introducing strong security
mechanisms might affect network performance [11].

Signaling in PSTN has traditionally involved trust between
carriers, and by end users (caller-id). To achieve the same trust
level using SIP, we need to employ secure authentication.

In VoIP, authentication tries to validate the identity of the
communication peers and to bind that identity to a subject
(peer). It must be stressed that the user is not authenticated,
but the user’s phone. In VoIP terminology, a subject could be
a User Agent (UA), such as a phone, identified by a phone-
number/username and IP-address/hostname pair, denoted as
an Address-of-Record (AoR). The authentication in VoIP is
therefore the assurance that a communicating entity, the UA,
is the one that it claims to be [12]. However, the authentication
in SIP has proven weak [13] and vulnerable to a real-world
security attack [14].

Equally important for the UA is to establish the identity of
the communicating peer, i.e., the SIP server. If the client does
not authenticate the SIP server, it might risk to communicate
and send content to a hostile SIP server.

The main contribution of this paper is to propose a migration
towards a more secure SIP authentication. First, we introduce
an authentication method based on the Password Authenticated
Key Exchange (PAKE) [15], which provides mutual authenti-
cation based on a shared secret, and can function as a drop-
in replacement of the digest authentication currently used.
However, a more flexible authentication method is desired.
As a second authentication method, we propose the Simple
Authentication and Security Layer (SASL) [16], which enables
SIP to transparently support and use more secure authentica-
tion methods in a unified and generic way.

The rest of the paper is organized as follows: In Section II
we give an introduction to authentication in SIP and discuss
related work. In Section III we show how a modified PAKE
can be used to add mutual authentication in SIP. The second
authentication mechanism added to SIP, SASL, is explained
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Figure 1: Three different usage scenarios where authentication
in SIP is desired.

and discussed in Section IV. Conclusion and future work is
presented in Section V.

II. IDENTITY IN THE SESSION INITIATION PROTOCOL

We identify three scenarios where identity in SIP needs to
be handled, as depicted in Figure 1: Scenario I between the
UA and the local SIP server; Scenario II between SIP servers;
and Scenario III end-to-end.

Scenario I between the UA and the local SIP server is
relevant when the UA comes online and before any outgoing
calls can be placed. Then, the UA must register itself to a
local SIP server. During the SIP register handshake, the server
usually challenges the UA to authenticate. Before placing a
call (sending a SIP INVITE), the UA might be challenged
again by the server to authenticate. The most common au-
thentication method used between UA and server today is the
Digest Access Authentication (DAA) [17].

Scenario II handles the authentication between SIP servers
to achieve trust between SIP servers. It is not desirable to have
SIP traffic handled by an unknown or untrusted SIP server that
might have malicious intent. However, since most SIP servers
today use some kind of SIP peering [18], the relationships
between servers are often static and pre-defined. Therefore
the identities between SIP servers are often predetermined by
other security mechanisms than what are offered by SIP (like
IPSec, TLS etc.).

Scenario III is about end-to-end authentication, which de-
termines the identity of both the caller and the callee across
different SIP domains. This is of particular importance and
not easily attained in SIP. There is an increased threat and fear
for both VoIP phishing and SPIT (Spam over Internet Tele-
phony), that might seriously affect SIP-based VoIP services.
By enforcing end-to-end authentication in SIP, these threats
might be mitigated or prevented.

We list authentication mechanisms in SIP and their support
in these three SIP scenarios in Table I. We shall discuss these
authentication mechanisms in the following.

The DAA is currently the most common authentication
mechanism for SIP. DAA is simple but rather insecure. It is
the only authentication mechanism which support in SIP is
mandatory [1, Section 22]. DAA uses the MD5 hash function
and a challenge-response pattern, and relies on a shared secret
between client and server within a SIP domain [17]. DAA is
performed during the SIP REGISTER handshake between the
UA and the SIP server, as depicted in messages 1-3 and 6 in
Figure 2. The UA receives a nonce value from the SIP server,
computes a digest hash value over the nonce, the shared secret

and some other SIP header values, and send it to the SIP server.
The SIP server computes the same digest hash. If both digests
are identical, the UA is authenticated. The DAA is weak and
vulnerable to a serious real-world attack [14]. Since the DAA
relies on a shared secret and is only meaningful for a specific
realm, its usage is limited to Scenario I.

Secure MIME (S/MIME) [19] is an authentication mech-
anism presented in the SIP core specification document
RFC3261 [1]. S/MIME intends to achieve end-to-end authen-
tication between UAs. The entire SIP message is encapsulated
in a specific SIP message using MIME, which is signed and
optionally encrypted. The receiving UA checks whether the
sending UA’s certificate is signed by a trusted authority. Since
S/MIME depend on end-user certificates, the UAs must sup-
port multiple root certificates since no consolidated certificate
authority exists. Additionally, certificate handling issues, such
as revocation and renewal, complicate the use of certificates.
There has been rather limited industry support for S/MIME.

Palmieri et al. [20] introduce a new authentication mecha-
nism using digital signatures. But since they rely on certifi-
cates, their solution suffers under similar certification handling
issues as S/MIME. They also admit that relying on public key
infrastructure (PKI) is both difficult and costly to implement.
Liao et at. [21], propose an improved authentication in SIP
with self-signed public keys on elliptic curves. However,
Liao’s proposal uses smart-cards to store authentication data
and rely on a trusted third party [22].

The SIP protocol needs an authentication mechanism that
avoids the security vulnerabilities the currently used DAA has.
A replacement authentication mechanism should preferably
not rely on PKI, have support for strong mutual authentication,
and support all three scenarios listed previously in this section.

III. PASSWORD AUTHENTICATED KEY EXCHANGE

We propose to add support for a variant of PAKE denoted
as “Key Agreement Method 3” (KAM3) as a cryptographic
protocol [15, page 17]. PAKE has the following attractive
features: 1) PAKE provides mutual authentication between
UA and the SIP server, and thus a rogue SIP server can not
claim that the authentication succeed without knowing the
shared password. PAKE assures the UA that the SIP server
knows the UA’s encrypted password. 2) Reuse of the shared
password used by DAA as the UA’s credential, which enables
our approach to easily replace DAA used within a local SIP
domain (scenario I). 3) PAKE offers strong protection of
the shared secret if the communication is eavesdropped, that
prevents brute-force attacks, including dictionary-based off-
line attacks, to which the DAA is vulnerable to.

Our approach follows the work of Oiwa et al. [23]. They
use KAM3 to introduce a stronger authentication in HTTP and
their initial design and specification is submitted to the IETF as
an Internet Draft [24]. We have adapted their approach to SIP,
since SIP closely resembles HTTP in both message structure
and flow, and we need to prevent the REGISTER hijack attack
presented earlier [14].
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Supported authentication scenarios Supported SIP methods
Authentication
mechanisms scenario I scenario II scenario III REGISTER INVITE

Digest authentication yes no no yes yes
PAKE yes no no yes yes
SASL yes yes yes yes yes
GSS-API yes yes yes yes yes
S/MIME no no yes no yes

Table I: List of SIP authentication mechanisms and their support.

In KAM3, the UA and the SIP server compute cryptographic
keys based on the shared password. These keys are exchanged,
and a shared session secret is computed based on these keys.
Each peer then computes a hash value of the session secret and
some other values, which is sent to the requesting peer. The
receiving peer computes the same hash value, and compares it
with the received hash value. If these are identical, the sending
peer is authenticated.

PAKE supports several authentication algorithms, which
differ in their underlying mathematical groups and security
parameters [24]. The only mandatory supported authentication
algorithm, the iso-kam3-dl-2048-sha256, uses the 2048-bit
discrete-logarithm defined in RFC3526 [25] and the SHA-256
hash function.

A. Initial requirements

In the following section, we let q an odd prime integer defin-
ing the number of elements in F (q) which is a representation
of a finite group. We let g the generator of a subgroup of r
elements in F (q). The one-way hash function is denoted as
H .

Before the authentication starts, username and password
must be set and configured. We compute a weak secret π
used by the client as a one-way hash of the values realm ,
username and password :

π = H(realm, username, password)

Here, realm is the protection domain where SIP authentication
is meaningful for a set of username and password . The server
does not need to store the shared password directly, only a
specially encrypted version J(π), where J is the password
verification element derivation function defined as:

J(π) = gπ mod q

B. Message exchange

We need to extend the current SIP REGISTER handshake
by one extra round-trip of SIP messages between the UA
and the SIP server. These two extra messages are depicted in
blue and numbered (4) and (5) in Figure 2. A more detailed
specification is given in the following paragraphs, where the
numbers refer to the protocol clauses depicted in Figure 2.

The UA registers to a SIP location service (SIP server).
The initial SIP REGISTER message (1) from the UA is
not authorized, and must be authenticated. The SIP server
responds with a 401 Unauthorized status message (2),

Figure 2: SIP REGISTER message flow with mutual authen-
tication security using PAKE.

which contains a WWW-Authenticate header with details
of the challenge, including realm and algorithm. The UA
constructs a cryptographic value wa generated from a random
integer sa:

wa = gsa mod q

This value is sent in a new SIP REGISTER message (3) to
the SIP server. The SIP server proceeds to generate and send
another cryptographic value wb, which is generated from J(π),
the received value wa and a random integer sb:

wb = (J(π)× wH(1,wa)
a )sb mod q

At the next step, each peer computes a session secret z. The
UA derives z based on π, sa, wa and wb:

z = w
(sa+H(2,wa,wb))/(sa∗H(1,wa)+π) mod r
b mod q

Likewise, the SIP server derives z based on sb, wa and wb
using the following function:

z = (wa × gH(2,wa,wb))sb mod q

The session secret z matches only if both peers have used the
secret credentials generated from the same shared secret. The
above equations are directly derived from the PAKE HTTP
authentication specifications [24]. The next step is to validate
the value of z at the communicating peer.
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The UA sends a third SIP REGISTER message (5) and
includes the value oa which is a hash value computed as:

oa = H(4, wa, wb, z, contactURIs)

Here, contactURIs is the value of the UA’s Contact SIP
header value. This value is integrity-protected to prevent
register hijacking attacks as presented in [14]. The SIP server,
upon receipt of oa, performs the same hash operation, and
compares the results. If these results are identical, the UA is
authenticated. The SIP server then sends a final message (6),
with the value ob computed as:

ob = H(3, wa, wb, z, contactURIs)

When the UA receives ob, it verifies this value by computing
its hash value. If the results are identical, the SIP server is
authenticated to the UA. After a complete message exchange,
the UA is authenticated to the SIP server, and the SIP server
has been authenticated to the UA.

C. SIP message syntax

A SIP message consists of several headers and a body.
The SIP header fields are textual, always in the format
<header_name>: <header_value>. The header value
can contain one or more parameters. We embed the cryp-
tographic values derived in the previous section as base64-
encoded [26] SIP header values. We re-use the SIP DAA
headers to carry PAKE authentication data, so that PAKE can
be used as a drop-in replacement for DAA. A SIP REGISTER
message with a DAA Authorization header is depicted
in Figure 4. Again, we refer to the protocol clauses with a
number in parentheses as depicted in Figure 2.

The UA first sends a SIP REGISTER without any au-
thentication credentials (1). The SIP server responds with a
401 Unauthorized status message (2), which contains a
WWW-Authenticate header with header values realm and
algorithm:

SIP/2.0 401 Unauthorized
WWW-Authenticate: Mutual realm="asterisk",
algorithm="iso-kam3-dl-2048-sha256"

The UA then computes wa and sends it to the SIP server
using a new SIP REGISTER message (3), with the required
values embedded in the Authorization header:

SIP/2.0 REGISTER
Authorization: Mutual user="alice",

algorithm="iso-kam3-dl-2048-sha256",
wa="Q29tcHV0ZWQgd2E...ljaCBcyBsb25nCg=="

The next required values in the authentication mechanism
wb, oa and ob are embedded and sent using these two SIP
headers.

IV. SIMPLE AUTHENTICATION AND SECURITY LAYER

The Simple Authentication and Security Layer (SASL),
defined in RFC4422 [16], provides an interface for authentica-
tion and an authentication negotiation mechanism. The SASL

Figure 3: The SIP protocol stack with SASL and underlying
security mechanisms.

specification is developed and maintained within the IETF,
and have been scrutinized by security professionals over the
years. It has been extensively tested, and is now classified as a
mature standard by the IETF. SASL is also implemented and
used in several popular communications protocols applications
like IMAP, SMTP and LDAP1.

The SASL framework does not provide authentication
mechanisms in itself, but supports different underlying au-
thentication mechanisms through a standardized interface2.
SASL does not provide a transport layer and thus relies
on the application to encapsulate, send and extract SASL
messages between client and server. The SASL messages sent
between client and server contain authentication data, and are
opaque from the viewpoint of the calling application. The
application only needs to add support to a SASL software
library implementation, and thus have support to a range of
underlying authentication mechanisms the library supports.

Adding support for the security abstraction layer framework
Generic Security Services API (GSS-API) has been done
earlier [27]. While the GSS-API is intended for use with
applications, SASL is used in, and intended for, commu-
nication protocols. The functionalities offered by the GSS-
API and SASL are alike, but the SASL specification is more
high-level, and allows more freedom in implementing the
SASL requirements. SASL also supports more underlying
security mechanisms than the GSS-API. By using the “GS2”
mechanism family, the GSS-API can be used as an underlying
security mechanism in SASL. However, the GSS-API negoti-
ation mechanism cannot be used due to security concerns [28,
Section 14].

A. SASL profile for SIP

A modified PAKE authentication can more easily replace
the current digest (DAA) authentication used in SIP, since
they both rely on a shared secret and use the same SIP
headers. PAKE also introduces a stronger authentication than
DAA. However, a more flexible authentication mechanism is
desired. Different VoIP scenarios require different security
requirements, and the communicating peers should be able

1The Carnegie Mellon University’s implementation: http://asg.web.cmu.
edu/sasl/ and the GNU SASL library: http://www.gnu.org/software/gsasl/ are
two popular and freely available SASL libraries.

2A list of registered SASL mechanisms is maintained by IANA: http://
www.iana.org/assignments/sasl-mechanisms/sasl-mechanisms.xml
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Figure 4: A SIP REGISTER message with the original DAA Authorization header to the left, and the same header
carrying SASL data to the right.

to negotiate the best possible authentication mechanism sup-
ported.

Instead of adding numerous different authentication mech-
anisms to SIP based on different security requirements, it
is desirable to keep the changes to the SIP standard to a
minimum. The industry might also be reluctant to adopt
immature and non-standardized security services, like different
(new) authentication mechanisms. Adding support for SASL
requires only small changes to the SIP standard, and can
utilize several underlying authentication mechanisms. The SIP
protocol stack with SASL is shown in Figure 3.

In SASL terminology, the description on how to encapsulate
SASL negotiation and SASL messages for a given protocol,
is called a “SASL profile”. We create a SASL profile for SIP
by reusing the WWW-Authenticate and Authorization
SIP headers used by the digest authentication, shown earlier.
Instead of encapsulating DAA data, we embed SASL mes-
sages, as depicted in Figure 4.

When discussing PAKE authentication earlier, we added one
round-trip of SIP messages between the UA and the SIP server.
When using SASL, the number of messages going back and
forth depends on the underlying authentication mechanism.
We therefore extend the SIP REGISTER handshake with an
arbitrary number of round-trips, until the underlying authenti-
cation mechanism has completed communication.

In the following paragraphs, the numbers in parentheses
refer to the SIP message numbers in Figure 2. The SASL
specification only outlines a very high-level method of how
the server should advertise its supported mechanisms to the
client. We implement the mechanism negotiation in the first
three messages in the SIP REGISTER handshake (1-3). The
UA starts by requesting authentication from the SIP server,
with no Authorization header (1). The SIP server re-
sponds with a 401 Unauthorized SIP message (2), with
the supported and available mechanisms embedded in the
WWW-Authenticate header:

SIP/2.0 401 Unauthorized
WWW-Authenticate: SASL

negotiate="DIGEST-MD5 NTLM GS2-KRB5"

The client selects the best mechanism from the received

list that it supports and sends a new SIP REGISTER mes-
sage (3). This message includes an Authorization header
requesting authentication with “GS2-KRB5” as the preferred
mechanism. The initial authentication data is embedded base64
encoded to the data parameter:

SIP/2.0 REGISTER
Authorization: SASL mechanism="GS2-KRB5",
data="SUZZT1VDQU5SR...JUPVVQU5FUkQK="

The server retrieves the SASL data, and passes the message
to the SASL library which handles the authentication. The
selected authentication method continues to pass SASL mes-
sages between client and server as many times as necessary to
complete the authentication (messages 4-5 are repeated). Once
the authentication is complete, the SIP server sends a 200 OK
SIP message. Should the server have some last SASL data to
be communicated to the client to complete the authentication,
it can be carried in a WWW-Authenticate header embedded
in the 200 OK message:

SIP/2.0 200 OK
WWW-Authenticate: SASL mechanism="GS2-KRB5",
data="TFoG9rP56zrVH...YaAOndwPew6NdxKr"

As soon as the 200 OK message is received and pro-
cessed, the client is authenticated to the SIP server. Since the
mechanism negotiation is not integrity-protected, the UA is
vulnerable to a “down-grade” attack. An attacker can intercept
and modify the negotiation messages so that the least favorable
authentication method is used.

V. CONCLUSION AND FUTURE WORK

In our earlier work, we have shown and implemented a real-
world attack to the widely deployed DAA method [27]. In this
paper we have added support to a new improved authentication
mechanism that can easily replace DAA based on a modified
PAKE algorithm. This new authentication mechanism adds
support for mutual authentication and is more secure than
DAA. We have also shown that the modified PAKE authenti-
cation can easily function as a drop-in replacement for DAA.
However, a more flexible authentication mechanism is desired
in the long-term.
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Our second authentication mechanism supported in SIP is
SASL, which is not an authentication mechanism per se, but
introduces a security abstraction layer. This abstraction layer
adds support to a range of underlying authentication mecha-
nism in a unified way. As long as SIP supports SASL, new
authentication mechanisms can be added later to the SASL
library, without requiring any change to the SIP protocol.
We have also introduced a SASL mechanism negotiation that
enables the communicating peers to agree upon the “best”
available authentication mechanism.

We envisage a two-step migration towards a stronger au-
thentication scheme in SIP. First, the modified PAKE au-
thentication is implemented and deployed. Second, the long-
term solution is to deploy SASL with support for a range of
underlying authentication mechanisms.

Future work will look into implementing a proof of concept
for PAKE-enabled UA and SIP server, including overhead
evaluation benchmarks for the new authentication algorithm.
We also plan to evaluate different SASL security mechanism
and their implications for SIP, and decide which authentication
mechanisms should be mandatorily supported through SASL.
A co-operation with the IETF and the kitten Working Group
to further elaborate a SASL profile for SIP is also planned. We
hope our work will gain acceptance and industrial deployment,
so that the previously mentioned security attacks can be
countered.
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Abstract—In this paper we address an acceptable trade-
off between security and performance of the route discovery
process in wireless mesh networks. We propose a Position
Aware Secure and Efficient reactive hierarchical Route dis-
covery protocol (PASER). The proposed protocol is tailored
for rescue and emergency operations and aims to combat
unauthorized nodes of joining the network or manipulating the
route look-up process. In addition, it deals with efficiency and
real-time capability requirements in such environments. From a
security perspective, the novelty of PASER is the combination
of digital signature with lightweight authentication tree and
symmetric block cipher to secure routing messages. Another
key feature is the support of nodes’ geo-positions to increase
the security while enabling an advanced network management.
Apart from that, PASER treats the network in a hierarchical
way and establishes the route discovery process to a large extent
upon reactive unicast messages. PASER is generally applicable,
as it does not make restrictive assumptions on the network
nodes. It provides generic metrics for the constituent links
of the discovered routes, allowing the implementation of any
route selection algorithm. As a result, PASER enables secure
and efficient routing in a wide range of wireless mesh network
applications.

Keywords-Secure routing protocols; wireless mesh networks;
emergency and rescue operations.

I. INTRODUCTION

Wireless Mesh Networking (WMN) is an emerging tech-
nology, which is receiving increased attention as a high-
performance, low-cost and rapid deployment solution for
next generation wireless communication systems. A WMN
is defined as a dynamic, self-organized and self-configured
wireless multi-hop network, consisting of gateways, mesh
routers and mesh clients. Gateways and mesh routers build
the network backhaul and are responsible for client data
transmission. Typically, gateways provide connection to the
Internet, whereas mesh routers are responsible for setting
up and maintaining the ad hoc network routes. Due to its
ubiquitous architecture and wireless transmit channel, it is
possible though that mesh routers deviate from the protocol
definition and exhibit malicious behavior. The challenge
is to prevent such nodes, which we term attackers, from
misleading other nodes that a path is better than it actually
is. If successful, an adversary can attract network traffic and
degrade or disable the communication of other nodes, which
might be very crucial in many WMN applications.

Rescue and emergency operations, for instance, is a
WMN application field addressed by the research project

SPIDER [1], where rescue fighters deploy an ad hoc incident
network using dropped units [2]. These operations are very
time sensitive and dangerous minds might be on board.
Without a satisfactory level of security, terrorists or ben-
efiting organizations may try to disrupt the communication
route between rescue fighters and the Command and Control
System (CCS). They might try to inject fraud packets to
falsify CCS decisions or create a routing black hole, which
attracts and sniffs data packets, where any release of such
sensitive data could cause a mass hysteria across countries.

Thus, one of the fundamental challenges of the WMN
technology is the design of a route discovery protocol
that can efficiently establish accurate routes in presence of
attackers. Hereby, it needs to deliver data packets between
mobile clients with minimum communication overhead, low
end-to-end delay and high throughput.

The rest of this paper is organized as follows: Section II
reports on related work. Section III presents a review on
security threats in WMN and outlines the needed security
characteristics to secure routing protocols. In Section IV,
PASER is demonstrated, where in Section V its security
and performance are discussed. Finally, in Section VI we
conclude the paper and give some outlook for future work.

II. RELATED WORK

Most WMN mesh routers nowadays, e.g., HiMoNN [3],
are built upon routing protocols designed by the IETF
MANET working group: AODV [4], DYMO [5] and OLSR
[6]. These protocols along with a plenty of other MANET
routing protocols can not be fully applied in WMN for the
following reasons:

1) They are designed without having security in mind.
Retrofitting pre-existing cryptosystem (e.g., IPsec) to
secure them is inefficient. These cryptosystems impose
huge overhead and processing delay, hence affecting
strongly the overall performance.

2) They deal with the network as a flat network, which
is absolutely reasonable in MANET. Thereby, they
do not consider the different roles of WMN nodes,
namely, mesh routers and gateways. Thus, these pro-
tocols are not able to take advantage of WMN charac-
teristics, i.e., most data flow is destined to the gateway
(e.g., from rescue fighters to officer in charge).

Many security solutions to secure routing in MANET have
been recently proposed, however most of them comprise
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either high computational complexity [7] or impose a lot
of configuration and management [8] or are still vulnerable
to several attacks [9][10][11].

To exploit the WMN characteristics, IEEE has been
discussing since 2003 the release of the IEEE 802.11s
standard, which deals with hierarchical mesh networks. The
current draft has defined a routing mechanism for WMN
and termed it Hybrid Wireless Mesh Protocol (HWMP) [12].
However, security in routing or forwarding functionality is
not specified in that standard. The protocol does not provide
any authentication and integrity of routing messages. Apart
from that, HWMP as well as many protocols applied in
WMN incorporate a proactive part [13]. Though this part
is essential to keep the route to the gateway valid, it is very
resource consuming and is always active even when it is not
necessary.

In PASER, we address the latter point by adopting the
reactive route discovery method with two differences:

• Mesh routers are always responsible for maintaining a
route to the gateway. This brings the same advantage
as a proactive part in hybrid protocols while using the
resources only when needed.

• Route requests are forwarded, when possible, in a
unicast manner rather than flooding them blindly, as
in conventional on-demand route discovery methods.

From a security point of view, PASER provides a
novel hybrid scheme, a combination of asymmetric and
lightweight symmetric cryptography, to secure route dis-
covery messages. This novel combination yields a huge
performance gain while providing a very high security level.
Apart from that, PASER supports the exchange of geo-
positioning, hence mitigating a wider range of attacks and
facilitating the network management.

III. SECURITY VULNERABILITIES IN WMN ROUTE
DISCOVERY

As mentioned before, PASER’s main target scenarios are
disaster rescue and relief operations. In such environments,
safeguards are indirectly applied to the nodes preventing
their compromise, e.g., nodes are mounted on fire brigades
tubes. Thus, internal attacks, where nodes from within the
network are involved, are a less realistic threat in these
environments, whereas external attacks, which are performed
by illegitimated nodes, are of paramount importance. The
latter class of attacks essentially aims to violate the reliabil-
ity of the network and the availability of its services. The
most relevant attacks of this class with respect to the route
discovery process are listed below:

Impersonation attack: Using MAC and IP spoofing, an
attacker fakes the identity of authorized nodes and thereby
joins the network. The attacker can then carry out all types
of insider attacks - the lack of proper authentication of nodes
is the main reason for the success of impersonation attack.

Location disclosure attack: This attack reveals informa-
tion regarding the location of nodes or the structure of the
network. It gathers the node location information, such as a
route map, and attempts to learn the network traffic pattern.

By analyzing changes in the traffic pattern, attackers try
to figure out the identities of communication parties and
plans further attack scenarios - the lack of anonymity and
confidentiality of routing information is the ground of this
attack.

Malign attack: An attacker blackmails an uncompro-
mised node, causing other nodes to exclude it from the
network, thus, prohibiting that node to exchange data - a
weak node revocation mechanism is the essential reason of
the network vulnerability to such an attack.

Man-in-the-middle attack: An attacker impersonates a
sender and a receiver by establishing independent connec-
tions to them and making them believe that they are talking
directly to each other. The success of such an attack gives the
attacker a full control of the entire conversation. The attacker
must be able to intercept all messages going between the
two victims and inject new ones, which is straightforward
in many circumstances (for example, an attacker within
reception range of two nodes, can insert himself as a man-in-
the-middle). A man-in-the-middle attack can only succeed
when the attacker can impersonate each endpoint to the
satisfaction of the other - weak mutual authentication is the
main reason for the attacker’s ability of man-in-the-middle
attack.

Replay attack: An attacker records another node’s valid
control messages and resends them later. First, this causes
other nodes to update their routing table with stale routes.
Second, unnecessary packets are processed and forwarded
within the network. The latter, also known as resource
consumption attack, targets to consume network bandwidth
and node battery power - the main reason of the network
vulnerability to such attack is the lack of adequate packet
freshness verification mechanism.

Tempering attack: An attacker forges routing packets
generated by legitimated nodes (e.g., tempering sequence
number or metric of packets) and hence causes wrong rout-
ing decisions like redirection through suboptimal routes or
route loops. This attack causes severe degradation in network
performance - the fundamental reason of the attacker’s
ability of tempering the routing information is the lack of
packet integrity check.

Wormhole attack: A pair of attackers, linked via a fast
transmission path (tunnel), forward route requests more
quickly than legitimate nodes. The tunneled packets can
propagate faster than those through a normal multi-hop
route. This causes victim nodes to always use the tunneled
route to transmit their packets. The latter enables the
attackers to gain information about specific communication
traffic in the network or selectively forward packets. The
attacker could even prevent the discovery of any routes
other than through the wormhole - the lack of authentication
of transmissions between neighboring nodes in the route
discovery is a main issue with respect to this attack.

Thus, in order to combat the aforementioned attacks and
to mitigate their risk to a large extent, a secure route
discovery protocol has to fulfill the following security goals:
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1) Anonymity
2) Message confidentiality
3) Message freshness and integrity
4) Neighbor transmissions authentication
5) Node authentication
The first goal is only necessary to combat location dis-

closure attack. We didn’t consider this goal while designing
PASER for the following reasons:

• The location and role of nodes in environments such
as disaster rescue and relief operations are to a large
extent known and hence protection against this attack
is not really required.

• The performance cost of achieving the anonymity goal
is very high and we are seeking a good trade-off
between security and performance.

IV. THE PASER PROTOCOL

In this Section, we describe the main components of
PASER.

A. PASER Objectives
PASER is an efficient secure route discovery protocol for

wireless mesh networks. It is a mechanism that provides
a route to a node (mesh router or gateway) wishing to
send a packet to a destination. Hereby, PASER asserts
that the discovered route is accurate in terms of metric
and legitimized nodes in the presence of external attackers.
Moreover, it keeps the consumption of network resources
minimal. That is, PASER aims to ensure the reliability of
the network and the availability of its services in an efficient
manner.

From security point of view, PASER has to fulfill the
following goals: Message confidentiality, message fresh-
ness and integrity, neighbor transmissions authentication
and node authentication. Message confidentiality is only
used where PASER is vulnerable against man-in-the-middle
attacks. From performance point of view, PASER aims to
strongly decrease the number of messages it exchanges over
the network and to keep the cost of its security mechanisms
minimal. To achieve these goals, we consider the following
assumptions in the given priority:

1) Only legitimated nodes hold a valid certificate.
2) Nodes feature low mobility.
3) GPS signals are available at the application scene and

nodes incorporate a secure GPS device, i.e., received
GPS information is secure in terms of integrity and
authenticity.

B. PASER Cryptographic Primitives
In this Subsection, we describe how the main security

building blocks of PASER are applied.
1) Digital Signature Scheme: PASER specifies to apply

a digital signature on its broadcast-messages. This signature
is mainly necessary to guarantee the authenticity of these
messages and thereby to establish trust between one hop
neighbors. We recommend any of the standardized algo-
rithms in [14]. The key pair used by the algorithm is the
one bounded to the node identity in his certificate.

2) Symmetric Block Cipher: PASER prescribes the use
of symmetric block cipher to encrypt its unicast-messages.
This encryption is mainly necessary to protect these mes-
sages against man-in-the-middle attacks within a short time
interval after sending them. The key used by the cipher
is a group key distributed to the nodes during the setup
phase of the network. The selection of the block cipher
depends on the application of PASER and therefore it is left
open. We recommend however the usage of the lightweight
block cipher PRESENT [15]. PRESENT was specifically
designed with constrained applications such as passive low-
cost RFID-tags in mind. PRESENT is a simple substitution-
permutation network with a block size of 64 bits and two
different key sizes: 80 or 128 bits. We recommend the
version with an 80 bit key for PASER since here we are
seeking short-term security.

3) Authentication Tree: An authentication tree [16] is
a complete binary-tree equipped with a hash function and
an assignment function F such that for any interior node
nparent and two child nodes nleft and nright the function F
satisfies: nparent = F (nleft, nright) = hash(nleft||nright),
with || denoting concatenation. The hash function to be used
should be practically secure and efficient, such as SHA-
256 or the winner of the SHA-3 competition [17]. We use
authentication tree in PASER to build from hash functions an
lightweight secure authentication scheme between one hop
neighbors. Figure 1 illustrates an example of this approach.

Each node generates 2n secrets, where n is a configuration
parameter and is determined based on the application of
PASER; these secrets are the leaf pre-images of the tree.
Each leaf node is a hash of these secrets and each internal
node is the hash of the concatenation of two child values.
After computing root, a node (Alice) publishes that root to
its one hop neighbors (Bob). A node can then authenticate
itself to a neighbor by disclosing one secret, e.g., Secret1,

Root:= hash ( a₁₂ || a₃₄)

a₃₄ := hash ( a₃ || a₄)          a₁₂ := hash ( a₁ || a₂)

          a₁ := hash (Secret1)           a₂ := hash (Secret2)           a₃ := hash (Secret3)           a₄ := hash (Secret4)

F F

Hash

          Secret2

Hash

          Secret3

Hash

          Secret4

||        

Revealed secret 
and corresponding
authentication path

Hash

          Secret1

F

Legend

Concatenation

Alice Bob

Payload + Secret1, a2, a34

RootCalculate (    ) = RootAlice à 

Generation of random secrets 

RootAlice

Figure 1. Authentication Tree Application
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Table I
PASER MESSAGES

Name Notation
Untrusted Broadcast Route Request UB-RREQ
Untrusted Unicast Route Reply UU-RREP
Trusted Unicast Route Request TU-RREQ
Trusted Unicast Route Reply TU-RREP
Trusted Unicast Route Reply-Acknowledge TU-RREP-ACK

and sending it along with its authentication path, a2 and a34,
see Figure 1. The authentication path of a secret consists of
values of all the siblings of the secret corresponding leaf
on the path between that leaf and the root. To verify the
disclosed secret a receiver needs to compute the potential
values of its ancestors by iteratively using of the F function.
A secret is authenticated and accepted as correct if and only
if the computed root value is equal to the already known
root value of the node.

PASER tree secrets are l bits long, where l is a configu-
ration parameter and l > n. A secret shall be constructed as
specified in Figure 2.

100111 10 0000 00 00 00 00
Initialization Vector (Public Counter) Random Value

(l-n) bitsn bits
l bits

00000000

Figure 2. Authentication Tree Secret Construction

The least significant (l − n) bits are generated randomly
for each secret. The most significant n bits constitute an
initialization vector, the value of which is 0 for the first
secret. The initialization vector is then incremented by
one by each subsequent secret. When the maximum value
(2n − 1) is reached, a node must generate a new root. The
latter asserts the freshness of a secret. That is, a secret value
can never be used twice for a given root. This technique is
used to prevent replay attacks.

C. PASER Messages
PASER differs between messages destined to new neigh-

bors and messages addressed to already known, trusted
neighbors. From security perspective, messages addressed
to new neighbors comprise identification fields that aim to
establish a trusted relationship. These messages are always
signed and their name is always prefixed with U, which
stands for untrusted. Messages sent to trusted neighbors just
include authentication fields to confirm the identity of the
sender. These messages are always encrypted and their name
is prefixed with the letter T, for trusted. PASER comprises
five types of messages as depicted in Table I.

Table II (see next page) depicts the fields which consti-
tutes these messages,

where * denotes fields that are included in a message
if and only if the gateway flag GFlag is set. Seq is a
concatenation of message type and node ID, where ID
matches a sequence number in [4]. The address range list

indicates all the addresses a node is responsible for. The
latter is necessary in case of multiple interfaces. It allows the
declaration of all node interfaces that participate in another
routing domain. This is necessary in WMN since mesh
routers mostly comprise at least two interfaces.

D. PASER States
In PASER, a node can be in two different states as

illustrated in Figure 3.
At power-up the node enters the UNREGISTERED state.

In this state the node is not known to the network. Before any
communication can take place, it undergoes the following
steps in the given order:

1) It generates empty routing and neighbor tables accord-
ing to Table III. Hereby, a neighbor table comprises
the position field if and only if the node is mesh
router. In contrast, this field is included in the routing
table by a gateway, because a gateway in PASER has
knowledge of the position of all nodes. The neighbor
Flag (NeighFlag) reflects the trust relation between a
neighbor and that node.

2) It computes a hash tree root element and depending
on the node type it executes the following:
Gateway: It requests a random group key from a key
distributing center (KDC). The physical location of the
latter is less significant. For instance, in emergency and
rescue operations it is reasonable to install the key dis-
tribution center as a web service at the CCS. Typically,
gateways are placed near to the fire-fighting command
and control vehicle and have a stable Internet link to
the KDC, e.g., via satellite.
Mesh router: It starts a route discovery for a gateway.
To augment the security of this step, gateways may be
assigned with the role “gateway“ in their certificates.

3) It requests a certificate revocation list from a certificate
authority and enters the registered state. We do neither
restrict the choice of the protocol used to request the

Power-Up

· Uninitialized PASER tables and
root element

· No route to a gateway (mesh router)
· No fresh group key (gateway)
· No fresh certificate revocation list

Power-Down

UNREGISTERED

REGISTERED

ACTIVE
· Processing   

of control 

messages

IDLE
· Sleeping

· Waiting for 
incoming 

messages

Figure 3. Node Lifetime State Machine
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Table II
MESSAGE CONTENT DECLARATION

Field UB-RREQ UU-RREP TU-RREQ TU-RREP TU-RREP-ACK
Basic fields

Message type X X X X X
Querying node X X X X X
Destination node (Dest) X X X X X
Sequence number (Seq) of querying node X X X X X
Destination node gateway flag (GFlag) X X X X
Address range list (AddL) of forwarding node X X X
Route list from querying node

X X X X
to forwarding node
Metric for the route between

X X X X
querying node and forwarding node
Metric for the route between

X X
destination node and forwarding node

Neighbor (Neigh) identification fields
Certificate (Cert) of querying node * *
Certificate of forwarding node X X
Root of forwarding node X X
Initialization vector (IV) of forwarding node X X
Geographical position (Geo) of querying node X X *
Geographical position of forwarding node X X
Encrypted group transient key (GTK) * *
Signature (Sign) of forwarding node X X

Neighbor authentication fields
Secret (Sec) of forwarding node X X X
Authentication path (Auth)

X X X
of forwarding node’s secret
Hash of message fields X X X

revocation list nor the location of the certification
authority. At this stage of the network setup, it is
assumed that also the mesh routers have a stable route
to the CA/KDC, since they are typically turned on
before disposing them (near to the gateways), thereby,
they have a very good connection to the gateways.
For the secure und fast communication between the
mesh nodes and the CA/KDC we proposed in [18]
an efficient single sign-on solution called Role in-
tegrated Certificate-based Single Sign-On (RC-SSO).
This solution is based on the SSL/TLS communication
procedure with certificates. Hereby, the certificates are
integrated with roles, which reflect predefined mesh
nodes’ type (either router or gateway). Simulation and
experimental results show that RC-SSO outperforms
the widely spread Security Assertion Markup Lan-
guage (SAML) by up to 80 %- Implementing this
solution makes PASER robust, among others, against
malign attacks executed on the communication link to
the CA/KDC.

The UNREGISTERED state is mainly a state used at
power up. Once the node has registered with the network, it
is typically in one of the two sub-states, ACTIVE or IDLE
of the REGISTERED state. ACTIVE is the sub-state where
the node is active with transmitting and receiving PASER
messages. IDLE is a low activity sub-state in which the node

Table III
ROUTING AND NEIGHBOR TABLE FORMAT

Routing Table
AddL Dest Seq GFlag Cert NextHop Metric

Neighbor Table
Neigh NeighFlag Root IV Position*

sleeps in order to reduce battery consumption. Note that a
mesh router in REGISTERED state must always maintain a
route to a gateway. That is, when the route to the gateway
is not valid anymore; it has to restart a route discovery for
the gateway.

UN-/REGISTERED

Route
Request/Reply/Ack

Generation

Route 
Request/Reply/Ack

Processing

Route Reply
Timeout

IDLE

Group Key / 
Revocation List

Request

Figure 4. Node Lifetime Operations
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Step 1
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Figure 5. Node Registration Process

E. PASER Operations

In this Subsection, we elaborate all the operations a node
undergoes when it executes PASER. These operations are
depicted in Figure 4. To ease their understanding, we refer
our explanation to a simple example given in Figure 5. The
example illustrates three nodes, one gateway (G) and two
mesh routers (Y) and (S). These nodes join the network in
the order G-Y-S, which corresponds to the depicted steps 1,
2 and 3 respectively.

1) Route Request/Reply/Ack Generation:

• UB-RREQ: This message is generated if and only if a
node has no route to the destination. The node creates
a UB-RREQ message according to Table II. Hereby, it
sets the gateway flag to 1 if the requested destination
is a gateway. After creating the message, the node
broadcasts it and initializes a RREQ-TIMEOUT timer.
Messages (2) and (3) in Figure 5 provide an example
of a UB-RREP.

• TU-RREQ: After receiving a UB-RREQ, an intermedi-
ate node, that has a route to the destination, generates
this message and sends it to the next hop on that route,
e.g., message number (31) in our example. Hereby,
the querying identity remains the UB-RREQ originator
identity, whereas Seq changes, since the message type
has changed.

• UU/TU-RREP: Upon receiving a UB-RREQ or a TU-
RREQ, a destination node generates a UU-RREP or a
TU-RREP, respectively, e.g., messages (21) and (32). If
the destination is a gateway and the GFlag in RREQ
is set, the RREP message comprises the group key
encrypted with the querying node public key.

• TU-RREQ-ACK: This message is generated by a
querying node when it receives a route reply to a
query identified by Seq. It creates the TU-RREQ-ACK
message and sends it to the next hop on its route to the
destination, as in messages (22) and (34).
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2) Route Request/Reply/Ack Processing: Based on the
querying node Identity and the message sequence parameter
Seq, a node verifies the freshness of a received message. If
it has been previously processed, the message is discarded
(replay attack). Otherwise, it extracts the identity of its
predecessor and executes the following verifications:

• UB-RREQ/UU-RREP:
Is the predecessor the owner of the included
certificate?
Is the predecessor in my signal range? Is the
difference of our geo-positions smaller than
the maximum range of my WLAN device?
Is the predecessor’s message signature valid?

• TU-RREQ/RREP/RREP-ACK
Is the predecessor a neighbor of mine?
Is the predecessor’s secret fresh?
Is the predecessor’s secret valid?

If one of these verifications fails, the node drops the
message (impersonation attack, man-in-the-middle attack,
tempering attack or wormhole attack). Otherwise, it updates
its tables with the message information. Hereby, it sets
the neighbor flag NeighFlag of its predecessor to 0 if the
received message is a UB-RREQ and the predecessor hasn’t
been registered yet as a neighbor. Otherwise the NeighFlag
of the predecessor is set to 1. Depending on the type of
the received message, the node afterwards undergoes the
following steps:

• UB-RREQ: It checks if it has a route to the destination,
if not it updates the message with its own information
(e.g., it adds its identity to the route list) and broad-
casts it again. Otherwise, it generates a TU-RREQ as
described above, e.g., message (31).

• TU-RREQ/RREP-ACK: The node updates the message
with its own information and forwards it to the next hop
on its route to the destination, e.g., message (35).

• UU/TU-RREP: It extracts the successor identity and
verifies the value of its NeighFlag, if it is 0, it for-
wards a UU-RREP to that node, e.g., message (33)and
otherwise it forwards a TU-RREP.

3) Route Reply Timeout: This operation occurs at the
querying node when the RREQ-TIMEOUT timer expires.
The latter happens in either of the following cases: First,
no replies from destination, in response to the query, were
received or accepted by the querying node, or, second, at
least one reply was accepted. In the former case the route
discovery is considered failed, while, in the latter case, the
route discovery concludes, and the querying node ignores
route replies that are further delayed.

Route Discovery Failure: The querying node initiates
a new route discovery using a higher value for RREQ-
TIMEOUT than the one previously used for the failed route
discovery.

Route Discovery Conclusion: Upon accepting a RREP,
the querying node considers the discovery concluded after
RREQ-TIMEOUT elapses. From all incoming RREP, the
querying node always chooses the best route based on the

metric field and updates its tables with this route. If the
querying node is in the UNREGISTERED state and the
discovered route is a route to the gateway, it requests a
certificate revocation list via the discovered route, as in
messages (23) and (36). Based on that list, the node verifies
if it has fraud routes and deletes them. Afterwards, the node
switches to the REGISTERED state.

4) Group Key/Revocation List request: Both requests
occur at the end of the node registration phase. It is assumed
at this stage of the network setup, that all nodes have a stable
route to the CA/KDC. The gateways are anyway provided by
a reliable link, e.g., Long Term Evolution (LTE) or satellite,
and the mesh routers are typically located during power up
near to the fire-fighting command and control vehicle, i.e.,
they are in the best signal range of the gateways. While the
group key request solely occurs at the gateway, message (1),
revocation list request occurs at both types of nodes, mesh
router and gateway, see messages (1), (23) and (36). PASER
rather specifies the security goals that must be ensured by
these requests than the mechanism used. These goals are
authenticity and integrity by both requests in addition to
confidentiality by the group key request.

V. PASER ANALYSIS

Based on a hop-to-hop trusted relation, PASER promises
to achieve the following goals:

Node authentication: This goal is guaranteed by the digi-
tal signature in untrusted messages (including revocation list
messages) and by the hash tree authentication mechanism in
trusted messages - PASER is robust against impersonation
and malign attacks.

Message freshness and integrity: The freshness goal is
provided by the sequence number included in each message.
The integrity is achieved by the digital signature in untrusted
messages and by the hash element in trusted messages -
PASER is robust against replay and tempering attacks.

Messages confidentiality: It corresponds to the symmet-
ric encryption of trusted messages, which is mainly applied
to combat man-in-the-middle attack. Then, theoretically, an
attacker located between two neighbors is able to eaves-
drop on trusted messages and prevent the destination from
receiving them. As a result, it uses the secrets of these
messages to impersonate the messages’ sender. Now, due to
the encryption in trusted messages, the attacker is not able to
reveal those secrets. Apart from that, message confidentiality
of trusted messages strongly reduces traffic analysis in
PASER. In untrusted messages man-in-the-middle attack is
not possible due to the digital signature - PASER is robust
against man-in-the-middle attacks.

Neighbor transmission authentication: Provided satel-
lite GPS information is not falsified, PASER guarantees
to a large extent that node’s neighbors are always in that
node transmission range. This goal is provided by the
fault tolerant distance awareness between new neighbors
combined with the achievement of the node authentication
goal. - PASER is robust against wormhole attacks.

From efficiency perspective, PASER incorporates the fol-
lowing characteristics:
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• Nodes always have a route to a gateway.
– Nodes thereby detect all intermediate nodes on that

route.
– The route is found and maintained in a reactive

way. Gateways do not flood the network with
beacons.

• It is mainly based on unicast messages, strongly reduc-
ing the network overhead of control messages.

• Its security is essentially based on symmetric cryptogra-
phy, keeping the cost of security mechanisms minimal.

VI. CONCLUSION AND FUTURE WORK

In this paper we propose a novel secure and efficient
position aware hierarchical route discovery protocol for
wireless mesh networks. From a security perspective, the
novelty of our approach is its hybrid scheme to secure the
route discovery process. This novel combination of digital
signature, hash tree authentication scheme and symmetric
block cipher yields a huge performance gain while providing
a high security level. Another key feature is the integration
of nodes’ geo-positions in the route discovery, allowing an
advanced network management while mitigating a wider
range of attacks. Apart from that, dealing with the network
as a hierarchical network and building the route discovery
process to a large extent upon unicast messages strongly
decreases the overhead of this protocol.

In future work we intend to capture explicitly the in-
herently quantitative nature of security, via a concrete or
exact treatment of security using practice-oriented provable
security. This enables an exact assessment of how much
security the protocol achieves rather than just being secure
or non-secure. Furthermore, we designate to thoroughly
investigate the performance of PASER in different scenarios
experimentally as well as in the simulation to recognize its
advantages and its limitations. Apart from that, we intend
to analyze the energy consumption imposed by PASER
especially by the GPS component it incorporates. Besides,
we intend to extend PASER to a route maintenance part and
thereby to design an efficient secure routing protocol for
wireless mesh networks.
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Abstract —Security has become a key issue for any huge 
deployment of Wireless Sensor Network (WSN). Moreover, data 
reliability combined with energy loss minimization is really a 
challenging task, particularly to maintain survivability of the 
WSN under attacks such as sinkhole. Therefore, new security 
mechnisms must be in accordance with energy consumption 
constraint. This paper proposes to address this task using our 
Security Adaptation Reference Monitor (SARM) which is an 
efficient Framework capable of trading-off between security and 
energy optimization. SARM is based on an autonomic computing 
security looped system, which fine-tunes security means based on 
the monitoring of the context including energy consumption 
aspects. We evaluate SARM in the context of WSN through a 
simulation tool to verify the performance of overall reliability 
and energy loss in the presence of sinkhole attackers. The results 
clearly show that SARM is efficient in terms of reliability, overall 
network utilization and power consumption.  

Keywords – Framework, Autonomic, Security adaptation, 
Sinkhole, Sensor Network 

I. INTRODUCTION 
Wireless sensor network (WSN) is a versatile network 

for supporting variety of important applications, consisting 
of a large number of low-power and multifunction sensor 
nodes that communicate as one hop, multi-hop or cluster-
based models to send data to one or many base stations (BS)s 
through wireless links [1]. The BS is highly enriched system 
with a large amount of energy. This network is built by 
deploying the sensing nodes in the area of interest to form a 
self configured network and start acquiring the necessary 
information. The nodes in this network are battery operated 
and have limited lifetime to operate. Therefore, there is a 
need of energy aware security algorithm which should not 
perform heavy computation on the nodes since it shortens the 
network lifetime. 

In general, many applications could not operate under 
significant packet loss. Thus, reliability is one of the most 
important criteria to evaluate the quality of wireless sensor 
networks. Unfortunately, packet loss is increased by two 
major factors: less coverage of sensors due to less power and 
high error rate of wireless links. Moreover, dynamic power 
attacks such as sinkhole are fatal to the survivability of the 
network. Therefore, the concept that must cope with this new 
security challenge has to be based on dynamic adaptation 

security system to satisfy an overall performance such as 
network reliability, being a key issue especially in sensor 
networks. We have already proposed a generic security 
adaptation reference monitor (SARM) as a compelling 
solution for such problems [2]. In this article, we will apply 
it for WSN in case of sinkhole attacks.  

Please note: we use security in general term including 
availability, reliability and survivability.  

In Section 2, we survey other related works. Section 3 
gives the problem statement, highlighting the motivation of 
our work. Section 4 introduces SARM for WSN and explains 
its components and functionalities. Section 5 explains our 
experiments and simulation implementation to validate 
SARM in the case of sensor network. Our simulation results 
and performance analysis are presented in Section 6 and 
Section 7 concludes our paper. 

II. RELATED WORK 
Many systems rated at the higher levels of security for 

data are implemented according to the reference monitor 
concept. First introduced by James Anderson [3], a reference 
monitor is a concept that has proven to be a useful tool for 
computer security experts. It is the only effective tool known 
for describing the abstract requirements of secure system 
design and implementation.  

A suitable security service is provisioned in a progressive 
way to achieve the maximum overall security services 
against network performance services throughout the course 
of sensor networks operation. Security in sensor networks is 
complicated by the constrained capabilities of sensor node 
hardware and the properties of the deployment [4], [5] and 
[6]. 

We argue that the spare processing and transmission 
resources are wasted in sensor environments if security is 
over-provisioned. Hence the trade-off between security and 
performance is essential in the choice of security services. 
Adaptive security mechanisms are also found in flexible 
protocol stacks for wireless networks [7], context-aware 
access control systems [8] and security architectures [9]. 
This prompted us for the implementation of a completely 
reconfigurable architecture [10], which is fundamental to 
adapt the architecture to the terminal and network variability 
of the context and particularly in the security field [11]. J-M 
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Seigneur [12] has introduced autonomic security pattern in 
his security design but only at the authentication level. 

III. MOTIVATION FOR OUR FRAMEWORK 
Flexible security mechanisms are needed to respond to 

new types of attacks and to meet different network setting-
specific protection requirements. The required flexible 
security assessment can be achieved by introducing a generic 
autonomic computing security framework. 

In the case of sensor networks, the sensors usually 
forward their messages to a Base Station (BS) [13] in a hop-
by-hop fashion because they are resource-constrained in 
terms of energy and the spending of energy dramatically 
increases with the range of transmission. It is quite easy for 
an attacker as a Sinkhole [14] to defeat the WSN purpose by 
dropping messages when received rather than forwarding 
them to consume energy of other sensors by requesting them 
to continuously send information.  

It is highly critical to keep the overall security at the 
highest level due to the configuration complexity and the 
runtime changing context. In general, data transfer in WSNs 
is more susceptible to loss due to the nature of sensors 
(power, processing, etc) in addition to the high error rate of 
wireless links. Moreover, sinkhole attacks by means of 
dynamic changing behavior skyrocket the packet loss. 
Therefore, the most crucial constraint in WSN which is 
reliability is not at all guaranteed  

Assuring reliable data delivery between the sensor nodes 
and the BS in Wireless Sensor Networks is a challenging 
task as it affects the ability to sense event. A reliable protocol 
in WSN is a protocol that allows reliably data transfer from 
source to BS with reasonable packet loss. The problem of 
achieving reliable communication between nodes is further 
aggravated by the presence of sinkhole attackers whenever 
they are changing dynamically their behavior. 

In addition, most applications cannot operate in case of 
high packet loss. Thus, reliability, being a key issue 
especially in sensor networks, is definitely one of the 
important criteria to evaluate the quality of wireless sensor 
networks. Accordingly, the concept that must cope with this 
new security challenge in term of availability has to be based 
on dynamic adaptation security system to satisfy an overall 
performance such as network reliability and energy loss. 

Briefly, to lengthen the lifetime of wireless sensor 
network, an efficient protocol needs to support reliable 
network combined with energy efficiency under sinkhole 
attacks. 

 
We propose a generic Framework called Security 

Adaptation reference monitor (SARM) as a compelling 
solution for this problem, because it is looped system 
developed especially for highly dynamic wireless network. It 
is aimed to offer a global adaptation security scheme for any 
application instead of a classical layered security mechanism.  

Implementing this security scheme at each application 
level is not feasible because the change will interfere in each 
communication program in each sensor. The best way to 
overcome this constraint is to implement it in the kernel that 
leads to an overall security control. 

IV. SARM DESCRIPTION 
We would like with SARM to fine-tune security means 

as best as possible taking into account the risk of the current 
application environment and the performance of the system 
especially regarding the optimization of its energy 
consumption. Thereby, our system differs from others by its 
[2]: 

a) Autonomic computing security looped system 
b) Dynamic and evolving security mechanisms related 
to context-monitoring 
c) Explicit energy consumption management 
The concept of isolating various functions and restricting 

their access to specific system can also be applied to security 
in wireless environment integrated in the operating system 
itself. The best way to overcome the non realistic constraint 
of implementing the framework in each communication 
program is to integrate it in the kernel and consequently 
having an overall security control. Thus, all communication 
programs go through SARM at some stage in order to gain 
access to communication resources. 

The key challenge of SARM is the adaptation of 
Reference Monitor (RM) [3] concept for wireless 
communication and beyond data access control. The goal of 
a RM is to enforce security by forcing all processes and also 
to prevent applications from accessing any data but only 
through the reference itself. The security kernel is managed 
by security policies. We have also chosen to apply the 
autonomic computing security pattern [15] to design SARM 
by dividing it into a functional unit and a monitoring unit. In 
addition, localized trust [17] or distributed trust [18], [19] 
and [20] are good paths to explore because in some cases 
they generate low computing charge (less energy 
consumption) and give better results. Thereof, we are fitting 
perfectly the context of WSN. 

In [2], we could find all information about SARM high-
level components view. 

A. WSN- SARM 
To validate SARM, we have applied an adapted version 

of SARM, called WSN-SARM, to the application domain of 
wireless sensor network. 

1) Application Domain Main Problem 
In Wireless Sensor Networks (WSN), one of the main 

constraints is to minimize energy consumption in order to 
maximize the lifespan of the network.  

We send messages to the BS in a hop-by-hop routing 
method. While this method searches to minimize the overall 
network utilization of energy, since the power cost is in 
function of distance to the power of a parameter ranged from 
2 to 5.  

This heavy load of traffic on nodes near the BS brings 
them to deplete their energy rapidly. Thereby, it is a 
bottleneck region for the network. Unfortunately, when too 
many of those nodes run out of energy, the BS becomes 
disconnected from the network, and putting the network 
down while there may be plenty of energy remaining in 
nodes away from the BS. Therefore, it seems that energy 
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load balancing is a particularly promising way of 
maximizing the survivability of the network.  

Another problem that challenges all proposed solution is 
sinkhole attack which is a node that does not retransmit any 
received packet. 

The goal of this validation is to show that SARM adapts 
security as efficiently as possible by: 

a) keeping an appropriate level of security depending 
on the context ; 

b) whilst maximizing the overall reliability; 
c) and minimizing the power consumption. 

 
2) Metrics 

Energy metrics are Packet loss ratio that affects energy 
loss per node and the whole network energy loss which is 
important to evaluate energy efficiency at transport protocol 
for any application. 

Assuming dropped packets have a direct relation with 
energy depletion, the energy loss per node can be measured 
by [16]: 

 
Whereas the energy loss for the whole network can be 

calculated by total number of packet received by: 

 

 

Reliability of the entire network is defined as: 

 
 
We can show easily that R network = 1/(E network + 1) 

 
3) WSN-SARM Description 

In Fig. 1, we describe module by module, how SARM is 
applied to the application domain of our validation, 

becoming the WSN-SARM version. 
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Figure 1.  WSN-SARM Modules 

First of all, the security means, which can be tuned by 
SARM, are uniform packet repartition or unbalanced 
neighbors packet repartition or a set of suboptimal routing 
paths. The application preference is to maximize the usage 
time whilst keeping enough security. The gathering context 
module is used to collect and distribute trust values between 
the Base Station and Nodes (sensors). These values represent 
the trust of a sensor about its neighbors. They are 
summarized in Table I. 

TABLE I.  BEHAVIOR AND RECOMMENDED VALUE SENT BY BASE 
STATION TO SENSOR UNDER SINKHOLE ATTACK  

Sensor Behavior over neighbors Recommended value to Sensor  

Normal The packet is received (1) 

Sinkhole to neighbors’ by not 
sending packet  

The packet is lost (-1) 

 
The values are sent to the management unit for analysis 

using a Trust Function (TF) that will assert the fact which 
algorithm has to be used. In addition, the performance is 
fixed as energy saving in accordance with Application 
Preference, which is lifespan maximizing. 

Each Sensor sends packets uniformly to a number of 
Sensors within a define range according to thresholds used as 
policy. Thanks to its context gathering module the TF has all 
information to evaluate the trust. 

The management unit will integrate the Trust Function 
TF that predicts whether or not to use uniform or unbalanced 
connections depending on the output of the TF depending 
on historical values vi,j  (i packets) sent by the BS to sensor z 
about his neighbor sensor j within defined range. 

•  [ : trust of sensor z 
in sensor j and vi are sent by BS as ACK, N : number 
of all packets sent by sensor z and received by BS]  

• Threshold = rand() 
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For all j sensors 

 if (  
TF is the summation of all positive Trust over j 
neighbors 
if (TF ==0) 
 then {we send uniformly} 

 else{TF> threshold}  
  then {we send the packet to sensor j} 
End for 

V. IMPLEMENTATION AND VALIDATION METHODOLOGY 
We have implemented WSN-SARM and validated it in a 

Sensor wireless network simulation developed with 
AnyLogic, which is a simulation tool that supports all 
different simulation methodologies: System Dynamics, 
Process-centric, and Agent Based modeling. It is based on 
Real-time UML and Java object-oriented language.  

A.  Model Set-up 
Setting up our security model using table 1, one can take 

advantage of state charts to control the behavior of Sensors. 
Using AnyLogic as implementation platform agents and 
especially state-charts can be programmed very 
conveniently. In particular modifications and/or extensions 
of the final model can be handled in a simple way. 

In Fig. 2, each Agent (Sensor) starts simultaneously in a 
“Transmission” state in the “SensorStateR” and “Trust 
function” state-charts. The Agents are switched to their 
relative state (Sinkhole, Base Station, Sensors). They are 
then added to a list of the sensor whenever they are within 
his range. 

 

 
Figure 2.  State-charts: “Transmission” of agent “SensorStateR” and “TF” 

In Fig. 2, each Agent (Sensor) starts simultaneously in a 
“Transmission” state in the “SensorStateR” and “Trust 
Function” state-charts. The Agents are switched to their 
relative state (Sinkhole, Base Station, Sensors). They are 
then added to a list of the sensor whenever they are within 
his range. 

We used Agents having one of the following behaviors: 
a) Normal state and 
b) Sinkhole  

Each Agent is then processed depending on the decision 
of the monitor unit to choose a security mean or not. 
Therefore, the Agent transits to another state depending on 

the transition conditions or stand in the same state. When 
completing the transfer, the Agent returns to its initial state 
and so on. The state-chart Trust update the trust each time 
the Base Station sends an Ack. Of course, the BS is not 
limited in energy and thus is not subject to any sinkhole 
attack. 

B. Validation Methodology 
In our experiments, we have validated our proposed 

solution and analyzed the extended performance under a 
range of various scenarios. 

We have carried out simulations under 0%, 20% and 
50% sinkhole attackers. Furthermore, the network topology 
was set to random spreading or arranged uniform spreading 
of sensors. We have taken as a reference uniform packet 
distribution over the neighbors. In addition, a Time-To-Live 
TTL counter is used to avoid that a packet stay forever in the 
network and to guarantee that the consumed energy is 
limited to a maximum value when a packet is sent from the 
farthest sensor to the BS. 

To minimize the transit delay and the energy 
consumption, we have also introduced suboptimal routing 
paths as paths that have the shortest Euclidian distance to the 
BS. Indeed, if the topology of sensors is uniformly 
distributed and the sensors aren’t in the border of the square, 
there are 3 possible sensors that have the shortest distance to 
the BS.  

Normally, the BS is in the middle of the network to 
minimize the distance to the farthest sensor. Additionally, 90 
degree sector antennas are used to cover each of four squares 
to lengthen the BS range and minimizing the energy 
consumption. Sector directional antennas can be also added 
to sensors to take advantage of this technique in term of 
energy consumption [21] Therefore, we do not lose any 
generality if we put the BS in the upper left side of the 
square; rather we gain in survivability of WSN. 

 
Figure 3.  Animation interface of Arranged WSN-SARM 

Fig. 3 shows a very powerful animation interface using 
AnyLogic. The BS is placed in the upper left side of the 
square. 

Arranged sensors means that they are placed in an 
equidistant manner as depicted in Fig. 3. Random sensors 
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repartition means that the sensors are physically placed in a 
random manner. 
 

All sensors are over spread over a square topology of 
520m side length, and operating over one day of simulation 
time. In our simulations, we considered that the Base station 
was taken at the origin. The coverage of the Base Station is 
over the entire network. We fix the connection number of 
neighbors from 1 to 7. Indeed, depending on the topology of 
the network (arranged or random distributed sensors 
positions), each sensor was configured to have a maximum 
communication range equal to 50 meters. We deployed the 
Sensors in an incremental mode, from S1 to Sn. The number 
of sensors can be selected from 10 to 1000 and their 
arrangement can be selected between arranged uniformly or 
randomly. 

VI. RESULTS ANALYSIS 
During our analysis, we firstly studied the performance 

of WSN-SARM in the defined scenarii where sensors were 
arranged uniformly or at random. The performance metrics 
are network Reliability Ratio and overall network Energy 
loss within the constraints: 

a. Thanks to TTL almost the same average energy 
consumption for any packet and  

b. Balancing overall traffic over all the neighbors to 
guaranteed the network survivability.  

Secondly, we studied long-run convergence of TF used in 
WSN-SARM. 

 
We have depicted in Fig.4 and Fig. 5 the results of the 

simulation of WSN-SARM and uniform traffic balancing 
under respectively 0%, 20% and 50% of sinkhole attackers. 
We can easily conclude that SARM is largely better than 
uniform balancing. A ratio of 10 is reached within short time. 
Indeed, we have the obtained the desired effect of the 
feedback mechanism and Trust Function implemented in 
WSN-SARM. 

 
Figure 4.  Reliability of WSN-SARM under different sinkhole attacks. 

 
Figure 5.  Reliability of WSN-SARM under different sinkhole attacks. 

For comparison purpose, we plotted the WSN-SARM 
under 20% of sinkhole attackers using our Trust Function 
and without trust (No Trust) in Fig. 6. We have used all 
suboptimal routing paths to the Base Station. The results 
clearly demonstrate that the convergence is boosted to reach 
100% of Network Reliability.  

Remark: WSN-SARM constitutes a good algorithm to 
detect any sinkhole with the help of the Base Station and 
eliminates it from its connections. We can see that when the 
Sinkhole attackers are detected and inhibited by the message 
sent by BS to all sensors, the reliability of the network is 
raised and especially in case of 50% sinkhole attackers 
(many attackers) get a significant step for its convergence. 
Therefore, simulation shows that our Framework is efficient 
in this context and is tuning to achieve the best trade-off 
between security in one side and, energy loss and reliability 
in other side. 

 

 
Figure 6.  Reliability of WSN-SARM and reference. 

We have noticed that there are significant differences 
between Trust Function used by WSN-SARM and uniform 
packet distribution reference in the case of arranged Sensors. 
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We have an average ratio of 2.4 between the two cases. The 
convergence is also boosted for WSN-SARM. 

 
Figure 7.  Network Energy Loss for WSN-SARM and uniform balancing 

We have depicted in Fig. 7 energy loss of WSN-SARM 
using Trust Function and a reference case without trust under 
20% of sinkhole attackers. The convergence is rapid and the 
overall Energy loss is very rapidly minimized within WSN-
SARM.  

Since long-run simulation has a Network reliability of 1 
(estimated with an error of less than 0.1%), the system 
convergence is guaranteed. 

All the results show clear advantages of WSN-SARM 
under sinkhole attackers thanks to the looped system and the 
Trust Function efficiently.  

VII. CONCLUSION AND FUTURE WORK 
We have proposed a Security Adaptation Reference 

Monitor (SARM) based on the Reference Monitor concept 
and the Autonomic Computing Security pattern to support 
both context monitor and behavior control. The results show 
that WSN-SARM copes with reliability and network Energy 
loss under sinkhole attack even at 50% of attackers. Indeed, 
WSN-SARM constitutes a good Platform to detect within the 
Base Station any sinkhole and eliminates it from its 
connections. The results clearly show that our platform copes 
with reliability and security of the network under sinkhole 
attack, by efficiently tuning the adequate means whilst 
minimizing energy loss. 

These results encourage us to further research on other 
strategies that could automatically optimize the trade-off 
between security and energy consumption in other important 
application domains, such as mobile wireless sensor 
networks under other attacks. 
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Abstract—A federated identity management system (IdM)
must include mobile units and must provide mutual authen-
tication for client-server connections. Existing frameworks
for identity management like SAML are unlikely to apply
well to resource constrained mobile terminals like Android.
The contribution of this paper is an IdM with simpler data
representation and protocols for identity management and
authentication, which can be deployed with fewer code lines,
consume less bandwidth and require less connectivity than
traditional protocols, e.g., those based on SAML and WSSec.
The related service invocation mechanisms is designed to
support mobile services, where object methods in mobile units
can be invoked from other nodes in the network, regardless
the use of NAT units and firewalls.
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I. INTRODUCTION

The XML protocol was once proposed as a simple re-

placement for SGML, which had grown very complicated

and required large software stacks for processing. XML

on the other hand, was simple, human readable and could

be processed even with simple string operations (in case a

parser was unavailable). Current XML-based standards are

often seen to have lost this virtue, and are heavily dependent

upon a dedicated software stack for processing, as well as

they are hard to read by a human eye and even harder to

verify.

Complicated protocols with many optional properties of-

fer less interoperability than simple protocols. In the case

of Identity Management (IdM) and authentication based on

SAML [1] and WSSec [2] standards there is little interoper-

ability to see, implementations only talk to themselves. This

observation is based on unpublished experiments conducted

by the author in order to make a Java stack and a .NET

stack cooperate over a SOAP header containing WSSec and

SAML data. The large number of variables (key length,

key algorithm, key presentation, addressing formats etc.)

were not sufficiently coordinated, the implementations were

immature and software bugs added to the problem.

No one-size-fits-all solution to identity management ex-

ists, but yet it does not make sense to duplicate “stovepipe”

systems in order to accommodate the different operating

environments. What makes sense, however, is to differen-

tiate in the presentation of the data structures involved,

including the credentials used for authentication. Different

presentation layers retrieve their information from the same

storage of keys, roles and attributes, and put their trust upon

the same identification and revocation procedures (since

these procedures are costly to operate and should not be

duplicated). Different presentations could be used to improve

interoperability of an identity management system as well

as to offer services to disadvantaged equipment.

For the purpose of offering identity management services

to mobile units based on the Android platform an “exten-

sion” to an existing IdM has been built, using a presentation

layer better suited for those units.

The IdM builds on existing Public Key Infrastructures

(PKI) technology and storage services for user roles and

attributes, and offers identity management services with

related services for authenticated and encrypted service

invocation. The services employ simple protocols and a

thin presentation layer. The participant of the IdM (clients

and service providers) exchange serialized Java objects and

must therefore run on a platform with support for the Java

serializing API (like Java VM, Android Dalvik, Scala etc.)

The presented IdM is built on the principles and prototype

presented in [3], [4]. The contribution of this paper is

to show how disadvantaged nodes and networks may be

included in existing IdM systems through the provision of

an adapted presentation layer. An investigation of Message

Oriented Middleware like XMPP for IdM-related communi-

cation will also be presented.

The remainder of this paper is organized as follows: The

next section will give a general background on Identity Man-

agement. Section III will present an outline of the GISMO

IdM system. Section IV will discuss specific mechanisms

related to operation across Communitites of Interest (COI),

and Section V will present the GISMO IdMs framework

for service invocation based on PDU (Protocol Data Units)

with serialized Java objects. The use of a messaging protocol

for improved reliability and connectivity will be discussed

in Section VI, and interoperability issues related to the

dual stack situation in the GISMO IdM will be discussed

in Section VII. The paper provides a summary and some

conclusive remarks in Section VIII.

II. MOTIVATIONAL BACKGROUND

Identity Management (IdM) are collection of services and

procedures for maintaining subject information (key pair,
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roles) and to issue credentials for the purpose of authen-

tication, message protection and access control. From the

client perspective, the credentials issued by the IdM services

enables it to access many services inside a community under

the protection of mutual authentication and encryption. From

the server perspective, IdM enables it to offer credentials to

clients in order to provide mutual authentication.

A. Federated Identity Management

Several federated IdM schemes have been developed,

some of which offer single sign on (SSO) for web clients

[5], [6], [7]. The SSO protocols exploits the redirection

mechanism of HTTP in combination with cookies and

POST-data so that an Identity Provider (IdP) can authenticate

the client once and then repeatedly issue credentials for

services within the federation. This arrangement requires IdP

invocation for each “login” operation, and does not offer

mutual authentication, i.e., service authentication.

In the situation where the client is an application program

(rather than a web browser), there are more opportunities for

the client to take actively part in the protocol operations, e.g.,

by checking service credentials, contacting the IdP for the

retrieval of own credentials, caching those credentials etc.

The research efforts presented in this paper assume that the

clients enjoy the freedom of custom programming.

The usual meaning of the word “federated” is that several

servers share their trust in a common IdP for subject man-

agement and authentication. It does not necessarily imply

any trust relationship between independent IdPs so that

they can authenticate each others’ clients. For the following

discussion, we will call the group of clients and services

which put their trust in the same IdP as a community of

interest. A trust relation between independent IdPs is called

a cross-COI relation.

B. Mobile and Federated IdM requirements

An essential property of an IdM is its ability to integrate

with other components for management of personnel and

equipment.

• An IdM should be able to use resources from the

existing PKI (keys, certificates, revocation info) and

offer its services to different platforms, with different

presentation syntax and for different use cases.

• An IdM should also be able to tie trust relations with

other IdMs in order to provide accommodation for

guests and roaming clients.

• An IdM should support protocol operations for mutual

authentication.

For IdM used in mobile systems, there are requirements

related to the resource constraints found in these systems:

• A IdM for mobile operation must use the minimum

number of protocol operation, small PDU sizes and

must allow the use of caches.

C. The relation between IdM and Access Control

Services can enforce access control on the basis of the

identity of an authenticated client, or based on roles or

attributes associated with the client. For the purpose of the

accommodation of roaming users, it is absolutely necessary

to make access control decisions based on roles/attributes,

not identity. Identity based access control requires that all

roaming clients are registered into the guest IdM, which is

an unscalable solution.

The principles of Role/Attribute Based Access Control

(RBAC/ABAC) are well investigated [8]. The names and

meaning of the roles/attributes that are used to make access

decisions must be coordinated as a part of an IdM trust

relationship. For that reasons, the number of roles/attributes

used for access control needs to be kept low.

It is the obvious responsibility of an IdM to manage

the roles/attributes of a subject, some of which may enter

into access control decisions, others be used by the service

to adapt the user interface etc. The presence of subject

attributes is the main functional difference between IdM

credentials and X.509 public key certificates.

III. THE GISMO IDM ARCHITECTURE

For the purpose of authenticated service provisioning in

military tactical networks (meaning wireless, mobile, multi-

hop, multicarrier networks), an Identity Management system

has been developed under the project name “GISMO” (Gen-

eral Information Security for Mobile Operation). The system

has been previously presented in [3], [4], so its properties

are only briefly listed here:

• It uses short lived Identity Statements containing the

subject’s public key and subject attributes. No revoca-

tion scheme is necessary. Identity Statements are issued

by an Identity Provider (IdP).

• Cross COI relations are represented by ordinary identity

statement issued from one IdP to another.

• IdPs can issue Guest Identity Statements when pre-

sented with a Identity Statement issued by an IdP with

with whis it has a Cross COI relation. A guest identity

statement contains the same information, but is signed

by the different IdP.

• Authentication takes place either through a signature in

the service request, or through the encryption of the

service response.

• Supports Role/Attribute Based Access Control

(RBAC/ABAC) through the subject attributes.

• Employs, but encapsulates an existing PKI. Clients

never see X.509 certificates or revocation info.

• Identity Statements are cached and re-used during its

lifetime. An IdP is invoked to issue Identity Statements,

not to verify authenticity.

• Loose coupling between IdP and services/clients, and

between COIs. Very little redundant registration is

necessary.
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Subject Public Key

Subject Attributes

Valid from−to

Issuer Public Key

Issuer’s Signature

Subject Distinguished Name

Issuer Distinguished Name

Figure 2. The structure of the Identity Statement

The main contribution of this manuscript is an IdM for

mobile systems and the related discussion on how a common

IdM can accommodate different presentation layers.

Figure 1 illustrates the concepts and components of the

GISMO IdM. Identity establishment, key generation and

key certification happens in the (existing) PKI. Related

to a CA (Certificate Authority) domain there are several

Communities of Interest (COI) with one IdP common to

all members of that community.

The IdP issues signed Identity Statements. The structure

of the Identity Statement is shown in Figure 2.

Members of a COI only trust the signature of their IdP, so

an Identity Statement (signed by the IdP) is not valid outside

the COI unless there exists a cross-COI Identity Statement

which links the signature of the foreign IdP to the trusted

IdP. More on that later.

A. Presentation layer issues

The GISMO IdM was first developed over existing SOAP

standards like SAML, WSSec, WS-addressing etc. There are

libraries for Java that supports the processing of the struc-

tures, although somewhat incomplete and buggy. There are

also .NET components available, but we were unsuccessful

in building the IdM services on .NET. Interoperability were

therefore apparently limited to Java code based on the same

class library (Sun XWSS 2.0).

The second version of the GISMO IdM was built with a

different presentation layer. The choice was to use serialized

Java objects. Java serialization is a mature and well proven

technology, which is available for all Java platforms except

J2ME, and is also supported by the Android Dalvik virtual

machine.

Even though Java is a proprietary platform as opposed

to SAML/WSSec, the interoperability property of the IdM

actually has improved, since it now accommodates not only

J2SE platforms, but also Android Dalvik VM and pro-

gramming languages that use the same serialization engine,

e.g., Scala. Besides, the serialization engine consumes less

resources than the XWSS library and the serialization API

is straightforward and well understood.

Consequently, the second phase of the GISMO IdM

uses native Java objects (POJO) for representing identity

statements and service invocation PDUs. These objects are

TABLE I
ABBREVIATIONS USED IN THE FIGURES

Client Xa Client X of COI a

IdPa Identity provider of COI a
PKIa Validation services in domain a
Server Fb Server F in COI b
(Idx)a Identity statement for identity x, issued by IdPa
(msg)Sx Message msg signed with private key of x
(msg)Ex Message msg encrypted with public key of x

serialized during network transport. The transport protocol

of choice has been HTTP and XMPP, although any reliable

transport protocol (or messaging middleware) will do.

To summarize: the reasons for the use of native Java

objects for PDU presentation rather than XML based stan-

dards are interoperability, network efficiency and ease of

programming. The last property is of importance since this

is a prototype system for experimental study.

IV. CROSS COI RELATIONSHIPS

Any client will likely be a member of several COIs,

reflecting the diverse tasks and responsibilities of a worker

or a soldier. It is not convenient to manage the client’s

key pairs, attributes etc. in every COI. Most of them will

naturally belong to one COI, e.g., their national military

unit or the employing department, and could be regarded

as “guests” in other COIs.

The ability to authenticate across COI borders is believed

to be an essential requirement for a modern IdM. In the

GISMO IdM, this problem has been solved by the use of

Guest Identity Statements. One IdP can issue a Guest Identity

Statement if presented for an Identity Statement issued by

an IdP with which it has a trust relationship. The trust

relationship is represented by a pair of cross-COI Identity

Statements issued from one IdP to the other.

During invocation of a service in the foreign COI, the

client presents the Guest Identity Statement as a part of the

authentication process. The service trust the Guest Identity

Statement since it is issued by “its” IdP. In order for the

client to authenticate the service response, it needs the cross-

COI identity statement issued by its own IdP to the foreign

IdP so that a signature path back to its own IdP can be

made. The service signs the response, includes its identity

statement (signed by the foreign IdP), which together with

the aforementioned cross-COI identity statement forms a

signature path back to the trust anchor of the client.

Figure 3 shows the interaction between the client and

the IdPs during the issuance of identity statements. Please

observe that the cross-COI identity statements are issued

asynchronously with regard to the client operations, but

handed back to the client during issuance of a guest identity

statement. Abbreviations used in the figure are explained in

Table I.
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store
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Key store

Key store
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PKI B

COI

COI

trust relations

COI

Figure 1. The functional components of a federated IdM. Observe that the IdP serves one single COI, and the trust relations are formed between COIs,
not domains. Key management is handled by the PKI whereas the attribute management is done by the IdPs on the COI level.

(asynchronous operation)

Validate cert
name

Client Xa IdPa PKIa IdPb Server Fb

(Idx)a

(Idx)a

(Idx)b

(Idb)a

(Idb)a

Figure 3. The identity statement issuing protocol. The IdP of COI A,
termed IdPa , issues a “native” identity statement to the client, which is
given to IdPb , which in turn issues a guest identity statement. The term
PKIa denotes a set of certificate validation services in COI a.

V. SERVICE INVOCATION

For service invocation using serialized POJOs as PDUs a

number of interesting opportunities knock: The client may

simply send a parameter object to the server containing the

parameter values, and the class of the object identifies the

service method. This arrangement eliminates the need for a

separate scheme for service addressing and also eliminates

the need for separate stub/skeleton compilation.

In the server, a single Java servlet hosts all services. This

is possible since we do not address the service in a URL,

but through association with the parameter class. The URL

addresses a servlet “dispatcher” service, and the serialized

parameter object included in the POST operation controls

the dispatching process. The services are loaded dynamically

from a JAR file repository at servlet startup and deployed

through class introspection, no configuration file editing is

necessary. Consequently, the deployment of services requires

less configuration than a Java servlet.

One could argue that Remote Method Invocation (RMI)

could have been chosen rather than a home made invocation

scheme. The answer is that RMI is a full size distributed

object system, whilst what is needed here is invocation

of remote procedures. RMI is not very firewall friendly,

requires distributed garbage collection and separate stub

compilation and is over-specified for this particular purpose.

A. Authentication dependent on server state space

The authentication mechanisms assure the identity of the

client and service during service invocation. Many different

authentication protocols can be incorporated into GISMO

IdM as long as they employ a public key pair corresponding

to the information in the Identity Statement. It is also a

requirement that the authentication can be piggybacked on

the service request and should not generate separate PDUs.

Two protocols have been implemented in GISMO IdM:

1) In those cases where the request must be authenticated

before the service execution a replay protection must

be in place. Replay protection requires the server

to remember past requests (by their Nonce) for a

while, so a clock synchronization scheme and a non-

volatile stable storage must be in place (since past

requests must be be remembered also across server

incarnations). These requirements are rather costly.

2) In the case of a stateless service, where the execution

of a service request does not alter the state of the

service, replay protection is not necessary. A request

should be signed by the client in order to protect the

integrity of the message, but no Nonce for request

replay protection is included. The response is en-
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Validate cert
name

(asynchronous operation)

Client Xa IdPa PKIa IdPb Server Fb

(Idx)a

(Idx)a

(Idx)b

(Idb)a

(Idb)a

(Idx)b + (Message+Nonce+Timestamp+Servername)Sx

(Id f )b + (Response+Nonce)S f

Figure 4. The authentication protocol for the stateful service. Both the
request and response are signed with the sender’s private key as a part
of authentication process. A timestamp, a nonce and the server’s name is
included for replay protection.

Validate cert
name

(asynchronous operation)

Client Xa IdPa PKIa IdPb Server Fb

(Idx)a

(Idx)a

(Idx)b

(Idb)a

(Idb)a

(Idx)b + (Message+Nonce)Sx

(Id f )b + (Response+Nonce)ExS f

Figure 5. The authentication protocol for the stateless service. Requests are
not reply protected since this is not considered as a threat, but the response
need to be protected for reasons of response replay and information
compromise. For the sake of integrity protection, the request is signed.
The encryption of the response is a part of the authentication scheme, not
a privacy measure.

crypted with the client’s public key, making it useless

for everyone but the holder of the private key. To a

stateless server, replayed requests are not a threat and

protection is not needed. Requests still need a Nonce

for reasons of response replay protection, but that does

not increase the state space in the client.

Figures 4 and 5 shows the two variants as an interaction

diagram. The interactions shown with dotted lines are related

to IdP operations and discussed in more detail in Figure 3.

B. Authentication during Identity Statement Issuance

Authentication also takes place during Identity Statement

issue operations. The client simply signs the request with

its private key. If the requested Identity Statement contains

the corresponding public key the client is regarded as

authenticated.

The Identity Statement is generally a public document and

the need for authenticated requests does not always seem

apparent. It is, however, likely that some subject attributes

are sensitive since they reveal information about the subject’s

authorizations. For that reason, only authenticated requests

are given the full attribute set in the Identity Statement,

others receive a subset of the attributes. The selection takes

place over a simple attribute name prefix convention.

VI. MESSAGING PROTOCOLS

In a wired private network where capacity and reliability

suffice, and there exist IP routes between the nodes that

wish to communicate, the HTTP protocol works just fine for

IdP operations and service invocations. For mobile networks

this is not necessarily the case: they are slow, unreliable and

consists of several partitions connected with application level

gateways (from reasons of security and traffic control).

In the context of the experimental study of the GISMO

IdM, an XMPP (eXtensible Messaging and Presence Proto-

col) network was already in place for chat communication.

Through the XMPP routers (working as application gate-

ways) otherwise isolated networks (where no IP route exists

between them) can exchange chat messages. The XMPP

system provides reliable and “persistent” communication in

the sense that messages are stored in XMPP routers if they

are undeliverable for the moment.

A. Service provision by mobile units

A messaging system creates reachable endpoints for

nodes, which are disconnected at the IP layer. Nodes which

reside behind a NAT unit or a firewall are unreachable from

the outside world at the IP layer, yet a messaging system

can send them messages. Through the XMPP protocol a

mobile node can receive service requests as any other service

provider. The prototype system uses a very simple service

container (not a servlet), which is easily portable to a mobile

Android based unit.

B. Synchronization and message persistence

The use of an “persistent” communication layer under-

lying an RPC system poses interesting problems related

to recovery and resynchronization. In those cases where a

client does not receive a timely response it simply aborts the

operation and sends a similar request later. The server may

have processed the first request and the response may simply

be delayed. The client may now receive the delayed response

as the apparent response to the repeated operation, which

will be discarded. A “forward synchronization” scheme

solved that problem. Under some circumstances, the XMPP

nodes can be instructed not to store messages if they are of

a “headline” type.

VII. SOAP VS. POJO INTEROPERABILITY

The GISMO IdM contains nodes which use different pre-

sentations for Identity Statements and service invocations. In
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order for two nodes to communicate, they must use the same

communication stack, including the presentation layer. A

client using serialized POJOs can therefore not communicate

with an IdP or a service requiring SOAP message syntax

and vice versa. For a client to reach the services it needs

regardless its choice of presentation syntax three approaches

can be taken:

1) Make services (and the IdP) dual-stack.

2) Make a general proxy for automatic conversion be-

tween the presentation forms (POJO and SOAP), e.g.,

based on JAXB.

3) Make a specific proxy for each service

Option 1 is a possible solution, but do carry a rather

high cost in terms of software footprint and deployment

configuration. Since SOAP services cannot employ the pa-

rameter class association scheme explained in Section V, the

automatic deployment mechanism must be replaced with a

manual configuration procedure.

Option 2 has not been studied in detail, but requires

a combination of WSDL-compilation and JAXB-assisted

conversion. It is not likely to be possible to convert on-

the-fly any POJO to a SOAP message which conform to the

WSDL-file of a particular web service.

Option 3 has been studied and tested, and represents an

attractive approach. A service which takes the parameter

values and passes them to a precompiled web services stub

(generated by the WSDL compiler). The return value from

the stub is passed back to the caller of the POJO service.

Example code lines required for this function are shown

below:

public class MainClass {

public Serializable service(WeatherRequest wr,

Properties props) {

try {

Weather w = new Weather();

String result = w.getWeatherSoap()

.getWeather(wr.town);

return result;

} catch (Exception e) { return e; }

}

}

Option 3 is also attractive since it gives the developer

control over service aggregation and orchestration. One

service call to a POJO service need not be passed on as one

single web service invocation. Many individual calls may be

made, and they may be sequenced or tested in any manner.

Aggregated operations are useful because they potentially

reduce the network traffic to and from the mobile unit, which

is likely to be connected through a disadvantaged link. The

proxy can even cache results for subsequent service calls.

For options 2 and 3 there is a problem related to signature

values. Equivalent POJO and SOAP messages will have

different signature values, and the integrity of the message

is broken during a conversion. The proxy can sign the

converted object using its own private key, which would

require that the service accepts that the proxy vouches for

the original client in the authentication phase.

VIII. CONCLUSIONS

A number of problems related to identity management

of mobile units have been presented and discussed in this

paper. Rather than the deployment of a separate IdM with

a presentation layer and protocols adapted to a mobile

environment, the addition of a separate presentation layer

to an existing IdM has been proposed. The architecture of

this IdM, including technical details of the use of serialized

Java objects (POJO) has been described. Also, a simpler

authentication protocol with fewer round trips and smaller

PDUs have been proposed.

The use of serialized POJOs in the service invocation

opens up interesting opportunities for easier construction and

deployment of services. These aspects have been studied and

described in the paper.

Future research in this field is planned to be targeted on

concept demonstration in military exercises. The frameworks

and suggested programming patterns will be tested in a

medium scale mobile networks where military technology

from several NATO countries will be tested with cooperation

and interoperability in mind. During these experiment the

protocols’ ability to sustain service in disadvantaged net-

works with low bandwidth and episodic connectivity will

be tested under realistic conditions.

REFERENCES

[1] N. Ragouzis, J. Hughes, R. Philpott, E. Maler, P. Madsen, and
T. Scavo, Security Assertion Markup Language (SAML) V2.0
Technical Overview, OASIS Committee Draft, March 2008.

[2] K. Lawrence and C. Kaler, Web Services Security: SOAP
Message Security 1.1, OASIS Standard Specification, 2004.

[3] A. Fongen, “Identity management without revocation,” in SE-
CURWARE 2010. Mestre, Italy: IARIA, July 2010.

[4] ——, “Architecture patterns for a ubiquitous identity manage-
ment system,” in ICONS 2011. Saint Maartens: IARIA, Jan.
2011.

[5] “Shibboleth.” [Online]. Available:
http://shibboleth.internet2.edu/ [retrieved November 9,
2010]

[6] “OpenID.” [Online]. Available: http://openid.net/ [retrieved
November 9, 2010]

[7] “The Libery Alliance.” [Online]. Available:
http://www.projectliberty.org/ [retrieved November 9, 2010]

[8] R. Sandhu, D. Ferraiolo, and R. Kuhn, “The NIST model for
role-based access control: towards a unified standard,” in RBAC
’00: Proceedings of the fifth ACM workshop on Role-based
access control. New York, NY, USA: ACM, 2000, pp. 47–
63.

82Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9

SECURWARE 2011 : The Fifth International Conference on Emerging Security Information, Systems and Technologies

                           91 / 141



A Scalable Architecture for Countering
Network-Centric Insider Threats

Faisal M. Sibai
Volgenau School of Engineering

George Mason University
Fairfax, VA 22030, USA
Email: fsibai@gmu.edu

Daniel A. Menascé
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Abstract—Dealing with the insider threat in networked en-
vironments poses many challenges. Privileged users have great
power over the systems they own in organizations. To mitigate
the potential threat posed by insiders, we introduced in previous
work a preliminary architecture for the Autonomic Violation
Prevention System (AVPS), which is designed to self-protect
applications from disgruntled privileged users via the network.
This paper extends the architecture of the AVPS so that it
can provide scalable protection in production environments. We
conducted a series of experiments to asses the performance of the
AVPS system on three different application environments: FTP,
database, and Web servers. Our experimental results indicate
that the AVPS introduces a very low overhead despite the fact
that it is deployed in-line. We also developed an analytic queuing
model to analyze the scalability of the AVPS framework as a
function of the workload intensity.

Keywords-insider threat; scalability; network security.

I. INTRODUCTION

Defeating the insider threat is a very challenging problem
in general. An insider is a trusted person that has escalated
privileges typically assigned to system, network, and database
administrators; these users usually have full access and can
do almost anything to the systems and applications they
own. Users with escalated privileges within an organization
are trusted to deal with and operate applications under their
control. This trust might be misplaced and incorrectly given to
such users. It is extremely difficult to control, track or validate
administrators and privileged user actions once these users
are given full ownership of a system. The recent disclosure
by Wikileaks of U.S. classified embassy foreign policy cable
records provides a perfect example of an insider attack [1].
In this disclosure, an insider with unfettered access to data at
his classification level was able to access data over a secure
network using laptops that had functional DVD writers. Our
approach to mitigate the insider threat allows for users or
groups of users to be treated differently despite having the
same classification level [2]. The approach limits and controls
network access through an in-line component that checks
access to specific applications based on policies that can be
as specific or granular as needed.

In our prior work, we introduced a framework that self-
protects networks in order to mitigate the insider threat [2].

The framework, called AVPS (Autonomic Violation Preven-
tion System), controls and limits the capabilities provided to
administrators and privileged users in organizations. AVPS
concentrates entirely on detecting and preventing usage policy
violations instead of dealing with viruses, malware, exploits,
and well-known intrusions. In our implementation, the AVPS
monitors events and takes actions for conditions that occur, as
specified by Event-Condition-Action (ECA) commonly used
in security-centric systems and autonomic computing [3]. Our
prior work does not address scalability though.

The design of the AVPS architecture must consider scalabil-
ity, manageability, application integration, ease of use, and the
enforcement of separation of duties. There has been prior work
in this area at the application, host, and network levels [4], [5],
[6], [7], [8]. The previous methods have applied self-protecting
capabilities by either considering single applications on the
host or more towards vulnerabilities, malware, exploits and
traditional threats.

This paper significantly extends our previous work ([2])
in that it presents a scalable AVPS architecture and supports
its design with experimental results and theoretical queuing
modeling. We present here the results of experimental evalu-
ations of the AVPS architectures as well as the analysis of its
performance overhead on three different types of application
servers: FTP server, database server, and web server. We
specifically measured the average throughput, average transfer
time, average CPU utilization, and provided 95% confidence
intervals for all three measurements. We also used a queuing
theoretic analytic model to predict the scalability of AVPS for
different workload intensity values for these three types of
applications

The rest of the paper is organized as follows. Section II
presents some of the major challenges and requirements faced
in the design of AVPS. The next section presents a scalable
architecture for the AVPS framework. Section V presents an
experimental evaluation and a full performance and scalability
analysis of AVPS. Finally, Section VI presents the conclusion,
final remarks, and future work.

II. CHALLENGES AND REQUIREMENTS

The following major challenges play a primary role in the
success of the AVPS framework: scalability in production en-
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vironments, support for encrypted network traffic, integration
with multiple types of application servers on the network, and
ease of deployment in large production environments. This
paper mainly addresses scalability and performance issues and
sheds some light on all four challenges.

Scalability is an absolute requirement for production en-
vironments. The AVPS solution is an in-line solution that
intercepts every single packet that traverses the local area
network that is destined to an application server. Therefore,
it could become a focal point and a possible bottleneck. The
primary goal of our solution is to scale with growing network
and application demands. The AVPS architecture should allow
for horizontal scaling to cope with high-volume environments.
This requirement is further discussed in more detail in the
following sections.

Encryption is another important challenge in the design of
our solution. SSH and SSL are widely used in local area
networks for information retrieval and administration of ap-
plications and devices. The AVPS performs packet inspection
on some or all (depending on the application) packets that
pass through it. This poses a challenge that is handled in
our solution through one of the following methods: (1) de-
crypting the traffic that passes through the AVPS and then re-
encrypting it for delivery to its destination using viewSSLd [9]
or netintercept [10] for example, (2) completely off-loading
the encryption/decryption requirements to external hardware-
based devices that sit before and after the AVPS, or (3) decrypt
the traffic by having a legitimate man-in-the-middle host that
decrypts and re-encrypts the traffic and delivers it to the
destination [11]. This paper does not discuss encryption in
any further detail.

Application server integration is also extremely important.
With the wide range of applications deployed in production
environments, the AVPS framework must be capable of in-
terpreting and understanding requests and responses that it
intercepts. The AVPS is based on intercepting, not necessarily
inspecting, every single packet initiated by a host that is
delivered from and to an application. This makes application
integration completely possible and achievable. Policies de-
ployed on the AVPS are customizable to the desired granularity
level and types of attributes (e.g., from very generic, such as IP
or user level, to very specific, such as IP, user, application type,
request, and response). Thus, it is completely up to the AVPS
owner to specify the granularity of what should be inspected
and what should be ignored.

Finally, the successful deployment of AVPS in large en-
vironments is crucial. The AVPS solution should be easy
to deploy and maintain and should be capable of handling
heavy traffic loads. Current environments have hundreds if
not thousands of servers with networks that are capable of
handling and processing 100 to 1000 Mbps of traffic. A
solution that handles thousands of servers through a handful
of clustered AVPS compute nodes is part of the architecture
discussed in the remaining sections of this paper.

III. SCALABLE AVPS ARCHITECTURE

For the AVPS to achieve its goal of solving the insider
threat problem, it must be placed in-line between clients and
internal application servers. This way, the AVPS is capable
of intercepting every single packet that flows from clients to
applications and back in order to take the correct actions when
a rule in a policy is matched.

Figure 1 depicts the architecture of the AVPS framework.
Performance and high availability are extremely important
since the AVPS is located between the clients and the ap-
plication servers. Traffic coming from a pool of M clients
goes through a load balancer that handles incoming requests.
The load balancer forwards the traffic to one of N AVPS
engines that process and inspect the incoming traffic. The
AVPS engines compare traffic policies that contain rules and
actions on how to handle traffic. The policies are stored
on a database local to the AVPS engine or on an external
database shared by all AVPS engines. Events are stored on a
centralized database. Actions are taken on traffic once a rule
in a policy has been matched. Examples of possible AVPS
actions include dropping, blocking, or replacing traffic as it
traverses the engine on its way to application servers. Let there
be K different types of applications servers (e.g., FTP server,
database server, Web server).

Fig. 1: Architecture of the AVPS framework.

Figure 2 depicts the steps taken by the AVPS engine.
Traffic is first received by a layer 2 bridge that is responsible
for handling incoming and outgoing traffic. Traffic is then
forwarded to the normalization and processing module where
packets are broken down into pieces that can be matched
against rules. Traffic is then matched against policies and rules
that are pre-loaded into memory. If there is a rule match, an
event or action is generated. Finally, if an event or action
occurred, it is logged into a database.

As an example of the advantage of using the AVPS architec-
ture, consider a scenario with multiple database servers scat-
tered over a large geographically distributed network. Assume
that a top secret table is replicated in every database server and
that we want to have fine access control to this table. Using
conventional access control methods, we would be able to limit
specific users or roles from accessing the table. This would
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Fig. 2: Steps of the AVPS engine.

require manually setting these controls on every database
server. This approach has several drawbacks: (1) Manually
setting access controls into each server is time consuming
and might have a high error rate. (2) This method requires
an administrator to know all of the DB servers that live on
the network; newly installed DB servers or even covert ones
may be missed. (3) The DB owner actually does the changes
with no oversight, which contradicts the separation-of-duties
concepts. (4) Last but not least, it would be almost impossible
with traditional access control methods to limit access for
a specific population of administrators or privileged users,
coming from a specific location on the network, accessing the
information at a specific time and targeting a specific table.

The AVPS is designed to block detected violations that
match specific rules in a policy. Therefore, the AVPS reduces
or possibly completely eliminates the drawbacks listed above.
The AVPS is also tamper resistant. It enforces a separation-
of-duties policy, i.e., the primary application system owner
has no control over the AVPS policies [2]. The AVPS can be
deployed to carry insider and regular user traffic or to only
carry insider traffic. The proper deployment depends on how
the network is setup and on how the network is segmented.

Emerging technologies, such as new network TAPs (e.g.,
Network Critical V-line TAP [12]), that can handle 1/10 Gpbs
traffic and allow in-line functionality without introducing a
single point of failure, make systems such as AVPS possible
to implement without fault-tolerance concerns.

IV. AVPS VS. OTHER SOLUTIONS

Our prior work [2] distinguishes the AVPS from other
systems such as IPS, Firewalls, Host based IPS and Network
Admission Control/Network Access Control (NAC). We use
Intrusion Prevention Systems (IPS) and Intrusion Detection
Systems (IDS) in this paper interchangeability. The only dif-
ference between the two is that IDS is considered a passive net-
work monitoring system and IPS is considered an active\inline
network monitoring system. Traditional IDS/IPS systems tend
to concentrate on users that do not have access to the system
and try to exploit, hack, or crack into it. Other enhanced
IPS/Firewall systems such as IBM Proventia [13] or Cisco
ASA [14] do have enhanced context-aware security but lack
insider threat defeating capabilities. The AVPS, on the other
hand, is designed with the insider threat in mind. Our current
AVPS implementation relies on well-known methods used in
traditional IDS/IPS for the detection of insider attacks. In our

in-progress work we are working on enhancing the detection
capabilities of the engine to incorporate self-learning/self-
adaptation rule learning, enhance application integration and
interaction, include user roles and responsibilities and have
better session management and detection capabilities which
current IDS/IPS systems either lack or have weak functional-
ity.

V. PERFORMANCE ASSESSMENT OF AVPS

This section presents an experimental evaluation of the
AVPS in a controlled environment. We describe the experi-
mental testbed, analyze the results, and present a scalability
analytical model based on the M/M/N//M queuing model.

A. Experimental Environment

We based our experiments on three different applications:
FTP, database, and Web server. The specification of the
environment and the experimental testbed is shown in Fig. 3.

In this environment, the client requests services from ap-
plication servers, which respond to the requests. All traffic
between client and server is monitored and inspected by
the AVPS. A controlling host controls the environment and
collects the results of the experiments (see Fig. 3).

Apache JMeter 2.4 [15] was used on the client to conduct
both FTP and Web experiments. We measured the average
throughput and average transfer time in both cases. For the
database experiment, mysqlslap [16] was used to measure the
average response time.

On the AVPS we used Snort-inline 2.8.6.1 [17]. Snort is
highly used in academic IDS/IPS research experiments. Other
tools are also used in academic research (e.g., Bro [18] and
EMERALD [19]). We used Linux iptables [20], a firewall
package installed under RedHat, Fedora, and Ubuntu Linux,
in conjunction with Snort in-line to filter packets as they come
into the AVPS and leave. We used MySQL 5.1 [21] to store
events and event packet captures. We used BASE [22] to query
the DB and display the events in the browser.

We configured three different application servers: (1) vsftpd
2.3.2 FTP server [23], (2) MySQL 5.1 DB [21], and (3)
Apache 2 Web server [24].

Fig. 3: Experimental environment.
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We customized the Snort configuration file to meet the
AVPS requirements. All default rules that come with Snort
were disabled and our own policies were added inside lo-
cal.rules. We configured Snort to output events into a MySQL
database.

The client and server are connected directly to the AVPS as
shown in Fig. 3. All three machines are also connected via a
second network card to a switch. The controlling host is also
connected to the switch to control and collect the results from
all three machines.

B. Experimental Results

In this and the following section we show the very little
overhead that the AVPS adds in the worst case when traffic
passes and is processed by it and alerts are generated. An
ideal situation would block the violating traffic without further
processing. This causes very little CPU overhead. In this
section, we provide measurements for average transfer times
and throughputs with 95% confidence intervals, and average
and maximum CPU utilization values.

For each application server type, we conducted two types
of experiments. The first consisted of manually submitting 10
requests to the application server. This was used to measure
the average transfer time, query response time, and throughput.
The second consisted of automatically submitting 30 requests
to the application server, in sequence with no think time. This
process was used to measure the average and maximum CPU
utilization of the AVPS engine.

The manual experiments considered the following four
scenarios: (1) No AVPS, client and application servers are
connected to a 1000-Mbps switch. (2) Client and server are
connected to the AVPS but the engine is disabled, traffic is
only being bridged. (3) The AVPS is enabled and no rules
match the traffic (either because no policies are loaded or
because the loaded policies do not trigger a violation). (4) The
AVPS is enabled, detects a violation on all rules checked, and
generates an alert, which is stored in a database. However, the
AVPS is configured not to block the traffic. It should be noted
that case (4) above is the one that generates the largest possible
overhead because all rules generate a violation, an unlikely
event in practice, and traffic flowing through the AVPS is not
decreased due to matching offending requests. Thus, all results
presented in what follows for scenario (4) represent a worst-
case performance scenario.

The automated experiments were used to measure average
and maximum CPU utilization of the AVPS engine and
consider the following four scenarios: (1) Same as (2) above.
(2) Same as (3) above. (3) Same as (4) above. (4) Same as (4)
above but the AVPS is configured to block the traffic. Case
(3) above is also a worst-case performance scenario for the
reasons outlined above. Case (4), the blocking case, is the
ideal operational situation. In that case, blocked traffic does
not contribute to network and application server load.

The FTP results are discussed in what follows. Table I
shows, the measured results for the average throughput (in
KB/sec) and average transfer time (in msec) for 10 manually

File Size → 100 KB 1 MB 10 MB 100 MB
Average throughput (KB/Sec) with 95% confidence interval

No AVPS, switching 327.0 ±
7.01

2811.9
± 48.00

9834.2
± 38.48

13395.3
± 90.12

AVPS, process not on 331.1 ±
5.30

2754.7
± 35.57

9984.4
± 56.32

13539.5
± 94.95

AVPS, process on
but not matching

330.0 ±
5.92

2754.9
± 45.45

9756.8
± 29.41

13257.5
± 57.54

AVPS, matching and
policy applied

332.6 ±
4.71

2746.4
± 34.38

9841.2
± 77.32

13300.8
± 78.88

Average transfer time (msec) with 95% confidence interval
No AVPS, switching 307.2 ±

6.87
365.3 ±
7.16

1043.2
± 4.17

7647.6 ±
51.59

AVPS, process not on 302.8 ±
5.05

372.3 ±
4.81

1025.9
± 5.97

7566.4 ±
52.39

AVPS, process on
but not matching

304 ±
5.77

372.7 ±
6.5

1049.6
± 3.16

7725.2 ±
33.3

AVPS, matching and
policy applied

301.3 ±
4.44

373.4 ±
4.74

1041.1
± 8.10

7701.2 ±
44.95

Average CPU utilization (%) with 95% confidence interval
AVPS - bridging only 0.02 ±

0.01
0.04 ±
0.03

0.05 ±
0.01

0.05 ± 0

AVPS enabled, not
matching

0.02 ±
0.01

0.3 ±
0.06

1.44 ±
0.20

2.11 ±
0.06

AVPS enabled,
matching, not
blocking

0.20 ±
0.06

0.79 ±
0.17

3.90 ±
0.51

6.12 ±
0.17

AVPS enabled,
matching, blocking

0.09 ±
0.02

0.12 ±
0.02

0.10 ±
0.02

0.12 ±
0.03

TABLE I: FTP results

submitted requests using JMeter for four different file sizes:
100 KB, 1 MB, 10 MB and 100 MB. Results include 95%
confidence intervals for all file sizes.

In the case where we check against a rule (case (4) in the
manual experiments), we loaded into memory the following
rule that alerts when user “appserver” tries to log into a specific
FTP server.

alert tcp any any → FTPserver any (classtype:attempted-
user; msg:“Snortinline Autonomic FTP event”;content: “
appserver”;nocase;sid:2;)

From Table I, we see that the differences, respectively, in
average throughput and average transfer time for any of the
various file sizes are either statistically insignificant at the 95%
confidence level (e.g., for 100 KB and 1 MB files) or are very
small (e.g., less than 1.8% different for 10 MB and 100 MB
files). This means that there is little or no difference between
the case when the AVPS process is disabled (case (2)) and the
case where the AVPS engine is enabled and all rules checked
generate a violation, but traffic is not blocked (case (4)). This
is expected behavior since the AVPS does not inspect packets
that contain file data being transferred. It only inspects the
initial administration and request commands. Thus, the AVPS
has no or very little impact on throughput and transfer time.

For the CPU measurements discussed below, we used the
automated submission scenario. We load into memory the
following rule that blocks a user when he/she tries to access
a specific FTP server using “appserver” by replacing it with
“*********”.
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alert tcp any any → FTPserver any (classtype:attempted-
user; msg:“Snortinline Autonomic FTP block”; content: “
appserver”; nocase;replace:“*********”;sid:2;)

Table I shows the measured average CPU utilization of the
AVPS engine for 30 automated requests with zero think time
using JMeter for four different file sizes: 100 KB, 1 MB,
10 MB and 100 MB. The figure also shows 95% confidence
intervals.

Table I shows that the CPU utilization grows linearly with
the file size. For large files (e.g., 100 MB) we see an average
6.12% utilization when the AVPS is matching but not blocking.
This is considered the worst case but is still considered very
small and almost has no effect on the traffic traversing or being
processed. If we consider the blocking situation (the default
action in an ideal AVPS deployment), we see an average
of 0.11% utilization, a negligible overhead. This is expected
because in this case, data packets are blocked and are not
processed any further.

For the database server experiments we built a database
of customers, orders, and order items and developed three
different queries. Query Q1 returns the list of all items of all
orders submitted by all customers for a total of 51,740 records.
Query Q2 returns one record with the number of customers in
a geographical region. This query needs to scan 50 customer
records. Finally, query Q3 returns the dollar amount of all
orders placed by customers in a given geographical region.
While this query returns only a number, it needs to do
significant work on the database to obtain the result.

Table II shows the measured average response time (in sec)
for 10 manually submitted queries using mysqlslap for the
three different queries and for the four scenarios described
above. The table also shows the 95% confidence intervals for
all queries.

For the case in which rules generate a violation alert but no
traffic is blocked, we loaded into memory the following rule
that alerts when a user tries to access “companyxyz” database
located at a specific DB server.

alert tcp any any → DBserver any (classtype:attempted-
user; msg:“Snortinline Autonomic DB event”;content: “
companyxyz”;nocase;sid:2;)

We can see from Table II, that the worst case appears
in Q1, which returns 51740 records. For Q1 the differences
between no AVPS and AVPS matching is almost 5 msec, or
13% additional overhead. We consider the extra time to be
small given the large number of records returned. In fact,
the overhead is approximately 0.08 µsec per record returned.
For queries Q2 and Q3 we can see almost no overhead given
that both only return one record. In fact, for Q3, there is no
statistically significant difference at the 95% confidence level
between the no AVPS and AVPS matching cases. For Q2, the
difference in response time is small and equal to 1.2 msec.

It is important to note that the largest component of the

Query → Q1 Q2 Q3
Average response time (msec) with 95% confidence interval

No AVPS, switching 31.6 ± 0.24 10 ± 0.31 10.6 ± 0.39
AVPS, process not on 32.4 ± 0.24 10.2 ± 0.2 10.8 ± 0.57
AVPS, process on but
not matching

36.4 ± 0.24 11 ± 0.31 10.6 ± 0.24

AVPS, matching and
policy applied

36.2 ± 0.57 11.2 ± 0.2 11.2 ± 0.37

Average/Maximum CPU utilization (%)
AVPS - bridging only 0.024/0.15 0.045/0.23 0.007/0.04
AVPS enabled, not
matching

0.43/1.51 0.01/0.05 0.058/0.3

AVPS enabled, match-
ing, not blocking

1.57/4.75 0.152/0.43 0.23/0.71

AVPS enabled, match-
ing, blocking

0.220/1.49 0.262/1.14 0.221/1.05

TABLE II: DB results

response time is the transfer time over the network and not
processing time at the DB server. We measured Q1, Q2, and
Q3 directly at the server and we found that Q1 takes14 msec to
execute, and Q2 and Q3 take virtually zero seconds to execute.
The difference in execution time between Q1 and the other two
queries lies on the fact Q1 has to output a very large number of
records. Thus, the average transfer time for case (4) for query
Q1 is 22 msec obtained by subtracting the average response
time at the client (i.e., 36 msec) from the server execution
time of 14 msec.

As before, the CPU utilization experiments use the au-
tomated submission process. In the cases where we block
against a rule, we load into memory the following rule that
blocks a user when he/she tries to access the “companyxyz”
database located at a specific database server by replacing it
with “**********”.

alert tcp any any → DBserver any (classtype:attempted-
user; msg:“Snortinline Autonomic DB block”; content:“
companyxyz”; nocase;eplace:“**********”;sid:2;)

Table II shows the measured average and maximum (after
the “/”) CPU utilization of the AVPS engine for 30 automated
requests with zero think time using JMeter for queries Q1, Q2,
and Q3. The minimum CPU utilization was zero in all cases.

In Table II, we notice that the average CPU utilization does
not fully reflect the actual CPU utilization due to the very
low amount of time that it takes to process a request over
the network. The maximum CPU utilization provides a better
view of the actual utilization encountered. We can see again
that the worst case occurs with a maximum CPU utilization of
4.75% for Q1 when the AVPS is matching but not blocking.
This overhead is considered very small and almost negligible
given the number of records returned. The other queries have
a maximum of 1.14% utilization, which is extremely low and
can almost be completely ignored. In the case of blocking (last
row), we see extremely low overhead for the worst case (Q1)
that has a maximum of 1.49% utilization. Again, in an ideal
environment a blocking policy would be in place.

The results of the experiments in a Web server environment
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File Size → 518 KB
Average throughput (KB/sec) with 95% confidence interval

No AVPS, switching 43038 ± 1675.01
AVPS, process not on 33861 ± 902.16
AVPS, process on but not matching 23385 ± 372.36
AVPS, matching and policy applied 17938 ± 676.78

Average transfer time (msec) with 95% confidence interval
No AVPS, switching 6.1 ± 0.23
AVPS, process not on 7.7 ± 0.21
AVPS, process on but not matching 11.1 ± 0.18
AVPS, matching and policy applied 14.6 ± 0.47

Average CPU utilization (%) with 95% confidence interval
AVPS - bridging only 0.03 ± 0.04
AVPS enabled, not matching 0.24 ± 0.45
AVPS enabled, matching, not blocking 0.54 ± 1.04
AVPS enabled, matching, blocking 0.15 ± 0.11

TABLE III: Web results

are shown in Table III, which presents the average throughput
(in KB/sec) and the average transfer time (in msec), with 95%
confidence intervals, for 10 manually submitted requests using
JMeter for a Web page of 518 KB. In the cases where we check
against a rule but do not block, we loaded into memory the
following rule that alerts when a user tries to access the page
“notallow.html” located at a specific webserver.

alert tcp any any → Webserver any (classtype:attempted-user;
msg:“Snortinline Autonomic web event”;
content:“notallow.html”;nocase;sid:2;)

Table III indicates that the average throughput is reduced by
56% when the AVPS is running, matching, and not blocking
as compared with the case of no AVPS. The response time
difference in that case (see Table III) increases 2.28 times.
However, the increase in time units is only 8.2 msec for a
large web page (i.e., 518 KB). This increase in response time
is hardly noticeable by a human being. It should be noted that
in the Web case, the AVPS has to inspect every single packet
of a Web page.

Table III indicates that the CPU utilization results for the
web case are equally low as in the previous cases.

C. Scalability Analysis

The experiments reported in previous sections allow us
to determine the execution time and overhead of running
applications protected by the AVPS system. This section uses
a queuing-theoretic model to explore the scalability of our
proposed approach. We assume that there are M clients that
submit requests that are initially processed by one of N AVPS
engines, which then send the requests to an application server
(AS) (e.g., FTP server, database server, Web server). Each
client pauses for an exponentially distributed time interval,
called think time, before submitting a new request after a reply
to the previous request has been received. The average think
time is denoted by Z. See Fig. 4 for a depiction of the model.

We also assume that the average time to process a request,
not counting time waiting to use resources at the AVPS and the
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Fig. 4: AVPS analytic model.

application server, is exponentially distributed with an average
equal to x̄.

We can use the results of the M/M/N//M queue (see [25])
to obtain the probabilities pk of having k requests being pro-
cessed or waiting by either the AVPS or the application server.
The M/M/N//M queue models a variable service rate finite-
population of M request generators that alternate between
two states: (1) waiting for a reply to a submitted request and
(2) thinking before submitting a new request after receiving a
reply to the previous request.

The probabilities pk are then given by

pk =

{
p0 (x̄/Z)k M !

(M−k)! k! 0 ≤ k ≤ N

p0 [x̄/(N Z)]k M ! NN

(M−k)! N ! N < k ≤ M
(1)

where

p0 =

[
N∑

k=0

(
x̄

Z
)k

M !

(M − k)!k!
+

M∑
k=N+1

(
x̄

N Z
)k

M ! NN

(M − k)!N !

]−1

(2)
We can now compute the average number, N̄ , of requests
being processed or waiting to be processed by the AVPS +
application server system as

N̄ =

M∑
k=1

k pk (3)

and the average throughput X0 as

X0 =

N∑
k=1

k

x̄
pk +

M∑
k=N+1

N

x̄
pk (4)

The average response time, R, can be computed using Little’s
Law [26] as R = N̄/X0.

The workload intensity of such a system is given by the
pair (M,Z). An increase in the number of clients M or a
decrease in the think time Z imply in an increase in the rate
at which new requests are generated from the set of clients. As
the processing time x̄ increases, contention within the system
increases and requests tend to spend more time in the system
instead of at the client. In the extreme case, pM ≈ 1 and
pk ≈ 0 for k = 0, · · · ,M − 1. When that happens, N̄ → M ,
X0 → N/x̄, and R = N̄/X0 → M x̄/N . In other words, the
response time grows linearly with M at very high workload
intensities.

We now use the x̄ values obtained in our measurements
from Section V-B to analyze the scalability of the AVPS for
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an FTP server, database server and web server under the same
conditions shown in the previous sections and for a single
AVPS engine (i.e., N = 1). Note that the values of x̄ used
here correspond to the worst-case scenario in the automated
tests, i.e., case (3) in which all rules generate a violation and
an alert but traffic is not blocked.

Server type x̄
FTP Server 100 KB 0.360 sec

1 MB 0.513 sec
10 MB 1.050 sec

100 MB 8.100 sec
DB Server Q1 41.6 msec

Q2 14.8 msec
Q3 15.6 msec

Web Server 518 KB 12.1 msec

TABLE IV: Average Service Time x̄ for the FTP Server, DB
Server and Web Server Applications.

Figure 5 shows the average file transfer time R when the
number of clients varies from 5 to 30 for an average think
time equal to 10 sec. The AVPS is enabled, matching packets
against the policy, but not blocking bad transfers. If blocking
were enabled the transfer time would be reduced since some
files would not be transferred. As expected, for each file size,
the average transfer time increases with the file size. For large
files (e.g., 100 MB) and for this value of the think time,
the system is close to saturation and the average transfer
time increases almost linearly with the number of clients, as
discussed above. For example, R = 233 sec for M = 30. This
value is very close to 30× x̄ = 30× 8.1 = 243 sec. For half
the number of clients, R is 111.5 sec, which is almost half
the value for M = 30. But, even in this worst case, the FTP
server with the AVPS system scales linearly with the number
of clients.

Before saturation is reached, the increase in average transfer
time is more than linear, as can be seen for example in the 10
MB file size case. For example, the value of R for M = 30
is about 3.4 times higher than for M = 15. However, as M
increases way past M = 30 for 10-MB files, the system will
saturate and the transfer time will increase linearly with M .

Figure 6 shows the average response time, R, for the result
of queries Q1, Q2, and Q3 defined in Section V-B for an
average think time equal to 0.1 sec. As before, the number of
clients varies from 5 to 30. The number of records returned by
queries Q1-Q3 are 51740, 1, and 1, respectively. Q3 is a much
more complex query and requires more database processing
time. Thus, its average response time is slightly higher than
that for Q2, even though both queries return the same amount
of data. The graph indicates that for 30 clients and for Q1,
the system is very close to saturation and the average transfer
time is very close to be proportional to M . In fact, R = 1.148
sec ≈ 30× x̄ = 30× 0.0416 = 1.248 sec. Queries Q2 and Q3
do not return enough records to push the system to saturation
and therefore we see a more than linear increase in transfer
time as a function of M for the values shown in the graph.

Figure 7 shows the average transfer time R for a 518-

Fig. 5: Average file transfer time vs. number of clients for
various file sizes. The average think time is 10 sec.

Fig. 6: Average database query result transfer time vs. number
of clients for three different queries. The average think time
is 0.1 sec.

KB Web page and for an average think time equal to 1 sec.
As before, the number of clients varies from 5 to 30. The
graph indicates that the increase in transfer time is negligible
between 5 and 30 clients. While R increases linearly with
the number of clients, the rate of increase is mainly due
to increased congestion at the Web server and not to AVPS
overhead, which is small (8.2 msec) and hardly noticeable by
a human being.

The clustered architecture for AVPS allows for horizontal
scaling. Using the model presented above and the FTP server
example, we can see the effect of increasing the number of
AVPS engines from 1 to 5. This is illustrated in Table V shows
the average file transfer time for 100 MB files, 20 clients, and
an average think time of 10 sec. As it can be seen, increasing
the number of AVPS engines from 1 to n reduces the average
transfer time by a factor larger than n.

VI. CONCLUDING REMARKS

This paper presented a scalable AVPS framework to defeat
the insider threat. It also presented a performance evalua-
tion assessment for three different application servers. In the
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Fig. 7: Average web transfer time vs. number of clients for a
518-KB Web page. The average think time is 1 sec.

N 1 2 3 4 5
R 152 71 44 31 22

TABLE V: Average file transfer time, R, (in sec) for various
values of the number of AVPS engines, N . Other parameters:
M = 20 and Z = 10 sec.

performance assessment we measured average transfer times,
average throughput, and CPU utilization. We also provided
95% confidence intervals for all three measurements.

The experiments showed that: (1) The impact on the aver-
age transfer time and throughput for FTP transfers is either
negligible at the 95% confidence level or very small (i.e.,
less than 1.8%). (2) The response time impact on database
queries is heavily dependent on the number of records returned
by the queries. For queries that return a very large number
of records (e.g., over 51,000), the response time increase is
13% on average. However, this amounts to only 0.08 µsec
on average per record returned. (3) When a Web server is
accessed through the AVPS system, the response time for a
large Web page (e.g., 518 Kbytes) increases by 8.2 msec, an
amount hardly noticeable by a human being. (4) The average
and maximum CPU utilization of the AVPS engine are very
small in all cases tested, not exceeding 7%.

We also presented an M/M/N//M queuing analytical scal-
ability model and generated expected response times for all
three application servers. The goal of our scalability and
performance evaluation was to show that there is very low
overhead incurred when the AVPS is in-line between the
clients and the application servers. We used worst-case sce-
narios in our analysis by considering situations in which all
rules checked trigger a violation and generate an alert, but
do not block incoming traffic. Blocking traffic in violation
situations, which is the normal operational situation, reduces
the load on the network and on the AVPS engine and improves
performance.

The AVPS is based on Event-Condition-Action (ECA) au-
tonomic policies. If a condition occurs, an event/action is
triggered. Rules are entered into policies manually. The use of
ECA might be difficult to maintain and manage if the number

of rules is very large. For this reason, we are currently looking
into self-learning and self-adapting approaches to lower human
involvement in rule writing. We are also looking at model
based architectures, typically used in self-optimizing systems,
and the effects of rule complexity on the overall performance
of the system.
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Abstract—Intrusion detection system (IDS) detects an intrusion 
by comparing with its attack signatures. The generation of IDS 
signatures is based on the analysis of attack traffic, which is a 
result of exploiting vulnerabilities in a network protocol. Thus, 
the protocol analysis becomes an effective method to find out 
protocol vulnerabilities with regard to IDS. But the problem of 
protocol analysis in IDS is that how to detect all protocol 
vulnerability conditions in protocols. In this paper, we propose 
a novel framework to identify protocol vulnerability conditions 
by utilizing existing protocol analysis techniques. In particular, 
there are three major analysis steps in our framework: 
protocol semantic analysis, protocol implementation analysis 
and protocol state transition sub-condition analysis. In the 
final step of our framework, we illustrate the use of deletion, 
addition and modification operations with the purpose of 
generating all potential protocol vulnerability conditions from 
the normal protocol transition conditions. Experimental results 
show that this framework is encouraging and feasible. 

Keywords-intrusion detection; vulnerability  analysis  

I.  INTRODUCTION  

Rule-based intrusion detection and prevention systems 
(RIDS/RIPS) [1, 3] are mainly based on attack signatures to 
detect an attack. The attack signatures are stored in a rule 
database and updated to the latest version periodically. What 
is more, the generation of these attack signatures heavily 
depends on an exploit of vulnerability in a protocol. Take 
Snort [2] as an example, this lightweight RIDS monitors and 
analyzes the protocol packets (e.g., UDP, TCP, IP) according 
to its rules to alert and prevent intrusions. The common rule 
format of Snort is as blow: 

Action-type protocol-type Source-ip Source-port -> 
Destination-ip Destination-port (content:"|attack signature|"; 
msg:"attack msg";) 

For an ICMP DDoS attack by using tfn2k tool, the attack 
rule or signature can be produced in terms of the detected 
characteristic as below: 

alert icmp $EXTERNAL_NET any -> $HOME_NET any 
(msg:"DDOS tfn2k icmp possible communication"; 
icmp_id:0; itype:0; content:"AAAAAAAAAA"; rev:5;) 

The content “AAAAAAAAAA” in this rule is the attack 
signature (also called characteristic) for this exploit. 

What is more, the vulnerabilities in a protocol can appear 
in different forms, e.g., the change of bit values or the 
change of packet sequence. In common cases, an attacker 

usually utilizes these forms of protocol vulnerabilities to do 
harm to the network security. 

To identify protocol vulnerabilities, protocol analysis is a 
prevalent and effective method used in intrusion detection. 
The advantages of protocol analysis are listed below: 

•   Strong capability of vulnerability detection: protocol 
analysis does not only assist IDS to analyze network 
traffic in terms of protocol specification, but also has 
the ability to identify vulnerabilities during protocol 
implementation. For example, the input length and 
special characters checking and filtering. 

•   Target detection space reduction: protocol analysis 
lightens the analysis workload by cutting down the 
target number of protocol fields, e.g., searching for 
specific parts of packet rather than entire payload.  

 
Problems. The coverage of signatures is the key problem 

for rule-based IDS in reducing the detection accuracy. The 
IDS signatures usually are easy for an attacker to evade by 
making some small modifications of the original message in 
a packet. For example, changing the size of variable-length 
fields or changing the field values in a packet with the 
purpose of mismatching the IDS signatures. 

We argue that the coverage problem of IDS signatures 
stems primarily from the variants of vulnerabilities in a 
protocol. In particular, different forms of a vulnerability in a 
network protocol usually are caused by some minor changes 
of respective protocol vulnerability conditions. As a result, 
the ideal solution to this problem is finding out all potential 
protocol vulnerability conditions that lead the protocol state 
from a normal to an abnormal state. 

Related work. The concept of modifying the software 
testing paths has been implemented in detecting software 
vulnerability conditions [17, 6, 8] and then help identifying 
software threats. Saxena et al. [18] introduced loop-extended 
symbolic execution that broadens the coverage of symbolic 
results with loops to find out the vulnerability conditions in 
programs. Our work attempts to make use of this concept of 
detecting software vulnerability conditions through creating 
various software testing paths into the detection of protocol 
vulnerability conditions by analyzing a protocol specification. 
We aim to make progress towards systematic detection of 
possible vulnerability conditions in network protocols by 
applying three operations to normal protocol state conditions.  

Contribution. In this paper, we propose a framework to 
detect protocol vulnerability conditions by utilizing existing 
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Figure 1.  The framework for identification of protocol vulnerability conditions. 

protocol analysis techniques with the goal of identifying all 
vulnerability conditions in network protocols. In particular, 
our framework has the ability to detect protocol vulnerability 
conditions without a real attack by applying the operations 
(deletion, addition and modification) onto normal transition 
conditions of protocol states. 

To demonstrate the feasibility of our framework, we 
developed and evaluated the framework in an experimental 
environment which is constructed by Snort [2], Wireshark [8] 
and a packet generator [9]. Furthermore, we verified our 
framework by comparing our identified ICMP protocol 
vulnerability conditions with a set of ICMP Snort rules.  

The rest of this paper is organized as follows: in Section 
2, we introduce the steps in our framework that how to detect 
potential protocol vulnerability conditions and then give an 
in-depth description of operations in protocol state transition 
sub-condition analysis; Section 3 presents our experimental 
methodology and an experimental result; Section 4 states the 
future work; at last, Section 5 gives our conclusion. 

II. OUR FRAMEWORK 

In this section, we first give the definition of protocol 
vulnerability condition in our framework, and then introduce 
the representation format of protocol vulnerability condition. 

 
Protocol vulnerability: a point that causes the execution 

of a protocol to be out of normal function and make errors.  
Protocol vulnerability condition: A specific and certain 

condition that leads the protocol state to reach the protocol 
vulnerability which results in causing the protocol execution 
to an abnormal state. 

 
In addition, the specific forms of protocol vulnerability 

conditions could consist of particular triggers (e.g., network 
parameters change, packet flag values reset) that cause a 
protocol vulnerability exploited, and abnormal points (e.g., 
implementation errors, coding ignorance etc.) that possibly 
compromise the function of a protocol. 

What is more, we use the IF/THEN format to represent 
these protocol vulnerability conditions as the output in our 
framework. For example, as for Destination fragmentation 
vulnerability in ICMP (this vulnerability in ICMP packet 
due to the packet size is larger than 65536 octets, but the 
DF/Don’t fragmentation bit is set to 1), the representation of 
this protocol vulnerability condition could be (according to 
captured attack traffic): 

 
IF {Datagram greater than 65536 octets and DF=1} 
THEN {alert msg: ping of death attack} 
 

This representation is compact and at protocol level. The 
merits of this representation (IF/THEN) are:  

•   Easy for understanding, the IF part describes the 
details of vulnerability conditions in protocols, the 
THEN part gives the description and information of 
this exploit. 

•   In favor of signature generation, it is comfortable for 
rule-based intrusion detection/prevention systems to 
produce attack rules and signatures according to the 
IF/THEN representation. In general, attack signature 
can be extracted from the IF part, and alert message 
is corresponding to the THEN part. 

 
In the next two subsections, we first give details of the 

steps in our framework to account for the general procedure 
that how to detect protocol vulnerability conditions with 
high coverage by making use of current protocol analysis 
techniques. We then give an in-depth description on the use 
of operations (deletion, addition and modification) that how 
to identify potential protocol vulnerability conditions from 
known protocol state transition sub-conditions. 

A. Framework Design 

In Fig. 1, the framework illustrates that how to identify 
potential protocol vulnerability conditions by using protocol 
analysis techniques. The framework consists of three major 
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steps: protocol semantic analysis, protocol implementation 
analysis and protocol state transition sub-condition analysis. 
The first step aims to produce a generic protocol state 
transition graph in terms of protocol specification (e.g., 
RFC [12], or use other intermediate language [10]); the 
second step considers the protocol implementation note to 
enrich and extend generic protocol state transition graph to 
a specific protocol state transition graph; and the goal of the 
last step is to produce potential protocol vulnerability 
conditions with operations (such as deletion, addition and 
modification) onto normal transition conditions of protocol 
states according to specific protocol state transition graph 
and then analyze the generated results to identify real 
protocol vulnerability conditions. 

 
Protocol Information. According to the Fig. 1, this is the 

data source in our framework. The protocol information 
contains both essential details of Protocol Specification [4] 
and Protocol Implementation note [5]. 

•   Protocol Specification: All semantic information of 
network protocols can be found in RFC (Request for 
Comments) [12], in which a series of documents that 
collect Internet information, UNIX and Software 
documents of Internet community. The extraction of 
protocol specification can be referred to previous 
work for details [4, 6, 7, 11]. In addition, it is useful 
and effective to find out lots of public specification 
in Vulnerability Database (e.g., NVD [13], CVE [14], 
OSVDB [16]).  

•   Protocol Implementation Note: This note contains 
the implementation details of network protocols (e.g., 
according to RFC documents, how to program the 
protocol). Moreover, we need to notice that the real 
implementation of a protocol may be changed a bit 
from the standard document due to the specific 
network environment and demands. We refer the 
reader to [5, 15, 17] for details of the extraction of 
protocol implementation note. 

 
In practice, the network protocol implementations are 

usually distinct from the RFC documents due to practical 
environment. In this case, we could retrieve the essential 
protocol information with the method of protocol reverse 
engineering [6, 11, 19, 20], which is an effective method to 
find out the principles of a protocol by analyzing the relative 
structure, function, operation etc. 

 
Step1: Protocol Semantic Analysis. The purpose of 

this step is to draw a generic protocol state transition graph 
by using protocol specification. State transition graph [20] 
(also called state transition diagram) is a graph that indicates 
the relationship between two states indicating that an object 
will take certain actions from the first state to the second 
state. Obviously, protocol state transition graph (PSTG) is a 
particular instance of the state transition graph in network 
protocols. 

Generic protocol state transition graph (GPSTG). The 
term of generic means that this graph only contains 
indispensable protocol states and fewer transition conditions 
which shows the generic transition relationship among 
protocol states. This generic protocol state transition graph 
is easier to be drawn according to protocol specification, 
since there is no need to identify all specific state transition 
conditions in practical scenarios. 
 

Step2: Protocol Implementation Analysis. This step 
aims for generating a specific protocol state transition graph 
by using protocol implementation note and relevant generic 
protocol state transition graph. Actually, the generation of 
the specific protocol state transition graph heavily depends 
on the information in protocol implementation note from 
which the specific protocol state transition conditions can be 
indicated.  

Specific protocol state transition graph (SPSTG). The 
term of specific means that this graph contains all protocol 
states, as well all specific protocol state transition conditions. 
From another view, the SPSTG is an extended graph that 
emerges from GPSTG by utilizing much more information 
provided by the protocol implementation note.  

 
Step3: Protocol State Transition Sub-Condition 

Analysis. The main purpose of this step is to analyze sub-
conditions in the specific protocol state transition graph and 
generate potential protocol vulnerability conditions.  

To facilitate the illustration of this analysis work, we 
give definitions of atom condition and compound condition. 
 

Atom Condition: a certain kind of condition that cannot 
be decomposed further in semantic level (e.g., {DF=1}, 
{Datagram greater than 65535 octets}). 

Compound condition: a kind of condition that consists 
of more than one atom condition (e.g., {Datagram greater 
than 65536 octets and DF=1}). 

 
In this step, the analysis work falls into three types. The 

first type is to analyze the specific protocol state transition 
graph and divide the protocol state transition conditions into 
sub-conditions until all atom conditions are identified within 
each protocol state transition.  

The second type is to pick up overlap atom conditions 
since these conditions affects more than one state transition. 
As a result, these overlap conditions are more likely to be 
utilized to create protocol vulnerability conditions.  

The last type of analysis work is to operate (delete, add 
and modify) on these atom conditions (not only the overlap 
atom conditions but also the other atom conditions) to form 
potential protocol vulnerability conditions. To delete, add or 
modify an atom condition has the possibility to change the 
contents of relevant compound condition and cause a flaw in 
the state transition. In this case, these changed conditions 
(which may cause a flaw in protocol state transitions) are 
protocol vulnerability conditions that an attacker can utilize.
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Figure 2.   Operations of deletion, addition and modification. 

B. Operations in Protocol State Transition Sub-Condition 
Analysis  

In Fig. 2, we assume a specific protocol state transition 
graph and then illustrate the operations (deletion, addition 
and modification). In Fig. 2 (a), a specific protocol state 
transition graph is assumed that State1 can change to State2 
and State3 if Condition1 and Condition2 are satisfied 
respectively. State2 converts to State3 as long as Condition3 
is fulfilled. In Fig. 2 (b), we assume that Condition1 could 
be divided into three atom conditions {AC11, AC12, AC13}. 
Similarly, Condition2 and Condition3 have atom conditions 
{AC21, AC22, AC23} and {AC31, AC32} respectively.  

Look for overlap atom conditions. As shown in Fig. 2 
(b), AC13 is the same as AC23, and AC31 is equal to AC21. 
Thus, AC13/AC23 and AC31/AC21 are the overlap atom 
conditions. The advantage of finding out these overlap atom 
conditions is that these overlap atom conditions have more 
chances to affect the state transitions among State1, State2 
and State3. Moreover, the overlap atom conditions are used 
in the addition operation in our framework. We then define 
the three operations of deletion, addition and modification. 

Deletion of atom conditions. According to a specific 
protocol state transition graph, deleting or omitting an atom 
condition in a relevant compound condition could change 
the original contents of this compound condition and result 
in a fault or error during the state transition. As shown in 
Fig. 2 (c), if an atom condition AC32 is deleted, some errors 
may be occurred in the protocol state transition between 
State2 and State3.  

Addition of atom conditions. Similar to deletion, adding 
an atom condition to a state transition condition may cause 
the state to an abnormal state as well. In Fig. 2 (c), adding 
an atom condition AC33, the State2 could do not know how 
to deal with the additional condition and thus produces a 
flaw during the protocol state transitions. In our framework, 
we use the overlap atom conditions for addition operation.  

Empirically, the overlap atom conditions are much more 
vulnerable in the protocol state transitions. To ensure the 
feasibility and effectiveness of this operation, we thus utilize 
the overlap atom conditions to generate potential protocol 

vulnerability conditions for the operation of addition in our 
framework. For example, the AC13/23 and AC31/21 are 
overlap atom conditions according to Fig. 2 (b), we then can 
attempt to add AC13/23 to Condition3 instead of the AC33 
(which is only a generic atom condition) to guarantee that 
our produced conditions are limited. Like this, we can add 
AC31/21 to Condition1 in evaluating the effects of these 
changes as well. 

Modification of atom conditions. To change the original 
content of an atom condition is an effective way to cause 
some errors in the protocol state transitions. In Fig. 2 (d), if 
we modify AC31 to AC31’ in Condition3, the errors may be 
caused between the protocol state transition between State2 
and State3. The major modification skill is to set the packet 
bit values to an opposite value or another different value. 
For example, if DF=0 in original ICMP packet, the DF bit 
will be set to 1 (DF=1) during the modification. 

If deleting, adding or modifying an atom condition can 
cause a normal protocol state to an abnormal state, this atom 
condition or the relevant compound condition is regarded to 
a real protocol vulnerability condition. 

The merits of these operations are: 1) the effects and 
results of applying these operations onto atom conditions 
could be able to cover all possible forms of protocol 
vulnerability conditions (which may consist of an atom 
condition or more than one atom condition). Namely, these 
operations have the ability to generate all potential protocol 
vulnerability conditions; 2) it is more likely to identify the 
variants of known exploits and has the chance to discover 
unknown vulnerability conditions by applying these three 
operations and analyzing the produced conditions. 

III.  EVALUATION  

In this section, we evaluated our framework in a 
constructed environment by using existing tools such as 
Snort [2], Wireshark [8] and a packet generator [9]. The 
environment is shown in Fig. 3. 

In the following parts, we begin by discussing our 
experimental methodology to explain that how to launch our 
evaluation and achieve the results. Then we show the results 
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Figure 3.  Experimental environment and deployment. 

of our experiment on the protocol of ICMP to demonstrate 
the feasibility of our framework.  

A.  Experimental Methodology  

In Fig. 3, we developed a protocol vulnerability condition 
generator (the input is protocol atom condition, thus we 
should draw SPSTG in advance) in Host 1 that generates a 
majority of potential protocol vulnerability conditions with 
deletion and addition operations. But as for the modification 
operation, it is more laborious to obtain the results. The PUC 
database provides a passive storage space for the generated 
potential protocol vulnerability conditions. Then, we used a 
packet generator to create packets according to the potential 
vulnerability conditions in the PUC database (e.g., setting the 
bit value in the packet to an opposite or different value, 
changing the sequence of bits). At last, the crafted packets 
are sent to the Host 2 through routers. 

The Host 2 is the target for the experiment. Therefore, we 
deployed two open source tools Wireshark and Snort into 
this host with the purpose of monitoring network traffic and 
detecting abnormal packets that come from Host 1. The 
Wireshark is a powerful tool to capture network traffic and 
perform packet analysis while the objective of Snort is to 
detect abnormal packets according to its rules and signatures. 

In this experiment, we used Snort rule database (version 
2.8) to verify our identified potential protocol vulnerability 
conditions. In practice, we evaluate our framework on ICMP 
by comparing our identified protocol vulnerability conditions 
with the ICMP Snort rules. Based on these conditions, we 
can create specific ICMP packets to challenge the Snort.  In 
this case, if the number and contents of our detected potential 
protocol vulnerability conditions can cover all of the ICMP 
Snort rules, we can show that our framework is feasible. 

B.  Analysis with an Example on the detection of protocol 
vulnerability conditions  

Based on our experimental methodology, we give an 
example to illustrate the experiment on ICMP. According to 
the description part of page 5 in RFC 792 [12], we produce 

normal transition conditions (a compound condition) 
manually that trigger State1 (send packet) to State2 (wait for 
response). The conditions have then been divided into three 
sub-conditions: SubC1 {the distance to the network is finite}, 
SubC2 {indicated protocol module or process port is active} 
and SubC3 {datagram need fragmented and DF=0}.  

Furthermore, we identify atom conditions as follows: 
{distance finite}, {protocol module is active}, {process port 
is active}, {datagram must be fragmented} and {DF=0}. To 
better understanding, all these atom conditions are presented 
at semantic level. There are no overlap atom conditions in 
this example since there are only two protocol states. 

  Subsequently, we apply operations (deletion, addition 
and modification) into these atom conditions to affect related 
transition conditions.  

  Deletion: delete any one or more above atom conditions. 
For instance, deleting {distance finite}, the remaining 
conditions will be {SubC2 and SubC3}. If deleting two atom 
conditions such as {distance finite} and {process port is 
active}, the result is {protocol module is active and SubC3}.  

  Addition: this operation is based on expert knowledge to 
some degrees. In our method, the atom condition for addition 
comes from the overlap atom conditions. Since there is no 
overlap condition in this example, we can skip this operation. 

  Modification: this action aims to change the contents of 
atom conditions. For example, atom condition {distance 
finite}, {DF=0} could be modified to {distance infinite}, 
{DF=1}. The purpose of these changes is to reverse the 
meaning of atom conditions or to set condition values to 
another different value.  

We use the IF/THEN to represent the generated potential 
protocol vulnerability conditions. For instance, during the 
experiment, we can detect a protocol vulnerability condition 
through modifying the atom condition {DF=0} to {DF=1} in 
affecting Sub3. Thus, the representation of this protocol 
vulnerability condition in our framework is: 

  
IF {datagram must be fragmented and DF=1},  
THEN {alert msg: host crack down}.  
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In the experiment, these oversized packets can cause the 
host to be crashed or rebooted since the host does not know 
how to deal with these oversized packets. What is more, we 
find out the relevant rule in Snort rule database to verify this 
is a real protocol vulnerability condition. The snort rule is: 

 
alert icmp $EXTERNAL_NET any -> $HOME_NET 

any (msg:"ICMP Destination Unreachable Fragmentation 
Needed and DF bit was set"; icode:4; itype:3; 
reference:cve,2004-0790;reference:cve,2005-0068; 
classtype:misc-activity; sid:396; rev:7;) 

 
The meaning of this rule is to alert that ICMP message 

needs fragmentation but the Don't Fragment flag is on, which 
is the same to our detected protocol vulnerability condition. 
 

Performance Analysis. In the experiment, we evaluated 
our framework by the use of 115 ICMP Snort rules (in the 
icmp.rules and icmp-info.rules folders). In particular, we 
classified the ICMP Snort rules into 7 types such as ICMP 
fragmentation, ICMP ping, ICMP redirect, ICMP parameter 
problem, ICMP unreachable problem, ICMP TTL and ICMP 
conversion error.  

The experimental results on the protocol of ICMP show 
that our detected ICMP vulnerability conditions cover 100% 
of the ICMP Snort rules except for those software oriented 
ICMP rules. We discovered that one protocol vulnerability 
condition at protocol level could cover more than one Snort 
rule since the Snort rules are very specific at byte-level. That 
is, our approach can generate some new exploits based on 
the variations of the protocol vulnerability conditions at byte 
level. By analyzing attack patterns of these new exploits, we 
might be able to discover more new attack signatures, and 
thus the Snort rules, before the new attacks actually arrive. 

IV.  FUTURE WORK 

While the evaluation demonstrates the analysis steps in 
our framework, it does reflect some limitations which we 
could work in the future. First of all, the number of protocol 
vulnerability conditions increases exponentially by using the 
three operations. The benefits are high vulnerability coverage 
and unknown protocol vulnerability condition detection, but 
it does need much more storage space and is hard to avoid 
redundant conditions that have the same effects as well. To 
overcome this issue, we plan to develop a reference engine to 
correlate these potential protocol vulnerability conditions 
with the goal of reducing the unreasonable conditions. A 
second area for future work is the design of a system to 
generate byte-level IDS rules from the detected protocol 
vulnerability conditions automatically. In addition, we plan 
on applying our framework into other network protocols to 
further evaluate its feasibility. 

V. CONCLUSION 

In this paper, we proposed a framework aiming to detect 
all protocol vulnerability conditions in a network protocol. 
There are three steps in our framework: protocol semantic 
analysis, protocol implementation analysis and protocol state 
transition sub-condition analysis. In particular, we describe 

the relationship among these steps of the framework and 
define three operations of deletion, addition and modification 
in the final step that are used to generate potential protocol 
vulnerability conditions from normal transition conditions of 
protocol states. In the experiment, we develop and evaluate 
our framework on the protocol of ICMP in a constructed 
network environment by using Snort, Wirewark and packet 
generator. The experimental results show that our framework 
is feasible and encouraging. 
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Abstract— The future content delivery platforms are predicted 

to be efficient, user-centric, low-cost and participatory systems, 

with social and collaborative connotation. The peer-to-peer 

(P2P) architectures, especially ones based on BitTorrent 

protocol, give a solid basis for provision of such future systems. 

However, current BitTorrent P2P networks lack flexible access 

control mechanisms. In this paper enhancements to existing 

access control mechanism for BitTorrent systems – the Closed 

Swarms protocol are presented, providing additional flexibility 

in access control mechanism, enabling fine grained security 

policies specification and enforcement. The enhancements 

fulfill a number of content providers’ requirements and 

promise efficient, flexible and secure content delivery in future 
content delivery scenarios. 

Keywords-access control, P2P, BitTorrent, flexible policy, 

Closed Swarms 

I.  INTRODUCTION 

It is envisaged that in the future people will consume 3D 
content enriched with additional media types and 
technologies that will engage more of our senses and will 
provide us immersive experience. People will have the 
ability to create virtual and personalized environments that 
will correctly simulate the real world and could have a 
variety of everyday applications. The virtual environments 
together with enriched 3D content will bring the 
communication between people to a higher level, and at the 
same time will enhance the users’ entertainment. Moreover, 
they will foster human creativity even more and the current 
trend of people to be not only consumers but also producers 
of media content is expected to grow [1]. 

Future content delivery platforms will need to be able to 
provide efficient delivery of such high quality media content 
(streaming and stored), on-demand or live to the consumers, 
with an excellent quality of service. They are predicted to be 
user-centric and capable of considering the social aspects of 
the users, as well as the data being delivered. In order to 
become economically successful, the future content delivery 
platforms will have to be suitable for large and small size 
content providers and to be low-cost. This can be achieved if 
they are participatory and collaborative systems, in which all 
customers will become actively involved in the content 
delivery process. Because of its characteristics the peer-to-
peer (P2P) architectures gives a solid basis for future 
provision of such systems. Indeed, one of its most prominent 
representative [2] – the BitTorrent protocol [3] has already 

proved to be scalable, robust and efficient in delivery of 
large audio and video data, and suitable for live streaming 
and social interaction between its users [4][5][6]. Thus, 
BitTorrent promises to be a suitable P2P protocol for future 
P2P-based content delivery platforms. 

In short, with BitTorrent peers exchange small and fixed 
size pieces of the content file. A group of peers sharing the 
same file is called a swarm. A peer needs to acquire a so 
called torrent file in order to start downloading. The torrent 
file contains the needed information for the protocol 
initiation. The sharing process is coordinated either by a 
central server – the tracker or by the participants themselves 
– using the DHT [7] protocol. BitTorrent uses tit-for-tat 
policies to provide fairness in the delivery process [8]. Peers 
that continue to upload after they have downloaded the 
whole content file (seeds) improve the downloading process 
of the other peers (leeches). 

The future P2P-based content delivery platforms need to 
be secure and trusted in order to be widely accepted and 
used. The importance of security as well as the main security 
requirements for P2P networks have already been 
emphasized in [9][10]. Among them access control is 
considered basic and standard, especially by content 
providers. The access control in the P2P-based content 
delivery systems is quite difficult to accomplish because of 
the basic properties of the system: 1) the content consumers 
are directly involved in the process of content distribution, 
i.e. peers exchange the content among themselves; and 2) the 
system tends towards full decentralization, without even a 
single central party for administration.  

The main goal of this paper is to propose several 
enhancements of an existing access control mechanism for 
BitTorrent P2P networks – the Closed Swarms protocol [11], 
that we believe will provide a flexible access control 
mechanism for future P2P-based content delivery platforms 
applicable in various scenarios. First, we give an overview of 
the existing approaches for access control in BitTorrent P2P 
networks in Section II. Then, we describe the motivation for 
enhancing the Closed Swarms protocol in Section III. We 
present our proposed enhancements in Section IV and 
furthermore discuss them in Section V. Finally, we conclude 
the paper and present our future work in Section VI. 
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II. RELATED WORK 

Access control in P2P content delivery systems can be 
achieved either directly protecting the content being 
delivered or controlling the content delivery process. 

An access control mechanism directly protecting the 
content is proposed by Zhang et al. [12]. It is basically a 
digital rights management (DRM) mechanism for BitTorrent, 
based on using trusted tracker and initial seed, as well as 
using trusted content viewer on the client side. The main idea 
behind their schema is existence of a single plaintext copy of 
the content being delivered, the one at the trusted initial seed, 
while all the other copies of the content, resting at the peers 
being part of the content delivery system are uniquely 
encrypted for every peer, piece by piece. The peers consume 
the content only with a trusted content viewer, which is 
responsible for decrypting the content according to the 
purchased license from the content provider. This scheme is 
highly dependable on the tracker, which is far from full 
decentralization and is an obvious security risk – a single 
point of failure. Moreover, it doesn’t provide means for 
applying flexible content usage policies, even though it is 
possible to define copyright related usage policies into the 
license. All this makes this scheme not appropriate for the 
future P2P-based content delivery platforms. In addition, the 
encryption and increased communication with the tracker 
certainly have impact on the performance of the content 
delivery. It is worth mentioning that providing copyright 
protection in a fully decentralized environment that favours 
open source software is a task very difficult to fulfill. 

Another mechanism for direct protection of the content is 
described by Jimenez et al. [13]. In their scheme, the 
provider first encrypts the content before it is being 
distributed among the peers. Only peers that commit a 
payment and satisfy the provider’s policies are authorized to 
receive the decryption key and consequently are able to 
decrypt the content. Although this mechanism is capable for 
implementing a certain access control policies (for example 
based on geolocation), it depends only on one cryptographic 
key, which makes it to be easily compromised. 

Private tracker [14] extension of the BitTorrent protocol 
is an access control mechanism for controlling the delivery 
process. It restricts access in the system by simply not giving 
information about the participants to unauthorized users, i.e. 
users that do not meet a certain criteria, such as minimum 
upload-to-download ratio. This mechanism is not appropriate 
for future P2P-based content delivery platforms as it is 
highly centralized. Also, it depends on peers using only one 
private tracker at a time as a peer discovery mechanism, 
which makes it be easily subverted. 

Closed swarms (CS) protocol [11] is an access control 
mechanism for controlling the delivery process that acts on 
peer level. It enables peers to recognize the authorized peers 
and to avoid communication with the non-authorized ones. 
The distinction between authorized and non-authorized peers 
in the swarm is made based on possession of an 
authorization credential called proof-of-access (PoA). The 
peers exchange their credentials right after they establish 
connection, in a challenge-response messages exchange. In 

most severe case, with the CS protocol only the authorized 
peers receive service (content). Nevertheless, it is possible to 
design a system in which both users would receive service 
(content), but graded – the authorized users would receive 
additional or better service than the non-authorized ones, for 
example access to high speed seeds for better performance. 
The CS protocol can provide access control in an innovative 
business content delivery system, but only under the same 
conditions for all authorized users. Moreover, this protocol is 
vulnerable to man-in-the-middle attacks.  

Another access control mechanism for controlling the 
delivery process that acts on peer level is Lockr [15]. It is a 
privacy preserving access control mechanism for social 
networks in general. It is also applicable in BitTorrent P2P 
networks, for people to control the delivery of their personal 
content via them. The content owner issues digitally signed 
social attestations to all persons it has a social interaction 
with. A social attestation certifies the social relationship 
between two persons. In order to start exchanging pieces of 
the content, two peers need to verify their attestations during 
a social handshake, a form of zero-knowledge protocol. This 
access control mechanism is fine example of improved 
privacy in content delivery and in social networks in general. 
However, it still lacks support of flexible access control 
policies for the future P2P-based content delivery platforms. 

III. MOTIVATION  

To motivate our work we describe the following 
scenario. An international TV broadcaster (a content 
provider) wants to distribute live TV program to its clients 
(authorized users) using a P2P-based content delivery 
platform, based on the BitTorrent protocol. The TV 
broadcaster aims at achieving fine grained load balancing 
and optimization of its program delivery process, and 
restricting its program’s availability only in one country 
(e.g., only in Slovenia) because of the digital rights issues, 
although it is broadcasting other programs in several 
countries. Furthermore, the TV broadcaster decides to 
deliver a service to clients under different conditions. 
Premium clients, for example, would receive higher content 
quality (e.g., HD video) for a certain amount of money, 
whereas basic clients would receive lower content quality 
(e.g., SD video) for free. This is beneficial from business 
perspective, as it can increase indirect earnings, and from 
technical perspective, since it can improve content delivery. 
Moreover, clients should be able to purchase certain service 
packages in which they will receive high content quality only 
during certain time periods, e.g., every day from 18 till 20 
hours, during the most popular show. Analysis of the 
scenario elicited the following requirements. 

Requirement 1: Fine grained load balancing and 
optimization of the delivery process: In BitTorrent live 
streaming swarm, none of the peers, except the content 
injector, has the whole content in advance, as seeds in 
regular swarms do. Instead, seeds in live streaming swarm 
are special peers with outstanding properties (e.g., high 
bandwidth), which are always unchoked by the content 
injector and have the same role in content delivery as the 
regular seeds – they improve the other peers’ download 
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performance. The seeds are often purposely set by the 
content provider and behave as a small Content Delivery 
Network (CDN) [6].  

In order to achieve fine grained load balancing and 
optimization of the delivery process, the content provider 
(TV broadcaster) can create and maintain a hierarchical 
structure of seeds in the live streaming swarm, analogical to 
a hierarchical CDN [16]. This structure is formed by 
separation of the seeds into layers (levels) according to the 
priority assigned to them by the content provider (Fig. 1) and 
placing the seeds at strategic locations. The greater the 
priority of the seeds a layer contains is – the higher it appears 
in the structure. The value of the priority defines the level of 
precedence a seed has among the other peers in the live 
streaming swarm (seeds and leeches). Normally, the content 
injector and the seeds establish a connection to any peer in 
the swarm regardless of its priority, as long as they have a 
free connection. However, when a lack of free connection 
occurs, the connections with seeds having lower priorities or 
with leeches will be terminated in favour of seeds having 
greater priorities. 

 
 

 
 
 
 
 
 

 

Figure 1.  Hierarchical structure of a live streaming swarm: the content 

injector (CI) is not part of any layer; the seeds (S) from layer 1 have a 

priority (e.g., 20) greater than the seeds from layer 2 (e.g., 10); the leeches 
(L) are all placed in one layer and do not have any priority. 

Two mechanisms are needed for the process of creation 
and maintenance of a hierarchical structure of seeds in a live 
streaming swarm. 

Sub-requirement 1.1: Automatic introduction of a seed: 
Seeds download content only from the content injector or 
other seeds, which explicitly know them by maintaining lists 
of their identifiers (e.g., IP address and port number). 
However, these lists are maintained manually – something 
that becomes impractical for a large swarm (like in the 
scenario above) and very difficult for creation and 
maintenance of a hierarchical layered structure. Therefore, a 
mechanism for automatic introduction of a seed in the live 
streaming swarm is needed, that will also place the seed in a 
specific layer of the hierarchical structure.  

Sub-requirement 1.2: Suitable peer discovery: This 
mechanism is needed to enable quick transport of the content 
from the content injector towards the lowest level of the 
structure of seeds, and consequently to the regular peers 
(clients). Currently, none of the peer discovery mechanisms 
the BitTorrent protocol supports (e.g., the tracker [3] or the 
DHT [7] protocol), takes into consideration a hierarchical 
structure of a live streaming swarm. 

Requirement 2: Restriction of the content delivery based 
on peer location: According to this requirement, only peers 

inside one country are allowed to receive an authorization 
credential and join the swarm. The physical location of a 
peer on country level can be determined by using the Internet 
geolocation technology. Although tactics for evasion of this 
technology do exist, it is considered sufficient for 
compliance with the legal regulations [17]. The CS protocol 
needs to be properly extended in order to take into 
consideration the output of the Internet geolocation 
technology in the access control decision. 

Requirement 3: Provision of different content quality in 
the same swarm: The content provider needs to create only 
one content stream by using a scalable video coding 
technique, but encoded in several layers [18]. Then, by 
specifying in the authorization credentials which layers the 
holders are allowed to receive, peers can easily determine 
which content pieces should provide to them. For example, 
premium clients would be authorized to receive content 
pieces from all the encoding layers, while other clients – 
only from fewer layers.  

Requirement 4: Temporal constraints: In addition to the 
previous requirement, the authorization credential can also 
specify temporal constraints, for example, when the allowed 
content layers would be provided to the clients. This can 
even provide a basis for business models in the content 
delivery process by creating different service packages for 
the clients. 

IV. THE ENHANCED CLOSED SWARMS PROTOCOL 

We believe that after enhancement, the Closed Swarms 
protocol fulfills the requirements from Section III and 
becomes resistant to man-in-the-middle attacks. Before 
presenting the proposed enhancements of the CS protocol, in 
short we describe the format of the authorization credential 
and the message exchange process in the CS protocol, 
explained in detail in [11].  

The authorization credential (called Proof of Access) of 
an arbitrary peer A (1) contains information about: the 
specific swarm – its identifier (SwarmID) and public key 
(KS); the credential holder, defined by its public key (KA); 
and the expiry time of the credential (ET). The credential 
issuer, usually the content provider in correlation with a 
payment system1, digitally signs this information with the 

private key of the swarm (  
  ). The authorization credential 

is valid only when all the fields and the digital signature are 
correct. 

                                      
   (1) 

Two peers, an initiator – peer A, and a swarm member – 
peer B, exchange their credentials in a challenge-response 
message exchange process: 
                 (2) 
                 (3) 
                         

   (4) 

                         
   (5) 

                                                        
1
 The credential issuer signs credential for all swarms it is responsible for, 

by using their private keys. Although there is no specific protocol of 

issuing the credentials, the process is explained in detail in [11]. 

CI 

S12 

S11 
S21 

S22 

 

S23 

 

L1 

L2 

 

L3 

 

Layer of leeches 

Layer 2 

Layer 1 

99Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9

SECURWARE 2011 : The Fifth International Conference on Emerging Security Information, Systems and Technologies

                         108 / 141



 

First, with (2) and (3) they exchange the identifier of the 
swarm they want to join/are part of and randomly generated 
nonces (NA/NB). Then, with (4) and (5) they exchange their 
credentials (PoAA/PoAB) followed by a concatenation of the 
previously exchanged nonces and the credential, digital 

signed with their private keys (  
  /  

  ).  
The requirements from Section III can be satisfied by 

using an access control based on flexible authorization 
framework and proper policy enforcement. A number of 
distributed frameworks have already been proposed in the 
past [19]. Here, we aim at integrating such distributed 
authorization framework in the CS protocol. Furthermore, 
although the protocol uses authorization credentials 
containing public key for owner identification, random 
nonces for message freshness and digital signatures for 
message authentication, it still remains vulnerable to man-in-
the-middle attacks. An attacker can interfere in the 
communication between two authorized peers by simply 
relaying the messages between them. After the authorized 
peers successfully finish the protocol and start the content 
delivery, the attacker will be able to read all the exchanged 
content pieces, since they are not encrypted. We propose 
encryption of the content pieces with a shared secret key as a 
countermeasure for this attack.  

The format of the extended authorization credential is as 
follows: 

                         
                            

   (6) 

The newly introduced field – Rules contains conditions 
under which the credential holder is authorized by the 
credential issuer to join the swarm and receive the requested 
service (e.g., content quality, level of prioritized treatment). 
The format of this field, described with the ABNF notation 
[20], is given below: 

 Rules = [General] [Per-piece] (7) 
 General = conditions (8) 
 Per-piece = conditions (9) 
 conditions = condition [log-operator conditions]  / 
  "(" conditions ")" (10) 
 log-operator = "and" / "or" (11) 
 condition = variable operator value /  
 variable operator variable (12) 
 operator = "=" / "!=" / "<" / "<=" / ">" / ">=" (13) 
 variable = 1ALPHA *99(ALPHA / DIGIT) (14) 

 value = 1*10DIGIT / 1*10DIGIT "." DIGIT /  
 "'" 1*10ALPHA "'" (15) 
The Rules field contains two groups of conditions: a general 
group and per-piece group. The former contains conditions 
evaluated every time the credential holder connects to 
another peer, as well as at specific time (in case of time 
conditions), whereas the latter contains conditions evaluated 
on every piece request from the credential holder. In each 
condition a value of a specific environment variable is 
compared to other variable or a predefined value. The values 
of the environment variables are dynamically assigned from 
the environment of the evaluating peer or from another field, 
as described later. Each group of conditions is positively 

evaluated only if the compound logical sentence produces a 
truth value. 

Having on mind the roles of peers A and B, the extended 
and modified message exchange process goes as follows: 
                          (16) 
                          (17) 

                        
                           

    (18) 

                              
  

                                 
 
  

   (19) 

                           
   (20) 

First, the peers exchange the latest version of the protocol 
they support (Version), together with the swarm identifier 
and the randomly generated nonce, with (16) and (17). Then, 
peer A sends its authorization credential and specifies the 
service properties (ReqService) it wants to receive with (18). 
Next, peer B evaluates the service request. If it is according 
to peer A’s authorizations and if peer B can provide the 
requested service (for example it has an available connection 
– a free or one to a peer with lower priority that can be 
terminated), it will enable upload to peer A. Otherwise, 
upload will be disabled. In both cases, it will first send (19) 
in order to clarify the process outcome (Info) and to 
recommend other swarm members for contacting (Peers) to 
peer A. In positive case (19) will also contain a symmetric 
key (KAB), generated by peer B and encrypted with peer A’s 
public key, which will be used for encryption of the provided 
service – the content pieces. On the other hand, in negative 
case this field will be empty. After a positive (19), peer B 
starts to upload content to peer A. It also continues to verify 
the validity of the peer A’s credential and to evaluate every 
piece request according to its authorizations. When a 
violation occurs, it will send (20) as notification and it will 
stop uploading. In addition, the protocol will be aborted 
when one of the peers sends an invalid credential, an 
incorrect digital signature or a different swarm identifier. 

The positive outcome of the message exchange process is 
one way upload, from peer B to peer A. If peer B is also 
interested in downloading content from peer A while 
uploading, it needs to start the same exchange process, but 
now acting as an initiator.  

The formats of the newly introduced fields are as follows. 
First, the Version field is two bytes and states the protocol 
version. For example, 02HEX denotes the enhanced CS 
protocol version. Since this or any future protocol extension 
or modification results in a new version, peers need to be 
aware of the versions they support in order to have 
successful communication. In this way, means for backward 
compatibility between CS protocol versions can be possible. 
Next, the description of the ReqService field format, by 
using the ABNF notation, is: 

 ReqService = ["(" assignment ")"] ["," ReqService] (21) 
 assignment = variable "," value (22) 
 variable = 1ALPHA *99(ALPHA / DIGIT) (23) 

 value = 1*10DIGIT / 1*10DIGIT "." DIGIT /  
 "'" 1*10ALPHA "'" (24) 
It contains pairs that actually define an assignment of a 
certain value to a specific environment variable at the 
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evaluating peer. These values must be assigned to the 
environment variables before evaluation of the conditions in 
the Rules field, since they influence the evaluation of the 
policies from the Rules field. The ReqService field can 
contain information such as requested content quality or 
level of prioritized treatment. Furthermore, the Info field is 
two bytes and specifies the identifier of predefined 
information that clarifies the protocol outcome. This 
information can confirm that the upload is enabled or state 
the reason why it is disabled. For example 01HEX means 
unauthorized service properties requested. Finally, the Peers 
field is a set of maximum 5 pairs, each denoting a swarm 
member. A pair contains either IP address (IPv4 or IPv6) or 
DNS name of the member, together with its port number.  

In conclusion, the enhanced CS protocol is an access 
control mechanism that acts on a peer level that enables 
peers to exchange the authorization credential and requested 
service properties between them in a secure manner.  

V. DISCUSSION 

Together with our proposed enhancements, the CS 

protocol fulfills the requirements from Section III, and 

becomes resistant to man-in-the-middle attacks. 

To begin with, the introduction of Rules and ReqService 

fields fully satisfies the desired requirements 2-4, as well as 

the sub-requirement 1.1. The Rules field provides creation 

of expressive and flexible access control policies. These 

policies are contained in the authorization credential itself 

which makes their modification easy and dynamic. The 
policies can be tailored to several groups of peers in the 

swarm, distinguishable on the basis of various criteria, such 

as role in a swarm (seed or leech), priority, location and 

allowed content quality (number of stream layers), during 

different time periods. Now, seeds can automatically join 

the hierarchical swarm only by receiving appropriate 

authorization credentials. However, every peer must first 

explicitly request the properties of the service it wants to 

receive by specifying them in the ReqService field, in order 

to have its policy evaluated correctly. In this way, together 

with the help of the notifications in the Info field, they can 
even negotiate (to some extent) the service properties they 

want to receive. 

The access control diagram of a request for service is 

illustrated in Figure 2 (based on [21]). The initiator – peer A 

sends its authorization credential and specifies the service 

properties it wants to receive to the swarm member – peer B 

with message (18). The Rules field is passed to the peer B’s 

Access Control Decision Function (ADF), where the 

embodied polices are evaluated. On the other hand, the 

values from the ReqService field are assigned to specific 

environment variables and together with other environment 

variables are taken into account during evaluation of the 
policies. The peer B’s Access Control Enforcement 

Function (AEF) grants or denies the access to the requested 

service according to the evaluation of the specified policies. 

An example of information provided to the evaluating 

peer’s ADF, i.e. the contents of the Rules and ReqService 

fields sent by a seed, together with needed environment 

variables, applicable in the described scenario above is 

given in Figure 3. The Rules field denotes that the seed is 

authorized by the credential issuer to join the swarm only 

when it is located in Slovenia and requests high content 

quality (e.g., HD video) and prioritized treatment 
appropriate for level 2 seed. According to the explicitly 

requested service properties in the ReqService field by the 

seed and the values of the specific environment variables at 

the evaluating peer, this policy is positively evaluated at the 

ADF and the seed is granted access to the swarm. 

 

 

 

 

 

 

 
 
 

Figure 2.  Access control diagram of request for service with the enhanced 

CS protocol (based on [21]). 

Rules:  

  General: 

    GEOLOCATION = 'SI' and 
    PRIORITY <= 10 and 

    CONTENT_QUALITY <= 3 

  Per piece: 

ReqService:  

    (PRIORITY, 10), 

    (CONTENT_QUALITY, 3) 

Environment:  

    GEOLOCATION = 'SI' 

Figure 3.  Contents of the Rules and ReqService fields sent to a closed 

swarm member by a level 2 seed (Fig. 1) and the values of the environment 
variables at the swarm member. 

Furthermore, the newly introduced Peers field provides a 

peer discovery mechanism applicable in hierarchically 

structured live streaming swarm, which satisfies sub-

requirement 1.2 from Section III. The peer discovery 

mechanism goes as follows. Every peer first contacts the 

content injector using the CS protocol. If it is authorized to 

enter the swarm, it will receive by the content injector a list 
of swarm members from the layer with the highest priority. 

Then it continues to contact the returned members and to 

receive information about other members from the swarm, 

until it creates the number of connections it needs. Peers 

return information about members from the same layer or 

the layer with one level lower priority, as long as this 

priority is greater than or equal to the initiator’s priority. 

This guarantees that peers will always download content 

only from peers with the same or higher priority in the 

structure. 

In addition, the Version field provides means for 
backward compatibility. After two peers exchange the 
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protocol version they support, the peer supporting the higher 

version can adapt and send appropriate messages to the 

version the other peer supports. However, this is applicable 

in specific cases and only to those peers that are not directly 

concerned with the higher version changes. For example, if 

the original CS protocol did contain the Version field, the 
basic clients from the described scenario could use the 

original protocol, but only when the requirement for 

restriction of the content delivery based on peer location is 

not mandatory. 

Finally, by encrypting the exchanged content with a 

secret key we prevent a malicious peer to read it in an 

unauthorized manner. However, the purpose of the 

encryption is not to provide confidentiality of the provided 

service, but only to fight man-in-the-middle attacks. Also, it 

does not prevent explicit leakage of content to unauthorized 

peers, which still depends on the good behavior of the 

authorized peers. 
In conclusion, all the desired requirements from Section 

III can be satisfied with our proposed enhancements, and 

means for backward compatibility can be achieved. Also, 

the vulnerability of the protocol to man-in-the-middle attack 

is fixed. 

VI. CONCLUSION AND FUTURE WORK 

In this paper we have proposed several enhancements of 

an existing access control mechanism for BitTorrent P2P 

networks – the Closed Swarms protocol. The enhancements 

provide additional flexibility in access control mechanism, 

enabling fine grained security policies specification and 
enforcement. The enhancements fulfill a number of content 

providers’ requirements and promise efficient, flexible and 

secure content delivery in future content delivery scenarios. 

Our future work includes integration of the proposed 

enhancements into the P2P-Next delivery platform 

(http://p2p-next.org) and their evaluation. 
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Abstract—Building an accurate program model is chal-
lenging but vital for the development of an effective host-
based intrusion detection system (IDS). The model should be
designed to precisely reveal the intrinsic semantic logic of a
program, which not only contains control-flows (e.g., system
call sequences), but also data-flows as well as their inter-
dependency. However, most existing intrusion detection models
consider either control-flows or data-flows, but not both or their
interweaved dependency, leading to inaccurate or incomplete
program modeling. In this paper, we present a semantic flow-
based model that seamlessly integrates control-flows, data-
flows, as well as their inter-dependency, thus greatly improv-
ing the precision and completeness when modeling program
behavior. More specifically, the semantic flow model describes
program behavior in terms of basic semantic units, each of
which semantically captures one essential aspect of a program’s
behavior. The relationship among these semantic units can be
further obtained by applying the protocol knowledge behind
the (server) program. We show that the integrated semantic
flow model enables earlier detection and prevention of many
attacks than existing approaches.

Keywords-Intrusion detection; System calls; Protocol specifi-
cation; Context.

I. INTRODUCTION

Building an accurate program model is challenging but
vital for the development of an effective host-based intrusion
detection system (IDS). A strict model will likely generate
alerts with high false positives while a loose model might
not detect any advanced evasive attacks. To improve the
detection accuracy, a number of models [4], [5], [12] have
been proposed to precisely capture the intrinsic semantic
logic of a program. Particularly, due to the efficiency and
convenience in collecting system call logs as well as rich
semantics of collected logs, system calls have been widely
leveraged to build program models. For example, Forrest et
al. [7] uses normal system call sequences to model program
behavior and considers any violation as an intrusion; Gao et
al. [5] applies a gray-box approach to reconstruct program
execution graph and is able to detect anomaly system call
sequences when any inconsistency is observed; Sekar et al.
[1] leverages system call arguments to obtain a model that
describes the inherent data-flow dependency.

From another perspective, note that a program’s seman-
tic logic usually contains control-flows (e.g., system call

sequences), data-flows (e.g., system call argument rela-
tionships), and their inter-dependency. However, existing
techniques consider either control-flows or data-flows, but
not both, resulting in an inaccurate or incomplete program
modeling. This weakness could be potentially exploited by
advanced attackers to avoid their detection. For example,
Wagner et al. [13] demonstrates that the mimicry attack can
effectively evade the detection from system call sequence-
based models and related IDSes.

To address the weakness, we present a new semantic flow-
based model that naturally integrates control-flows, data-
flows, and their inter-dependency. Different from previous
program models, the semantic flow model describes program
behavior in terms of basic semantic units. With collected
system call sequences, arguments, as well as related run-
time context information, each semantic unit semantically
describes one essential aspect of a program’s behavior. In
addition, with the protocol knowledge behind the (server)
program, the interweaved dependency among these semantic
units can be naturally extracted and modeled. For example,
the possible data-control relation describes the dependency
from system call arguments to subsequent system calls and
the data-data relation reveals the inherent semantic depen-
dency among different system call arguments. Specifically,
when compared with existing approaches, our semantic flow
approach has the following three key advantages: (1) Logical
integration of control-flows and data-flows. (2) Protocol-
aware semantic analysis. (3) Early and accurate detection.

We have applied the semantic flow model to characterize
most popular server programs (e.g., httpd and ftpd).
For each one of them, we are able to observe those basic
semantic units and then construct their semantic relations.
The experimental results with real world attacks, including
both control-flow and data-flow exploits, show that the
semantic flow model can immediately detect them once any
violation to the normal semantic flow model occurs, result-
ing in much earlier detection and prevention than existing
approaches. We believe that the semantic flow model holds
great promise for more precise and complete host-based
intrusion detection.
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II. RELATED WORK

To construct a program behavior-based anomaly detection
model, various approaches have been proposed. Starting
from the work of Forrest et al. [7], the black-box ap-
proaches [12], [13] model the normal program behavior
(e.g., based on system calls) and then detect intrusions
by identifying anomaly within observed system calls. The
white-box approaches apply static analysis on either source
code [9], [14] or binary [6] to build program models.
And the gray-box approaches further leverage the program
runtime information to improve the accuracy of anomaly
detection models [2], [4], [5]. Our work is more closely
related to data-flow anomaly detection [1], which examines
inherent data-flow dependencies among system call argu-
ments to make the model more robust. However, none of
the previous works utilizes protocol knowledge behind the
modeled program, which inspires our work to fully exploit
the semantic meanings of system call arguments and build
semantic dependencies among extracted semantic units. Our
approach makes one step further and allows to derive more
complicated semantic dependencies, e.g., data → control
and control → data relations. As such, our approach enables
the construction of more accurate and complete program
models for anomaly detection.

III. AN ILLUSTRATIVE EXAMPLE

In this section, we illustrate the semantic flow model with
a representative example, i.e., the Apache web server. For
each incoming web request, we can divide the corresponding
Apache behavior (or the httpd worker daemon) into the
following four logical phrases: (1) The Apache server waits
for a client request, and prepares a worker thread. (2) The
worker thread handles the request and process it. (3) The
server generates response for the incoming request. (4) After
the response is sent back to the clinet, the network socket
used for the communication is closed.

Figure 1 shows the Apache behavior when answering an
incoming request, both from a network/OS viewpoint as
well as the semantic flow viewpoint. Specifically, Figure
1(a) contains a list of invoked system calls as well as
their arguments while Figure 1(b) highlights some inherent
dependencies within these system calls and their arguments.
Instead of syntactically grouping adjacent system calls into
sequences or mining arguments for possible relationships,
the semantic flow model aims to leverage the protocol logic
that has been implemented by the modeled program to
characterize its behavior. In addition, we can verify the
program logic by reconstructing the implemented protocol
with semantic-sensitive information from observed system
calls, arguments, or other run-time context information.

The above example illustrates system calls and arguments
are strongly connected. The key to obtain their relationships
lies in protocol-aware semantic analysis. Partial analysis on
system call sequences or arguments without knowing their
semantic implications will lead to incomplete and imprecise
program modeling.

Session AssmblerProtocol Specification Model Generator Semantic Flow Model Detection ResultsNetworking PayloadTainter System Calls Enhanced Anomly Detection System
Figure 2. Overview of semantic flow model

IV. DESIGNING SEMANTIC FLOW MODEL

A. Terminologies

In this section, we first define the terminologies that will
be used throughout this paper.
• We denote the set of system calls and the set of system

call arguments as C = {ci | 1 ≤ i ≤ m} and A = {ai |
1 ≤ i ≤ n}, respectively. For simplicity, the return
value of a system call will be considered as one of its
arguments. We also represent the control-flow relation
Rc on C as Rc ⊆ C×C and the data-flow relation Rd

on A as Rd ⊆ A × A. Note that existing models that
are built upon {C,Rc} fall into the control-flow model
category and others built based on {A,Rd} belong to
the data-flow model category.

• We log system calls and save them as a record in the
form of sc = {n,A}, in which sc.n is the name of
the system call, sc.A is the set of arguments. When
processing system calls, we simply consider them as
an array sc. An argument sc[i].aj ∈ A is assigned
by a value and a semantic type, which denoted as
sc[i].aj .value, and sc[i].aj .type, respectively.

• The semantic set Ssem is the super set of system
calls and arguments and can be simply represented as
Ssem = 2C∪A. The semantic relation Rs on Ssem

is similarly denoted as Rs ⊆ Ssem × Ssem. We
call models build upon {Ssem,Rs} as semantic flow
models.

B. System Overview

Figure 2 shows our semantic flow-based intrusion de-
tection model, which has three main components: (1) The
session assembler propagate tainted networking payload to
invoked system calls within a networking session (Sec-
tion V-A); (2) The protocol selector leverages protocol
knowledge and matches semantic units with pre-defined
protocol specification (Section V-B); (3) The semantic flow
model generator will reconstruct semantic relations among
semantic units and build the program behavior model as
the corresponding semantic flow model (Section V-C). The
doted line circulated the major components.

V. METHODOLOGY

A. Networking Input Propagation

To correlate the networking traffic with system calls and
their arguments, we use tain techniques, which have been
discussed in [11], [15]. Specifically, we initially taint the
string in packet payload received by networking-related
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1. accept (socket m) = s1

2. getsockname(s1)=0

3. getsockopt (s1)=0

4. read (s1, Message1)=sizeOf(Message1)

5. stat (“index.html”, T2)=0

6. open (“index.html”, RD)=fd1

7. mmap (fd1)=add1

8. close (fd1)

9. select(s1, RD)=0

10. write (s1, Message2)=sizeOf(Message2)

12. shutdown(s1, SHUT_WR)=0

13. read (s1, Buffer)=0

14. close (s1)

11. write(fd2, Log)=sizeOf(Log)

(a) Network and OS views

If  (method == ‘GET’) 

Message2.Code = 200 (OK)

Message2.Connection=Close

Message2.Length =  file_size

System calls (9-10): Send the Response

System calls (1-4): Wait for Request 

stat.filename =  file_name

IF (stat.modify_time >= modify_time) {

           file_size   stat.filesize 

          open.filename =  file_name

          mmap.length =  file_size

}

System calls (5-8): Handle the Request

If  (stat.modify_time          

     >= modify_time) 

file_name  Message1.URI 

modify_time Message1.Last_Modified

Shutdown.method =SHUT_WR

IF( Message.Co

nnection=close)

System calls (12-14): Close the Connection 

Log.Code = Message2.Code

Log.Content_Length = file_size

System calls (11): Write to Local Log 

(b) Semantic dependencies between system calls

Figure 1. The simplified network/OS view (left) and the semantic flow (right) of Apache when answering an incoming request. In the OS view, the
recorded system calls are sequentially labeled (some of them are omitted for readability). The semantic flow highlights some inherent dependencies among
invoked system calls and their arguments.

system calls, such as sys socket. We also instrument the
data movement instructions (e.g., mov) and arithmatic/logic
instruction (e.g., add, mul, and), such that the tainted
string can be propagated through the lifetime of string
processing. For a data movement instruction, we check
whether the source operand is marked. If yes, we will
annotate the destination operand, which can be a register
or a memory location, with the source operand’s annotation,
i.e. its offset in the original message. If the source operand is
not marked, we will simply unmark the destination operand.
If two marked operands appear in the same instruction, we
will union their annotations (e.g., for the add operation, the
result is the union of the operands if they are both marked).

Then, we need to re-map system call arguments based on
semantic types, based on the protocol specification. Semantic
types are used to more precisely capture the semantic mean-
ing of system call arguments as they cannot be naturally
obtained from the original argument types according to the
neutral system-wide system call convention. An an example,
the first argument of the open system call, which originally
defined as a string, is now redefined as the Filename
semantic type. Its return value will be similarly redefined
as the semantic type FileDescriptor, instead of int.

Name Filename Flag FileDescriptor
open ‘‘/etc/passwd’’ ‘‘RD’’ 6

Besides the knowledge of system call convention, we
further use protocol specification to extend our knowledge
of semantic meaning. We used the technique in [10] to dis-
cover protocol formatting specification. In the following, we
illustrate the snippet of SERVICE_REQUEST specification
for the HTTP protocol.

<SERVICE_REQUEST>
SYSCALL = Read(FD, BUFFER, RET)
FD = %Accepted_Socket
BUFFER =((GENERAL_HEADER|REQUEST_HEADER)\13\10)*\13\10
GENERAL_HEADER = %Method %URI %Dummy\13\10
REQUEST_HEADER = From|Host|If-Match|Last-Modified...=\%VALUE
RET = sizeOf(BUFFER)

Recall the read system call in the line 4 of Figure 1(a). We
can capture its semantic meaning with the above protocol
specification. More specifically, the file descriptor equals
to the accepted socket number after accepting the incom-
ing request. The argument BUFFER contains two fields,
GENERAL_HEADER and REQUEST_HEADER, each of them
can be further parsed into various sub-fields and eventually
casted into more specific semantic types. For example, the
REQUEST_HEADER field can be analyzed based on the
following format:

From: Type = Email, Format = %username@%hostname
Host: Type = IP|Host_Name, Format = %{4B}|String
Last-Modified: Type = Date, Format = Timestamp

The first line states that the From field should be parsed
as an email address. The second line specifies that the Host
field should be defined as an IP address or a host name. The
third line is to define the type of Last-Modified field
as the default timestamp format.

B. Algorithm for Constructing Semantic Units

To describe the high-level functionalities of a networking
protocol, we introduce the concept of user session S to rep-
resent a execution path of one server program, and semantic
unit U , which intended to capture one essential aspect of
modeled program behavior. As an example, the accept
and the close system call are the starting point and the
ending point of the user session shown in Figure 1. Semantic
units comprises of a number of system calls, their arguments,
as well as return values. In our current implementation, we
organize semantic units from adjacent system calls based on
whether they share the same file descriptors, filenames, or
network sockets. In other words, adjacent system calls that
manipulate the same file descriptor, filename, or network
socket will be grouped to the same semantic unit. For
example, the following system call sequence is a semantic
unit as the three system calls open, read, and close are
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used to access a file named “/etc/passwd” by referring to
the same file descriptor.

open("/etc/passwd", RD)=6,
read(6, buf)=123,
close(6)=0

Algorithm 1: SemanticUnitExtraction(sc, U)
input : A system call sc, and the semantic unit

array U .
output: The updated array of semantic units U .

begin
for i=1 to N do

for j=1 to M do
if sc.ai.type = U [i].aj .type and
sc.ai.value = U [i].aj .value then

U [no of su] = UNION(U [i], sc);
break;

else
no of su++; instantiate
U [no of su];
U [no of su] = sc;
break;

end

With collected system calls, our algorithm SemanticU-
nitExtraction(sc, U) groups them into different semantic
units. The algorithm works as follows: It maintains a global
variable no of su (initialized with 0) that keeps the current
number of semantic units in S. For each collected system
call sc, the algorithm will be check whether it is a member
of the existing semantic unit U [no of su]. If yes, it will be
added to U [no of su] (via the UNION(U[i], sc) function)
and the global variable remains intact. Otherwise, a new
semantic unit will be created and the no of su will be
incremented by 1. We need to point out that adjacent
system calls manipulate the same file descriptors, file names,
or sockets will be grouped into the same semantic unit.
However, not all system calls that manipulate the same file
descriptor, filename, or socket will be included into the same
semantic unit. This design choice makes the Algorithm 1
easy to implement.

Example 1 We illustrate the algorithm by revisiting the
simplified httpd case in Section III. First, when the first
system call – accept – is encountered, it will be included
in a new semantic unit U1. The following three system calls
(at line 2-4) will also be grouped into the same semantic unit
U1 as they essentially wait for (and then receive) incoming
requests and manipulate the same socket (as the accept
system call). After that, the stat system call at line 5 will
start with a new semantic unit U2 as it is not related to
the previous socket, and their main purpose is to handle the
request. Moreover, since the following system calls at lines
6-8 handles the same file named “index.html” with the stat
system call, they will join with the second semantic unit
because they send back the response to the requesting client.
In a similar manner, system calls at line 9-10 (U3) send back
the response to the requesting client; the requesting behavior

is locally recorded at line 11 (U4); and the communication
channel is finally shutdown and closed at lines 12-14, U5).

C. Constructing Semantic Specification

Different from previous approaches that solely depend on
either control-flow or data-flow relations, a semantic relation
flow Rs covers the inter-dependencies between them. In
this paper, we focus our semantic flow relations in three
categories: Data → Control, Data → Data, and Control →
Data, which illustrate in Table I.

VI. EVALUATION

We have implemented a proof-of-concept system that runs
on the Fedora 13. The system calls, arguments, and return
values are collected with a customized loadable Linux kernel
module (LKM). The experiments are performed on a PC
with Intel Core 2 Due 2.83GHZ CPU and 2G physical
memory.

A. Effectiveness

We evaluate the effectiveness of our approach with a
number of real-world attacks that are publicly obtained from
[3]. Table II contains the list of five experimented server
programs as well as attacks exploiting their vulnerabilities.
Within these attacks, two of them are control-flow attacks
which directly hijack the control flow of vulnernable pro-
grams, while the other three are data-flow attacks that are
able to manipulate security-critical data to evade traditional
detection techniques. Since server programs of wu-ftpd
and ghttpd are vulnerable to both control-flow and data-
flow attacks, we simply use a subscript to differentiate them.
For instance, we use wu-ftpd1 to represent the control-flow
attack and wu-ftpd2 to represent the data-flow attack against
wu-ftpd.

In the following, we use three examples to show that how
the three types of semantic relations, i.e., Data → Control,
and Data → Data are used to detect attacks.

Data → Control Violation Detection All versions of wu-
ftpd before 2.6.1 contain a vulnerability that can be exploited
to trigger a heap corruption vulnerability (CVE-2001-0550).
The vulnerability is located in the ftpglob function, which
fails to properly handle the FTP commands and consequently
allows remote attackers to execute arbitrary commands via
a ∼ { argument [16].

Figure 3(a) shows the related semantic flow specification
that will be violated by this attack. More specifically, there
exist three related semantic units for the exploited wu-ftpd
sub-session. The first semantic unit receives the command
request from the client and interprets it to be a CWD
command. The following semantic unit will actually execute
the CWD command by invoking the chdir system call. The
return value of chdir will determine the code field that
will be later sent back to the client in the third semantic
unit. The code field essentially notifies the client whether
the operation is successful or not.

Our approach detected this attack when the server sent
its response to the client via a write system call. Based
on the ftp protocol, the raw command CWD pathname
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Category Subcategory Meaning Example

Single data to control relations Relations that a single argument determines fol-

lows system calls

In ftp protocol, the argument CWD determines system call

chdir

Data → Control Multiple data to control relations Multiple arguments together determine system

calls later

The readfds and writefds arguments of select system call

determine the following read or write system call

Number of loops relations Relations that arguments determine the number

of system calls that will appear later

The argument st_size of system call stat determines the

number of write system calls be invoked later

Logical relations Relations that a single argument might deter-

mine future system calls

The return value of -13 (meaning Permission denied) of

open determines the error code 304 in the reply buffer.

Data → Data Numeric relations Relations that evaluate two numeric values v1

and v2

LargerThan(v1, v2), SmallerThan(v1, v2), EqualTo(v1, v2)

Timing relations Relations evaluate two timing values d1 and d2 Before(d1, d2), After(d1, d2), and At(d1, d2)

Control → Data Relations determine system calls to system call

arguments

The system call write determines certain keywords in the

reply buffer, such as Code, Connection, and Length

Table I
SEMANTIC RELATIONS Rs IN OUR FRAMEWORK

Program Reference Attack description Program Total # of # of system calls Violation

(version) size(KB) system calls in attack session

wu-ftpd1(2.6.1) CVE-2001-0550 Heap corruption allows execute arbitrary commands via 2916 1372 2 Data → Control

a ∼ { argument to commands

ghttpd1(1.4) CAN-2001-0820 Long arguments passed to the Log function in util.c 311 27 20 Data → Control

allows attackers to get shell

wu-ftpd2(2.6.0) S.Chen et al. [3] Format string overwrite user ID 2916 15754 8 Data → Data

ghttpd2(1.4) S.Chen et al. [3] Stack overflow to overwrite backup value of ESI 311 105 14 Control → Data

null-httpd(0.5) S.Chen et al. [3] Two POST commands corrupt CGI-BIN configure string 806 230 72 Data → Data

Table II
VULNERABLE SERVERS AND REAL-WORLD ATTACKS USED IN OUR EVALUATION

allows the client to change the current working directory
to pathname. As such, in our semantic flow specification
(Figure 3(a)), the semantic unit U2 will invoke the system
call chdir. After invoking the chdir, the server will
notify the client with the return code either 250(indicating
“the CWD command is successful”), or 550(meansing “No
such file or directory”).

When considering the actual attack sequence, it violates
at least twice our semenatic flow specifications: First, there
does not exist a subsequent chdir system call. Second, the
response message will usually contain return code of 250 or
550. For previous approaches that detect control injection
attacks, the same attack could be detected when the attack
invokes the execve system call to obtain a command shell
(“/bin/sh”), which is much later than the detection point by
our approach. Figure 3(b) shows the difference between the
detection point by our approach and the detection point by
other approaches.

Data → Data Violation Detection The same wu-ftpd
server (versions 2.6.0 and earlier) contains another vulner-
ability, i.e., a format string bug (CVE-2000-0573), which
can be exploited with a specially-crafted string to the SITE
EXEC command. Instead of overwriting the return address

on the stack, this attack use format string to overwrote a
security-critical variable pw → pw uid to 0. After that, the
attack further established another data connection and issues
a get command, which essentially invoked the function
getdatasock() in the wu-ftpd server. Due to the corruption
of pw → pw uid, the execution of the function will set the
EUID of the process to 0, elevating the process privilege
to the super-root. As such, an originally non-privileged user
is able to access the system with the root privilege. This
overall exploitation is a typical data-flow attack [3].

It is interesting to point out that data-flow-based anomaly
detection is also able to detect this attack. As dis-
cussed in [1], this attack can be detected as a vio-
lation of the equality relation between the seteuid
system call and another setuid system call (in func-
tion pass()). However, the root cause of this attack is
that the attacker crafts a format string, in the form as
SITE EXEC aaabcd%.f%.f%.f%...%d...|%.8x, to over-
write pw → pw uid to 0. And our semantic flow-based
detection is able to identify this attack when the Equal
relation between the file name execve invoked and the
file name in reply message is been violated, which is earlier
than the previous detection point.
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#U1: Receive a client request U1(Message){SWITCH(CMD)CASE (“CWD”){ PARAMETER = pathname;CALL U2(chdir,PARAMETER);}……#U2: Handle the requestU2(SYSCALL, PARAMETER) {IF(chdir(PARAMETER).ret < 0){/* No such file or directory */Code= 550; } ELSE{/* The CWD command succeeds */Code = 250;}}#U3: Send the replyU3(CMD, Code){write.Message.cmd = CMD;write.Message.code = Code;}…...
…...

(a) Partial semantic specification for wu-ftpd

Others’ detection points
#Other normal system calls……read(0, "CWD ~{\10././././././.\10.\10000….\10", 1024) = 7 write(1, "$\10sP\10$", 4) = 4read(0, “3U/AF3E…..”, 255) = 72setreuid(0, 0) = 0mkdir (“T”, 237)=0chroot(“T”)=0chroot()=0execve(“//bin/sh”, addr, 00000000)Our detection point

(b) Logged (attack) system calls and the detection points

Figure 3. A control-flow attack based on the wu-ftpd heap corruption
vulnerability (CVE-2001-0550): The system call sequences shown in Figure
3(b) violates the semantic specification in Figure 3(a).

VII. CONCLUSION

In this paper, we have presented a semantic flow-based
host intrusion detection model that seamlessly integrates
control-flow and data-flow dependencies. When compared
with existing approaches, which only focus on control-flows,
or data-flows but not both, our approach greatly improves the
accuracy and completeness of the obtained program behavior
models. An efficient algorithm is presented to accurately
extract basic semantic units, each of which characterizes
an essential aspect of the modeled program behavior, and
then obtain the semantic dependencies among them. Our
experimental results show that our model enables earlier
detection and prevention of many attacks than existing
approaches and holds great promise for more precise and
complete host-based intrusion detection.
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Abstract—Privacy breaches through profiling constitute a 

considerable threat to users of Web 2.0 services. While many 

concepts have been proposed to address this issue by allowing 

users to encrypt, obfuscate, or otherwise conceal information 

of their choice, all have certain limitations. In this paper, we 

survey the available solutions, and propose a taxonomy for 

classifying them based on a revised evaluation scheme that 

builds upon our previous work. Our main contribution is a 

model that harnesses steganographic techniques in order to 

hide sensitive data, and the description of a proof-of-concept 

implementation thereof that allows a user to hide profile data 

on a website without installing any sort of software aside from 

a conventional web browser. 

Keywords-Web 2.0; web privacy; user content; 

steganography 

I. INTRODUCTION 

As the use of Web 2.0 services – most notably Social 
Networking Sites or SNSes – is becoming more and more 
widespread, the privacy-related questions of the sensitive 
information published there gain significance in a similar 
tact. The term ‘profiling’ is used to describe activities which 
involve collecting data about a person from various sources 
(e.g. customer preferences in a webshop and personal data 
published on social networking websites), and merging the 
pieces of information into a single record, called a profile.  
Since Web 2.0 services are based on user-created content, 
profilers can use these services to complement their profiles 
[4]. Accurate user profiles serve as useful bases for many 
dubious or outright malicious activities, including targeted 
advertising and dynamic pricing. This tendency is likely to 
get worse as real-time searching becomes a core feature in 
search engines, which makes revocation of information 
impossible. Therefore, this problem is gaining importance 
frighteningly fast. 

The techniques of profiling have evolved greatly since 
the birth of the World Wide Web. When IP addresses were 
fixed, they could be used to identify a user on the Web. Later 
on, as Internet Service Providers adopted the use of dynamic 
IP addresses, the main basis of identifying a user became 
unique identifiers in HTTP cookies and, later, ‘Flash 
cookies’ or LSOs [2]. The evolution of tracking techniques is 
continuous; the concept of Evercookies [15] and the 
Panopticlick browser fingerprinting experiment [16] indicate 
that research and improvements in the area have certainly not 
concluded. Furthermore, information superpowers – service 

providers that offer a wide range of products to their users – 
are a major threat [4], because they can have access to 
various data about the user. 

As such, there is a need for applications that protect the 
user against these actors through limiting the information of 
personal nature that a profiler potentially has access to. Our 
previous work [4] introduced such a piece of software called 
BlogCrypt, a Firefox extension that could encrypt and 
decrypt data on websites with as little user interaction as 
possible. In that paper, we showed that BlogCrypt was an 
efficient countermeasure against profiling, but, as it does not 
conceal encryption, users are likely to face countermeasures 
on Web 2.0 sites where encrypting or otherwise obfuscating 
user content is forbidden by the Terms of Use.  

Our main contribution in this paper is a steganographic 
approach to this problem, which, albeit not a direct successor 
or an improved version of BlogCrypt, addresses the same 
issue as it did, but in a slightly different context. The main 
reason is that steganography is ‘expensive’, i.e. only a small 
amount of data can be stored with such techniques. 
Therefore, while BlogCrypt was a useful solution to encrypt 
blog posts, StegoWeb is more likely to be applicable in the 
context of profile data on SNSes. If our application is used 
for this purpose, a profiler will not be able to link our 
personal information to other data she has potentially 
obtained about us. 

The paper is structured as follows. In Section II, we 
survey already existing implementations and concepts that 
are destined to hinder profiling, and provide a taxonomy for 
classifying them. Then, in Section III, we discuss our own 
implementation, and analyse it in terms of advantages and 
drawbacks. In Section IV, we evaluate our implementation 
from the aspect of key management, and propose some 
improvements. Section V describes how the concept can be 
used for identity management purposes. Finally, we conclude 
our work in Section VI. 

II. EVALUATION OF EXISTING SOLUTIONS 

In this section, we discuss the already existing solutions 
for the aforementioned issues, and categorise them into a 
taxonomy. Some of these solutions are discussed and 
classified in our previous work [4]. 

A. Existing Solutions 

There are many different solutions for protecting user 
content on Web 2.0 sites. We discussed the merits and 
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shortcomings of most of them in our previous work [4]. The 
currently available solutions can be categorised as follows: 
1) Universal applications. These applications can 

cooperate with arbitrary services that provide a generic 
interface such as a textbox. Some of them (e.g. BlogCrypt 
and NOYB – Secret Messaging [9]) are implemented as 
standalone Firefox extensions, while others need additional 
external software to operate (e.g. FireGPG [10]). 
2) Site-based applications. These programs (or models) 

are destined to work with a single Web 2.0 website. 
Examples of such applications include Lockr [11], 
FaceCloak [12] and FlyByNight [13]. Newer concepts 
include Persona [7], which is essentially a privacy-enhanced 
SNS. As a proof-of-concept implementation, the authors 
integrated their model with Facebook in such a way that the 
backend is a Facebook application. Another site-based 
application is FaceVPSN [8], which is a Firefox extension 
that allows users to import fellow Facebook users’ profile 
data into a local database, and substitute the corresponding 
attributes with the locally stored information (if available) 
when the profile page of a user is loaded. Lastly, SeGoDoc 
[6] is essentially a middleware for encrypted storage on 
Google Docs. It is implemented as a Firefox extension, and 
works on-the-fly, completely automatically. 
3) Models without available implementations. These are 

models that were published in academic research, but their 
implementation is not available. Examples for this are 
NOYB – Social Networking [14] and an unnamed 
community-based access control concept that – similarly to 
BlogCrypt – assumes server-side storage of encrypted data 
[5].  

B. Evaluation Model 

In our previous work [4], we discussed a categorisation 
scheme for the available solutions, and described the 
principles based on which its attributes are defined. The 
revised version of the categorisation scheme is summarised 
in Table I. We do not discuss the results that have already 
been published in our previous work, and listed only some 
solutions that have appeared since then, namely SeGoDoc, 
Persona, FaceVPSN and our own solution StegoWeb. 
Furthermore, we have done away with the attribute 
‘Autonomy’, and defined new attributes and categories, too: 
1) Key distribution. Possible categories: manual (M), 

partially automatised (PA), fully automatic (Auto). 
2) Independence. Possible categories: operating system 

independent (OS), browser independent (B), service 
independent (S). 
3) Realisation. Possible categories: external software 

(ExSw), browser extension (Ext), bookmarklet (B). 

C. Taxonomy of Private Web Publishing Solutions 

We have introduced a new taxonomy for these services, 
which is depicted on Fig. 1. The leading idea during the 
preparation of the taxonomy was to model how the user 

relates to the application before starting to use it. Therefore, 
the first set of attributes which we chose to branch the 
universe of access control applications for published data 
were gradual deployment, realisation and ease of installation. 
If gradual deployment is not possible, the application is 
realised as external software, or its installation is 
complicated, we put the solution into the category 
‘impractical’; otherwise it is labelled as ‘practical’.  

The fork of the category ‘practical’ has been chosen to be 
based on the independence of the application. If the program 
is not at least operating system independent, or it is service 
specific, it is classified as ‘dependent’, else it is put into the 
category ‘independent’. The reason for this is that the user is 
likely to prefer solutions that can be used in several 
environments, e.g. if she intends to run an application both 
on her corporate computer with Windows and her home 
computer running Linux.  

The split on category ‘independent’ has been based on 
discoverability and key distribution, because these factors 
have major influence on the security properties of the 
software. (We have not included the type of encryption, 
since it does not tell much about the security properties of 
the application.) If the presence of an application is 
discoverable, i.e. its discoverability attribute is ‘crypto’, or 
key management is not automatic, the solution is classified 
as ‘recommended’. In other cases, it is assigned the label of 
‘smoothly usable’. 

Lastly, the fourth split considers compromises and ease 
of usage. These factors have a major impact on user 
experience, so they are likely to influence the user’s relation 
to the software in the long run. Based on this idea, we have 
split the category ‘recommended’ into ‘average’ and ‘good’; 
if the application seriously hinders the use of the host 
application (i.e. the Web 2.0 service it is applied on), or it is 
cumbersome to use, we use the former category, else we put 
it in the latter. The category ‘smoothly usable’ is split into 
‘powerful’ and ‘ideal’ based on a similar reasoning. 

The column ‘Taxonomy type’ in Table I. summarises the 
results of fitting the taxonomy onto the applications 
discussed in Section II A. It can be seen that all current 
solutions that are discussed in this paper are ‘dependent’, 
since they are service specific. Our own solution, besides 
having other merits, is service independent, and is easy to 
use, as can be seen in the discussion in Section III. 

Figure 1. The taxonomy of access control solutions. 
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Therefore, it falls into the category ‘good’. It must be noted 
that this result could be improved by implementing the ideas 
discussed in Section IV. 

III. STEGOWEB: A SIMPLE BOOKMARKLET 

Our solution called StegoWeb is implemented as a 
bookmarklet, i.e. as a simple program that can be executed 
by clicking on a bookmark in the browser. In this section, we 
describe the model on which it is based, and then provide a 
description of the actual implementation. The simple 
usability and the absence of special software requirements 
were fundamental aspects during the design phase. 

A. Model of StegoWeb 

Our model defines four separate entities: 
• Browser: Operations can be controlled by the user 

with installed bookmarklets. 
• Web service: It stores the fake data which serves as 

a pointer to the location of the real data on a URL 
shortener service (see below). 

• Application storage: It stores JavaScript libraries 
realising the core functionality of StegoWeb. 

• URL shortener service: It stores the real data in an 
obfuscated form. Arbitrary URL shortener service 
will do, provided that it supports the aliasing 
feature, preferably complemented by the ability to 
delete already registered aliases, e.g. to revoke keys. 

We define the following primitives for describing the 
operation of the algorithms: 

• e(x, k): Encrypts x with key k. 
• d(x, k): Decrypts x with key k. 
• h(x): Returns the one-way hash (digest) of x. 
• cat(x1, x2, ...): Concatenates its arguments.  
• fetch(x): Returns the data field of the URL 

registered under the alias x at the URL shortener 
service. 

The inputs of the hiding and revealing algorithms are as 
follows: 

• KEY: A key for a symmetric-key encryption 
algorithm. 

• FAKE_URL: The address of the website which 
contains the fake data. 

• REAL_DATA: An atom of data to be hidden, 
corresponding to some content on FAKE_URL. 

• XPATHS: The XPath expressions corresponding to 
the elements in FAKE_URL for which REAL_DATA is 
to be hidden. (In our implementation, the user has 
to provide these by highlighting text on the 
webpage.) 

When performing hiding, three parameters are considered 
for each piece of fake data: its XPath, the corresponding 
original data, and the key. The operation is executed in two 
steps. First, the XPath expressions are hidden, and then the 
real data. These algorithms can be described as follows: 

• XPath hiding: 
ALIAS := h(cat(KEY, FAKE_URL)) 
DATA := e(XPATHS, KEY) 

• Data hiding: 
ALIAS := h(cat(KEY, FAKE_URL, XPATH)) 
DATA := e(REAL_DATA, KEY) 

After each sub-operation, a URL 
http://example.com/?data='DATA' is registered under the 
alias ALIAS at the URL shortener service. Technically, the 
domain part of the address is arbitrary, but it is wise to 
choose a popular website to avoid attracting attention. 

Real data can be revealed in two steps, too, as follows: 
• Revealing XPaths: 

ALIAS := h(cat(KEY, FAKE_URL)) 
XPATHS := d(fetch(ALIAS), KEY) 

• For each entry in XPATHS, revealing real data: 
ALIAS := h(cat(KEY, FAKE_URL, XPATH)) 
DATA := d(fetch(ALIAS), KEY) 

The entire process of revealing the real data is depicted 
on Fig. 2. 

B. Description of the Implementation 

Our implementation is realised as a set of bookmarklets 
that download a short JavaScript code which realises the 
aforementioned operations. We have used MD5 as a hash 
algorithm, AES-CBC as a cipher, and http://is.gd as a URL 
shortener service.  

TABLE I. CLASSIFICATION OF CURRENT SOLUTIONS 
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To hide data, the user has to navigate to the website that 
contains the fake data, click on the selection bookmarklet, 
and select some text on the page (Fig. 3 (a)). The user is then 
prompted to enter the corresponding real data. These steps 
can be repeated as many times (i.e. with as many pieces of 
text) as desired. When finished, the user has to click on the 
hiding bookmarklet, which asks the user to type the key to be 
used for the hiding (Fig. 3 (b)). 

To reveal data, the user has to go to the website 
containing the fake data, and click on the revealing 
bookmarklet. A dialog box appears where the user has to 
enter the key. If the right key was provided, each piece of 
fake data is substituted with the corresponding real data, 
completely automatically (Fig. 3 (c)). 

C. Analysis 

Our solution slightly deviates from the classical idea of 
steganography, where information is hidden directly into a 
cover media, the result of said operation being the stego 
media. However, our opinion is that classifying this 
technique as steganographic is appropriate, since the result 
of its application is that the very fact of the existence of 
hidden information is hidden from all unauthorised parties. 
In this – somewhat broader – sense, the cover and stego 
media can be defined as the combination of the fake website 
and the set of URLs registered at the shortener service. 
Indeed, it is impossible to tell if an alias contains hidden 
information without the key and the fake webpage, provided 
that the domain part does not give it away. In other words, 
StegoWeb makes the fake URL hide in the crowd of real 
URLs. Of course, URLs registered by StegoWeb can only 
accidentally lead to valid websites, but the case of a user 
error and that of the use of StegoWeb is not easily 
distinguishable by the service provider. This is a 
steganographic quality, even if symmetric-key encryption is 
used as a core idea of the algorithm. (E.g. TrueCrypt Hidden 
Volumes [17] are based on hiding cryptograms, too.) 

The major advantage of the model is that it can be 
implemented with free and public web services (just like our 
proof-of-concept implementation), and it does not require 

any software to be installed. It is easy to use, and the real 
data is accessible only on the client side, so the solution is 
not dependent on the trustworthyness of third party services. 
Indeed, the URL shortener service and the application server 
can be easily replaced by other providers, as long as the 
former complies with the requirements discussed in Section 
III. A. Furthermore, it is independent both from the browser 
and the operating system, and therefore it can be used on any 
platform that can run JavaScript code, which is customary in 
all modern browsers. 

A potential disadvantage is that bookmarklets do not run 
automatically once the webpage containing the fake data is 

 
Figure 2. Revealing real data. 

 
(a) 

 
(b) 

 
(c) 

Figure 3. Using StegoWeb [18]. 

 

112Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9

SECURWARE 2011 : The Fifth International Conference on Emerging Security Information, Systems and Technologies

                         121 / 141



loaded, and therefore user interaction is required to reveal the 
real profile. Furthermore, the password cannot be stored in 
the browser, so it must be typed again for each execution. 
(This drawback will be easily eliminated when the 
penetration of HTML5 local databases will make efficient 
browser-side storage possible.) Updating the real data is also 
a problem given that the key has to be renewed every time. 
Moreover, revocation is possible only if the URL shortener 
supports deleting aliases, so it is wise to choose such a 
service that supports this feature. 

It must be noted that there is a risk pertaining to the third 
parties (i.e. the web service, the application storage, and the 
URL shortener) that our solution relies on. First of all, any of 
these may stop functioning, e.g. if a server falls victim to a 
denial-of-service attack. As such, this vulnerability 
constitutes an availability problem. Furthermore, the scripts 
hosted on the application storage might be ‘poisoned’, as is 
the case when a cracker replaces the StegoWeb libraries with 
her malicious code. This is a classical system security risk. 
Fortunately, both vulnerabilities can be eliminated by using 
multiple application storage and URL shortener services and 
comparing the information obtained from all sources. Digital 
signatures may also be considered for additional protection. 

To test the implementation, we have verified our solution 
with several websites. Test runs of the software can be 
accessed through the webpage http://stegoweb.pet-portal.eu. 

IV. KEY AND IDENTITY MANAGEMENT 

In this section, we discuss the possible ways of managing 
keys and identities in our model. If HTML5 databases were 
widespread enough, these ideas would have made it into the 
final implementation. Until then, however, it does not make 
much sense to try to implement automatic key management 
into our bookmarklet, because an efficient, yet platform-
independent means of client-side storage is absent.  

A. Key Management 

Symmetric-key algorithms use only one key for 
encryption and decryption (or the encryption key can easily 
be transformed into the decryption key and vice versa). In 
our model, data is stored only on the sites of URL shortener 
services, and, assuming a symmetric-key algorithm as a 
basis of the implementation, the alias depends on this single 
key and the URL of the page containing the fake data. 
Consequently, there is no obstacle to hiding information 
with different keys for a given profile page. This key can be 
unique either for each user or for a group, depending on the 
recipients themselves. The revocation of a key is also simple 
by deleting the URL alias (if such a feature is implemented 
on the URL shortener). 

Asymmetric-key algorithms use two different keys: a 
public for encryption and a private for decryption. In 
StegoWeb, the algorithm for hiding using asymmetric 
encryption could be similar to the symmetric case. The main 
difference is that a symmetrical message key is created for 
each occasion of hiding, and this key is encrypted by the 
addressees’ public keys, who get the cryptograms in private 
messages. (N.b., if asymmetrical keys were the bases of the 

encryption phase during hiding, the ‘hidden’ URLs would 
be easy to reproduce by everyone, and therefore the goal of 
steganography would be thwarted, hence the idea of 
message keys.) The revocation of a key can be performed 
with the deletion of the alias, in this case, too. 

The main problem of asymmetric-key cryptography is 
the distribution of keys. This obstacle can be easily 
overcome for certain services; for instance, users of a social 
network may share this key on their profile page. A script 
can then collect the keys from their friends’ profiles, 
without explicit communication with them. In other cases, a 
PGP-like web of trust mechanism [1] can be used for 
distributing keys, but this involves communication between 
the participating users. 

B. Privacy-Enhancing Identity Management 

Here we propose a Privacy-Enhancing Identity 
Management (PIDM) model for StegoWeb. Our model is 
based on a social networking service whence public keys of 
users can be obtained, and where the objective is to conceal 
profile attributes. A general PIDM scheme offers a hierarchy 
for managing profiles where attributes of the profiles are 
inherited from their ancestors in the tree structure or set by 
the user for the specified profile [3].  

This concept can be customised for StegoWeb based on 
asymmetric and symmetric-key cryptography. If all users 
publish their public keys on their profile page, sending 
information (e.g. real profile data) involves looking up the 
public key, using the hiding algorithm as described in 
Section III. A, and then notifying the addressee out-of-band, 
e.g. through the private messaging feature of the social 
networking website. This works excellently for a single user, 
but it would require too many aliases at the URL shortener 
for many addressees. As such, we suggest a hierarchy of 
groups, each of which has its assigned symmetric key. The 
users themselves are at the bottom of the hierarchy, and each 
of them gets the secret keys of the groups that are located 
between the root of the tree and them when they are added. 
Then, if one wants to reveal her profile data to a group of 
users, she does the encryption part of the hiding algorithm 
with all the intermediate keys, and then registers the URL at 
the shortening service. Each addressee can then try the 
revealing algorithm with all key combinations she is aware 
of. (N.b., all of them got at least one combination of secret 
keys when they were added to the hierarchy, but they could 
have got multiple if they were included in multiple groups.) 

It can be seen that the number of users in a group defines 
a trade-off between the number of URLs to be created by the 
sender and the difficulty of revoking a group key; if one 
defines groups with high granularity, the sender has to use 
many different key combinations to publish her real profile 
information, but ‘unfriending’ someone is not difficult due to 
the low number of users in the same group, and conversely, 
if a group has many users, the initial effort required from the 
sender is low, but rekeying the group is cumbersome if the 
fluctuation is high. 

It is also interesting to consider the model from the 
perspective of plausible deniability. One can create multiple 
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hierarchies for the same set of social network friends, and 
send different profile information on both. Then, if an 
addressee is forced to surrender her keys, she can hand over 
those that lead to fake information, and deny the existence of 
another set of keys, provided that the fake profile 
information is plausible. This way, the sender’s profile data 
can be effectively protected even from powerful third parties.  

V. CONCLUSION AND FUTURE WORK 

In this paper, we have discussed the threats that profiling 
poses to users, and categorised the existing solutions that aim 
to address this problem. The basis of comparing the 
applications we could find in academic literature was a 
categorisation scheme based on important attributes that 
apply to virtually all such applications, and a taxonomy 
based on these attributes. Then we proposed an own model, 
and discussed our own implementation thereof. We showed 
that, through the realisation as a bookmarklet, our solution is 
not only secure thanks to the underlying steganographic 
principles, but it is also very easy to use, versatile and as 
platform independent as possible, the only requirement being 
a browser that can interpret JavaScript code. 

As far as possible improvements are concerned, we 
believe that the most crucial deficiency is the lack of key and 
identity management. We have described some alternatives 
for this in Section IV. When HTML5-based local storage 
becomes a standard in all modern browsers, this feature can 
be easily implemented in a completely platform independent 
way, which is, we argue, paramount for such solutions. 
Additionally, these features can be enhanced with GUIs 
created with JavaScript. 

Another way of implementing key and identity 
management would be to realise our solution as a browser 
extension, so that the application could use the local storage 
space of the browser itself. This could possibly lead to being 
bound to a single platform; however, implementing the 
application as an extension can be advantageous, because the 
revealing algorithm could be triggered automatically. Such a 
feature is suitable especially for use with social networking 
profiles, as these are webpages that have a more or less fixed 
structure, in contrast to blogs, photo sharing websites, etc. It 
must be noted that the extension to be implemented is very 
simple, so it could be easily realised for all modern browsers. 

Finally, it would be interesting to verify the 
implementation in an experiment involving several users. 
This way, both user experience (e.g. ease of use) and other 
fundamental properties of the algorithm (e.g. its 
steganographic security and capacity properties) could be 
assessed. The results would provide important feedback 
about what we should improve in the implementation, and a 
more in-depth comparison to other similar implementations 
would be possible, too.  
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Abstract— Access control does not prevent an authorized 
“insider” inadvertently or deliberately leaking information to 
an unauthorized external or internal party. The “insider 
threat” is one of the greatest threats to enterprise security, and 
nearly 70% of recently surveyed organizations view Web 2.0 
(and by extension cloud computing environments) as a serious 
data loss risk. The primary focus has been on Data Loss 
Prevention (DLP) methods to prevent “malicious” data 
leakage; data leakage includes data loss as well as inadvertent 
data sharing. In today’s highly interconnected world, with a 
proliferation of camera equipped cell phones, preventing data 
loss by a determined insider, possibly in collusion with other 
insiders is impossible. However, if as multiple analyses of data 
breaches show, the majority of data breaches (as high as 80% 
of all data breaches) occur from end-user error then the 
incidence and resulting loss from data breaches can be 
significantly reduced. This paper presents a method for 
organizing the end-user computing (EUC) environment to 
prevent inadvertent data leakage and, thus, improve 
information security.  

Keywords- information security; data loss prevention; insider 
threats; end-user computing environment. 

I.  INTRODUCTION 

Ubiquitous untethered anywhere anytime access to vast 
amounts of information, applications, services and 
computing resources is fast becoming a reality. Even today, 
companies and individuals store and provide access to their 
intellectual property, trade secrets, confidential private 
information and other assets over a network. Ensuring who 
gets access to and do what is the subject of both physical 
and logical security. The major objective of security is to 
deny, deter, delay and detect unauthorized access.  

Crime Prevention Through Environment Design 
(CPTED) is a holistic multi-disciplinary approach to 
security. The objective of CPTED is to consider all aspects 
of the environment in deterring and denying opportunities, 
including impulsive, for crime. The factors include 
facilities, Heating, Ventilation, & Air Conditioning 
(HVAC), utilities (electric, water, waste), Fire, perimeter, 
physical access control, and intrusion detection.  

In both physical and logical access control, the purpose 
of Identification is to establish the “who” the user is, 
Authentication is to confirm the veracity of that claim, and 
Authorization is to verify whether the user has access to the 
“object” (services, resources, information, documents and 
other assets). Similar to the physical world, presenting some 
credential from a trusted credential issuing authority may 

establish identification. In a highly distributed environment 
and with no central trusted authority this can be a major 
challenge; another issue is of preventing fraudulent 
credentials. Authorization establishes the “rights” of a user 
to perform some set of actions on an “object” and access 
control methods aim to protect the “object” from 
unauthorized access or actions. This is again a challenging 
problem with distributed and mobile “objects;” in a cloud 
computing environment (CCE) the objects may relocate to 
meet performance or other requirements.  

In the physical world, perimeter security consists of 
fences, gates, rooms, doors, dogs and guards; guards, 
motion detectors and closed circuit television (CCTV) 
provide surveillance to detect intrusion. In the logical world, 
network perimeter security through endpoints, intrusion 
detection systems (IDS), access control and logs all help to 
delay and detect, and intrusion prevention systems (IPS) to 
prevent access to achieve security. Safes and secure rooms 
embedded deep within other rooms, with multiple levels of 
access control including physical guards, provide asset 
security. Securing servers and networks is not quite a match 
for this level of physical deep depth defense; even with 
hardened infrastructure, the user environment and its usage 
is not subject to rigorous control. 

In the current and emerging ubiquitous computing 
environments, the “castle defense” mentality of trusting 
everyone within the organization is flawed. Access control 
does not prevent an authorized user inadvertently or 
deliberately leaking an object to an unauthorized party – data 
breach  or  data  loss;  the  ubiquitous  access  to and  ease  of 
distribution (or leaking) of objects in a CCE vastly 
compounds this problem. This “insider threat” is one of  the 
greatest threats to enterprise security.  Almost 70% of  all 
organizations view Web 2.0 as a serious concern for data 
loss  prevention (DLP) [8].  Organizations  around  the world  

x

x

x

x

 
Figure 1.  Threat categories over time by percent of breaches [34] (adapted 

to highlight insider threats). 

115Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9

SECURWARE 2011 : The Fifth International Conference on Emerging Security Information, Systems and Technologies

                         124 / 141



are facing  increased  regulatory pressure to  secure and 
safeguard at “rest” or “in flight” digital information; in the 
US, in addition to federal regulations such as Health 
Insurance Promotion and Accountability Act (HIPAA)[15], 
Sarbanes-Oxley[33], Gramm-Leach-Bliley[14], a number of 
states have imposed their own sometimes more stringent 
regulations and penalties for breach. However, in today’s 
highly interconnected world preventing data loss by a 
determined insider, possibly in collusion with other insiders, 
is impossible; malicious person(s) with appropriate 
administrative system privileges or even camera equipped 
cell phones. Although intellectual property theft accounted 
for less than one percent of all cybercrimes against busi-
nesses, it resulted in more than 50 percent of the total 
monetary loss [31]. 

An analysis of insider data breaches continues to show 
that the majority of breaches, as high as 80%, are 
inadvertent and non-malicious [28, 34]. Fig. 1 shows data 
breaches by category with the insider breaches boxed; the 
malicious or “deceit” insider breaches are about half of the 
insider misuse breach and much less when combined with 
other breaches such as those due to error and environments. 
This Data Loss Prevention (DLP) from negligence and non-
malicious human error is a major challenge and largely 
unaddressed, except for the creation of and training on 
policies. An aspect of DLP that remains unanalyzed is the 
affect of internal data leaks on performance, such as 
productivity.  

Kulkarni et al [20] addressed the issue of the corporate 
risks due to uncontrolled storage of data associated with End 
User Computing Applications,  such as spreadsheets, 
databases etc., with the potential risks posed to the 
confidentiality, integrity, and availability of this data due to 
its existence on EUC Applications. It is estimated that 
around 32% of financial data resides in EUC Applications 
[27]. 

The prevention of inadvertent data leakage – the 
predominant cause of all data leaks – will significantly 
reduce the incidence and resulting loss from data breaches. 
This paper presents a method for DLP applicable to the 
large percentage of such external and internal inadvertent 
data breaches. The paper examines some well known 
security mechanisms and shows their inapplicability for 
inadvertent data breaches. 

II. BACKGROUND AND RELATED WORK 

In a usage control policy, the object stakeholder defines 
the allowed accesses to a target object on a target platform. 
A stakeholder can be the owner of the object, or a provider 
delegated by the object owner to protect the object. An 
object can be services, tools, systems, resources, facilities, 
information, data, messages, or even a credential [37].  

A. Identity Management 

The special issue of Computer magazine [29] on identity 
management contains a number of papers that deal with the 
very important issue of digital identity management 
including interoperable trusted identity [26], federated 
identity management [7], challenges for federated assurance 

[23], multifactor identity verification [25] and an identity 
management framework [22]. The user-centric IDM 
approach [18] that allows users to control their digital 
identities and uses identifiers or attributes to define a user. 

DLP methods do not require any special identity 
management and the end-user environment may be subject 
to multiple different identity management techniques. 
Access control, DRM and other usage control techniques do 
not prevent data leakage by authorized users. 

B. Access Control 

Access control technologies enforce or enable 
enforcement of usage control policies. Access control aims 
to protect objects from unauthorized access or use by 
“agents;” agents includes users and tools/systems. Or 
alternately, grant agents permissions to perform some set of 
actions on objects. Most popular method is role-based 
access control (RBAC) that employs the concept of “roles” 
assigned permissions or “rights” on an “object;” no 
assignment of individual rights [32]. RBAC is very efficient 
for large numbers of users, and can deal with a wide range 
of security policies. Role hierarchies, for example, reflecting 
some line of authority and responsibility are a common 
aspect of RBAC models. Role hierarchies support role 
inheritance a very useful feature when assigning common 
permissions to large groups. Inheritance also creates role 
hierarchies where a senior role has more permissions than a 
junior role; the senior role (rs) inherits the permissions of the 
junior role (rj) and may have additional permissions of its 
own [35]; the role inheritance satisfies the constraint: 
(Permissions (rj) subset of Permissions (rs)) and 
(Authorized-Agents (rs) subset of Authorized-Agents (rj)).  

Attributes-based access control (ABAC) is useful in 
highly distributed heterogeneous environments [19, 36] and 
can also be used in conjunction with RBAC. Environment 
roles can capture the security-relevant context of the 
environment, as access decisions may depend on the context 
of the requests [10]; context-based RBAC provide fine-
grained access control [16, 21]. Environment roles support 
the securing of context-aware applications and security 
policies that make use of environment roles to control 
access to resources. Constraints in RBAC [35] deal with 
static and dynamic separation of duty such that either no 
users are assigned to conflicting roles (static separation of 
duties), or users cannot be activated for conflicting roles 
simultaneously (dynamic separation of duty). Rule-based 
RBAC [1] provides mechanisms to assign roles based on 
rules defined by the security policy; the rules may establish 
seniority relationships and, thus, a roles hierarchy. Temporal 
Role Based Access Control (TRBAC) controls role 
activation time constraints [4, 17]; limits access to certain 
times. Temporal and other constraints are a subset of 
general conditions that control usage; access permitted only 
when user at specified premise and after a certain event 
occurring. Other extensions include generalization of roles 
to include subject, object and environmental roles [24], 
history [12] and privacy-preserving protocols using zero-
knowledge proof-based techniques [3]; and assignment of 
user rights and permissions for web services based on the 
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strength of the identification mechanism in a context 
dependent RBAC can be a viable approach for access 
control in web-based services [35]. 

In very large organizations or in extended or virtual 
organizations, centralized RBAC administration is an issue 
and major challenge. In decentralized domain level RBAC, 
different administrated domains are independent [2]; the 
administrator in a domain manages a subset of all the roles 
and users, and can even define different roles. This 
however, is a problem for inter-domain role and user rights 
management.  

Most of these access control methods do not address 
information flow restrictions; for example, usage control of 
an object released into an end-user environment. 

C. Usage Control 

Previous work on usage control enabling mechanisms 
mainly focuses on digital rights management (DRM). Usage 
control in distributed environments requires the enforcement 
of security policies on a remote client platform with high 
assurance and verifiable trust. However, in general, in use 
DRM mechanisms cannot support enforcement in an EUC 
Environment for an authorized user. Most importantly, 
DRM mechanisms are usually proprietary, work best in 
closed environments and do not interoperate with other 
DRM techniques. DRM techniques use 
encryption/decryption and some externally managed trust 
(key, certificate, rights) or content server; decryption may 
be restricted to a specific target environment and a particular 
application; the approaches do not support environment and 
application heterogeneity. The lack of interoperability 
(including standards), the need for a centralized external 
trust server or the need for continuous control hampers 
adoption in highly distributed environments.  

Zhang et al. [37] present general security requirements 
for usage control and propose a general framework. Their 
approach requires a hardware-based trusted subsystem that 
includes a root-of-trust, trust chain, and a policy 
transformation and enforcement mechanism such that a 
policy stakeholder can deploy sensitive data and services on 
the subsystem.  

Pretschner et al. [30] present a taxonomy of enforcement 
mechanisms for usage control and provide an overview of 
the existing usage control mechanisms. To plan for a future 
enforcement mechanism the team [30] elicited functional 
usage control, actions, conditions and obligations 
requirements from many different organizations and users. 
In their model, conditions constrain usage restrictions and 
action requirements, and specify circumstances under which 
usage restrictions or action conditions apply; conditions are 
concerned with time, cardinality, events that happened, 
purpose, and environment. Rare and limited support exists 
for action requirements and event-defined conditions in 
current usage control mechanisms.  

D. Information Life Cycle and Security Supply Chain 

Traditional security aims to protect the IT infrastructure 
and systems – the perimeter and the structures – that house, 
manipulate and transport the valuable information assets. 

Information Lifecycle Management (ILM) manages the 
flow of information from creation, storage, transport, use, to 
its deletion. One possible way to identify and address 
information security issues, over the information lifecycle, 
is to consider the information security supply chain (ISSC) 
over the information life cycle [5]. Boyson et al. [5] present 
a Cyber Supply Chain Assurance Reference Model that 
draws from supply chain risk and physical security 
management, and defines key actors, processes, 
vulnerabilities, and identifies strategic interdependencies at 
each node of the supply chain. 

An ISSC, should make accessible all relevant security-
related information to every relevant company in the supply 
chain to optimize and deliver the most effective security 
over the entire supply chain and life cycle rather than sub 
optimize for local the company; lacking this capability, 
information security is the weakest of the supply chain and 
life cycle participants. Effective security delivery over the 
supply chain and life cycle requires both transactional (raw) 
and analytical security information; analytical information 
that predicts future possibilities or future impacts of current 
and past events and decisions is critically important.  

III. INSIDER THREATS 

The exposure of confidential information is now the 
single greatest threat to enterprise security. According to 
one survey, Web email or Web posting (e.g., message 
board, blog) accounted for 37% of information leaks and 
that almost 70% of all organizations view Web 2.0 as a 
serious concern for DLP [8]. Company employees who 
inadvertently violate data security policies continue to 
represent a major factor in occurrence of data breaches – 
some 67% in one analysis and 88 percent in another [28]. 
Insider threats manifest in a number of ways [29]. 
Proliferation of information is the natural result of business 
activity and a productive workforce. As a result of data 
proliferation, most organizations do not know how much 
sensitive data exists on their systems and where.  

The most common type of data breach occurs when 
confidential data has been stored, sent or copied by well-
meaning insiders [34]. This type of DLP from negligence 
and non-malicious human error is a major challenge and 
largely unaddressed, except for creation of and training on 
policies. 

Current mechanisms to thwart insider threats include: (a) 
content monitoring and filtering solutions; (b) gateway 
appliances that protect data in motion, such as that in e-
mails, instant messages and general Web traffic; and (c) 
monitoring for suspicious usage patterns. Event and usage 
logs provide compliance related controls and audits, in 
addition to the ability to detect threats. Detecting policy 
violations involving nebulous concepts—such as the 
transfer of sensitive information and trade secrets—is more 
difficult and generates numerous false positives [6]. 

Insider adversaries continue to defeat the current 
individual and mostly non-integrated protection strategies, 
and, so a systems-based approach, considers all operational 
activities including the insider’s characteristics, motives, 
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and capabilities [11]. A controlled double-blind experiment, 
however, with 50 participants randomly divided into benign 
and malicious users to detect insiders who misuse their 
privileges, did not identify any one behavior that distin-
guishes malicious users from benign ones [6]. The team also 
reviewed the current state of the art and reviewed publicly 
available information on malicious insider cases. 

IV. END-USER COMPUTING WORKSPACES MODEL FOR 

INFORMATION SECURITY 

Individually, we participate or operate in a number of 
social contexts: work, family, professional, etc. (Fig. 2). We 
possess an identity and perform some role in each of these 
contexts; our identities and roles may not be identical in 
these different contexts.  In a given context, the identity 
determines the role but the role identifies a set, possibly 
null, of individuals (identities); please note that the identity 
and role cannot determine the context.  

In the non-digital world, Identity Management (and 
analogously role management) is the natural human 
behavior of generating, managing and choosing roles 
according to a found social context; where these roles are 
often mandated by socio-cultural norms and possibly refined 
by each individual (“role making”) [9]; sometimes we 
choose identities for specific contexts. In a particular 
context, people choose an appropriate role (“role taking”) or 
perform the role assigned to them, and exhibit a natural 
capability of resolving any apparent role conflicts in their 
behavior. They have learned an intuitive understanding of 
what information to divulge and how to react to information 
received, in the context of the environment and their own as 
well as their communication partners’ role. 

Both in the real world (non-digital world) and the virtual 
world, these social compacts sometimes wittingly or 
unwittingly breakdown – “insider threat.” 

A. End-User Computing Environment Workspaces 

The EUC environment, commonly referred to as the 
desktop environment, refers to all of the programs, 
applications, processes, and data used by an end-user; In this 
paper the term EUC environment is used as it does not 
denote any particular end-user hardware. EUC virtualization 
separates an EUC environment from a physical machine, 
with the EUC environment (the "virtualized" desktop) 
residing on a remote central server and running in a 
virtualized machine. This allows users to access their 
desktops from any capable device. 

An EUC workspace, in the digital world, corresponds to 
the real world social context. The EUC workspace is a 
virtualized computing environment characterized by some 
features, for example, organization, team, role, user identity, 
applications and operational environment with the  objective 
of, say, managing usage and access control governed by 
policies and event conditions. An EUC workspace provides 
a functional EUC environment and encapsulates everything 
above the operating system kernel – applications, data, and 
any non-privileged operating system subsystems; each EUC 
workspace  also  contains  Gateway  Services  (see   below). 

Work
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Group 1

Group 2

Group 1

Group 1

Group 2

Group 3
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Figure 2.  An Individual’s social contexts; in the digital world, domains 

correspond to social contexts. 

Please note that these workspaces are quite different from 
Linux workspaces; every Linux workspace contains the 
same desktop, the same panels and the same menus, but 
does not provide workspace isolation.  

The EUC environment can, thus, be partitioned into 
isolated multiple EUC workspaces. Applications within a 
workspace can interact with each other but are isolated from 
those in the other workspaces. An application can exist in 
multiple workspaces but applications in different 
workspaces are distinct; for example, an email program in 
two workspaces may have different address books, where 
the address books contain only entries of authorized 
recipients, and, thus, only information within the workspace 
can be emailed to another authorized user. Additionally, an 
application in different workspaces may be configured 
differently; for example, some functionality may exist in a 
workspace but not in another. Thus, the isolation provided 
by EUC workspaces, the configuration of the applications, 
authorized user lists, etc. prevents even inadvertent sharing 
of  information with non-authorized personnel. While 
multiple EUC workspaces may be operating simultaneously, 
the end-user can only manipulate one workspace at any 
given time i.e., focus can only be on one EUC workspace.  
To operate in another workspace, the user has to switch 
workspaces; switching workspaces does not terminate any 
running programs, applications, etc. 

Secondly, the Gateway Services ensure not only proper 
logging for audit trail but also ensure that all information 
(and message exchanges) is automatically encrypted, abides 
to all policies that govern the workspace, such as 
information duplicated to the appropriate corporate store. 

The EUC workspaces can be arranged in a hierarchy 
based on security levels (security hierarchy); this is 
particularly useful for enterprises that typically have an 
employee participate in multiple teams and where 
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hierarchies are natural. This hierarchical organization of 
EUC workspaces can be used for asset fragmentation, 
location distribution and customization and, hence, risk 
reduction. Promotion of assets, to a higher secure 
classification level for access in a more secure environment, 
only after asset security examination – virus scan, integrity 
checks, and required sign-offs. Demotion of assets, to a 
lower classification level for wider accessibility, only after 
asset meets reclassification conditions and organizational 
policies; thus, a document released for wider audience only 
after, say, all reviews completed and publication date met. 
When an asset is successfully reclassified it cannot be 
accessed from the previous workspace. 

Object supply chain (usage, movement, etc.) creates an 
object use graph (OUG). The OUG for object Oi includes 
information on all usage (life cycle) and on “parent” objects 
– objects with superset of content or “simultaneously” 
accessed objects while Oi created or modified, where 
“simultaneously” is defined as within some time interval 
independent of the EUC workspace. The OUG for Oi (or 
OUG(Oi)) determines the set of objects on which Oi  may 
have a content dependency. Our model is an extension of 
the dependency graph of [29].  An object Oi is demotable to 
a target EUC workspace (can be moved to the target 
workspace – parent hierarchy) if and only if (i) all objects in 
OUG(Oi) already demoted (usable in target workspace), and 
(ii) the policy governing demotion of Oi is satisfied (for 
example, approval by a review committee). 

Typically, workspaces exist on an EUC device but there 
are no technical obstacles for them to exist in a virtualized 
environment; the virtualized environment will have to 
support the underlying operating system. 

1) Physical EUC devices 
EUC devices are partitioned into virtual computing 

environments; can be either hardware level virtualization 
through the use of hypervisor or supported through the 
Operating System. An EUC workspace is associated with 
one and only one virtual computing environment.  The 
current generation of EUC devices is quite capable of 
handling virtualization. 

2) EUC on Cloud Computing Environment (CCE) 
The same principle applies, except that in a CCE the virtual 
machines hosting the EUC workspaces may not be on the 
same server hardware or even the same CCE. 

B. Gateway Services 

Gateway Services control incoming and outgoing 
messages; only permissible messages are allowed. Ongoing 
analysis of the gateway logs of all events, messages, etc. and 
their correlation with other logs (other gateways, access 
controls, etc.) provides a mechanism for real-time 
surveillance. Each workspace gateway services serves as 
Message Intrusion Detection (MIDS) and Message Intrusion 
Prevention System (MIPS). The gateway/proxy architecture 
of [13] easily adopts to perform the MIPS and MIDS 
functions. Analysis of MIPS and MIDS logs, events and 
messages can take advantage of parallel computation and 
use of multiple analysis techniques, such as those used to 
identify behavioral patterns and statistical anomalies. 

V. CONCLUSION AND FUTURE WORK  

Our individual participation in different social (including 
work) environments in both our real and digital (virtual) 
world is a source of data/information loss. In the real world, 
we are trusted to intuitively safeguard information from 
unauthorized recipients. This also applies to the digital 
world. Given easy access and the possibility of errors, for 
example use of an incorrect email address (of another 
similarly named individual or a personal instead of official 
address), the problem of inadvertent, or malicious, data loss 
is magnified. In many ways, the term and challenges with 
data protection are being redefined with the advent of virtual 
and cloud computing environments. The existing problem of 
insider threats if not properly addressed would be magnified 
in these environments.  Work to date, in the security field 
has concentrated on preventing unauthorized access to 
information, whether by internal users or external 
miscreants. This paper outlines our model for the prevention 
of non-malicious insider threats. 

The model is an EUC focused solution that reduces the 
risk of inadvertent data leakage. The solution is easy to 
implement.  For example, some capabilities of the model are 
easily simulated in a multi-user environment by the 
assignment of different user-ids for each domain; it has also 
been implemented on a desktop running virtualization 
software and multiple instances of Linux and even a MS 
Windows environment. Other capability implementations 
require changes to, for example, applications; again feasible 
with open-source applications.  

It is impossible to design experiments that simulate 
actual behaviors in multiple organizations; the data [28, 34], 
with significant variations among reporting organizations, is 
of reported breaches and the human error rate ranges 
between 70 and 90% (Fig. 1). Thus, it is difficult to evaluate 
the efficacy of the proposed solution until it is adapted by a 
significant percentage of organizations; then their prior  to 
and post-adaption results can be compared. Though, if the 
existing data surveys and analysis is correct, then the errors 
due to inadvertent written disclosure of information shall be 
minimized; it should be noted that there is no way to 
prevent verbal disclosure.  

A major issue concerns software application licensing 
and how the major software vendors would treat multiple 
virtual environments in EUC devices. The solution 
presented here is also applicable to cloud computing 
environments. The issue of how Software as a Service 
(SaaS) providers would treat users that have multiple 
distinct environments is still open and beyond the scope of 
this paper; an equitable resolution may increase the appeal 
of using SaaS in large enterprises. 

In the very near future, if not already today, 
environmental conditions such as “noisy” and “unsecure,” 
and proximity to unauthorized would be easily detectable 
and, thus, incorporable in a insider threat risk mitigation 
plan. 
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Abstract—We present a novel method for improving the
security of challenge question authentication, which tradition-
ally requires a user to answer questions such as “What is
your Mother’s Maiden Name?”. In our method, users create
an Avatar representing a fictitious person, and later use the
Avatar’s information to authenticate themselves. The Avatar
Profile consists of basic identifying information (e.g., name,
address) as well as personality information (e.g., pets, interests).
This info is pseudo-randomly generated from a large corpus of
information. For authentication purposes, a small amount of
the Avatar Profile information is used to respond to challenge
questions. In terms of security, the use of information that is
not personally associated with the user is intended to thwart
observation attacks such as, for example, knowing the user’s
mother’s maiden name. In terms of usability, our design
establishes a bond between the user and their Avatar using
graphical images and periodic associations by, for example,
presenting an image of the Avatar at each login. This nurturing
of the bond between a user and their Avatar leverages known
psychological phenomena. At the same time it also provides a
novel adaptation to security of the emotional investments that
users exhibit in virtual worlds and massively multi-user online
graphical environments. In this paper, we describe our work-
in-progress towards an Avatar Authentication design, partially
guided by an initial pilot experiment. Our initial results are
promising and point to a possible future for the use of avatars
for authentication.

Keywords-authentication; avatar; security; usability.

I. INTRODUCTION

A secure and usable authentication system is of criti-
cal importance for applications nowadays. A secure sys-
tem prevents impersonation, which otherwise could lead
to monetary loss, embarrassment, inconvenience, and other
problems. A usable system not only encourages more se-
cure behaviour, but also results in a more enjoyable user
experience and can increase user enrolment.

Password authentication is the most ubiquitous authen-
tication method used today, yet its security and usability
weaknesses have been known for many years [1][2][3]. It
is also important to note that with increases in attacker
capabilities and an ever-increasing quantity of accounts that
users must manage, these problems are further exacerbated.
Alternatives such as biometrics and smartcards continue to
present usability issues and deployment challenges [4].

Recently, significant research effort has been focused on
alternatives to text passwords. Numerous graphical password
systems have been developed and tested, and recent research
suggests good potential, and a path toward more consistent
evaluation [5]. Challenge question authentication is as ubiq-
uitous as passwords, and is often used as a form of secondary
authentication in case a user forgets their original password.
Their use of personal information and memories, as opposed
to memorized passwords, has been the main focus of the
latest research [6][7][8][9]. Unfortunately, in their basic
implementation, the answers to challenge questions are most
vulnerable to observation attacks in which the information
and memories used by a user to authenticate, are also known
to (or easily determined by) attackers.

Our approach to authentication uses an Authentication
Avatar which represents the identity, including personality,
of a fictitious person that is almost randomly generated from
minimal user input. An Avatar Profile (AP) contains infor-
mation about the avatar, and a subset of the AP information
is used by the user to respond to challenge questions such
as “What is your Avatar’s pet’s name?”, or “What was your
Avatar’s secondary school?”. In this way security might
be improved since, unlike the user’s own information, the
avatar information is not as easily determined by an attacker.
In terms of usability, since such fictitious information is
likely to be more challenging for a user to recall (than their
own, personal information), our design uses techniques such
as repeated exposure and graphical imagery whereby, for
example, a user might be exposed to an image of their avatar
at every login in order to improve the memory association.
Such images can be associated with the avatar itself, and also
with elements of the AP, e.g., a picture of the Avatar’s pet.
From our early designs, it appears that such methods can be
seamlessly integrated into the authentication process. In this
way, as with avatars used in virtual worlds and massively
multi-user online graphical environments, our authentication
avatar design attempts to build upon the degree of emotional
investment that users exhibit with avatars.

In Section II we describe several factors influencing our
design. In Section III we describe our current, prototype im-
plementation and highlight some possible design variations.
In Section IV we describe some plans for our final design,
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and discuss our plans for measuring security and usability.
Section V provides some concluding remarks and direction
for future work.

II. MOTIVATION AND DESIGN CONSIDERATIONS

In designing an avatar for authentication purposes, we
were motivated by existing work in secure and usable
authentication, and also reflective of avatars designed for
other purposes, such as virtual worlds. Our goal was to build
a structure containing information that could be used by a
user to authenticate in such a way that the structure holds
some meaning for the user, but not for attackers. For the
authentication protocol, we chose to base our solution upon
challenge question authentication, and note that avatars may
similarly prove useful for other security methods.

There are two main issues to securing challenge question
authentication. Firstly, answers with inherently small, or
non-uniform answer spaces should be avoided [7][8]. And
while most questions share this risk, it can be partially
mitigated with appropriate question selection, and the en-
forcement of a requirement to use multiple authentication
questions. Secondly, the answers to challenge questions are
often observable, so that a determined attacker can observe
or recover answers to challenge questions with relative
ease [6][9]. For this reason our design introduces a proxy
for the answers to the challenge questions: an Avatar.

In terms of usability, the same research indicates that users
struggle in recalling their own answers to challenge ques-
tions, despite the fact that the answers are already known
to the user (and shouldn’t require additional memorization).
There are several potential reasons for this, including a
user’s changing or conflicting memories. In this sense, it
may be that current designs have relied too heavily upon
users to accurately and specifically recall one of their various
memories, especially when it is likely that the memory
originated in some other other context. The potential of
authenticating with an avatar is to create new memories,
but in such a way that users establish a close, personal bond
with this information. The idea of creating this information
in the context of their authentication application is to make
the information more memorable when re-used in that same
context to later authenticate. For our solution we attempt to
build this relationship through nurturing, where an electronic
pet is used as a daemon [11]. In our solution, the user is
consistently exposed to their avatar through a representative
image, ideally forming an association that improves the
recall of the answers to the related challenge questions. We
also apply some additional memory techniques at registra-
tion such as story writing and repetition [12].

In terms of the data upon which the AP is constructed,
we collected a large corpus of profile and personality
information based upon existing sources, often used for
different purposes, such as registering for aggregate news
sites [13][14][15]. Whereas such sites are often used for “one

time” registrations (e.g., when information is collected for
marketing purposes), it is a portion of our AP information
that is used for repeated and consistent authentication.

III. AN AUTHENTICATION AVATAR IMPLEMENTATION

From these considerations, we can begin to design, imple-
ment and evaluate an avatar authentication system. Below,
we describe some additional detail involved in this design,
and include a couple of screen-shots from our current proto-
type implementation. The design focuses on the creation of
an Avatar Profile during user registration. The AP includes
information that would likewise be associated with a real
person, e.g., name, family. From this information, the user
will then choose three challenge questions where the answers
relate to the information contained in the AP. The AP
which builds upon elements used elsewhere for fake name
generation [14], consists of two parts: the Avatar User Profile
(AUP), and the Avatar Personality (APY). We now describe
the process for building this profile in more detail.

Figure 1. Avatar User Profile Setup

Figure 1 shows the first stage of user registration. The user
seeds the AUP with information about the avatar, selected
from three drop-down lists: the avatar’s gender, name set,
and country of birth. In our current implementation, the
gender choice is either male or female, the name set is one
of 18 different cultures (e.g., American, Arabic, Hispanic),
and the country is one of 19 countries, where details for the
latter two were taken from Fake Name Generator [13]. The
generated AUP information includes a name, address, city &
postcode, email address, password, phone number, mother’s
maiden name, birthday, credit card number & expiry date,
and occupation for the Avatar, in addition to a random image.
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To continue, the user populates the Avatar Personality
(APY) as depicted in Figure 2, consisting of information
about pets, vacations taken, family (siblings & parents),
friends, as well as various character traits. In our current
implementation, rather than seeding from user input, the
APY information is initially chosen randomly, and a user
is thereafter able to toggle the selections in each category.
Also notice that for many of the elements of the APY, an
image is associated with the Avatar information.

Figure 2. Avatar Personality (APY) Setup

For the AUP and APY, we chose elements with large an-
swer spaces, and random selection should produce relatively
flat distributions (to be verified as part of our experiments).

Once the Avatar Profile (including the AUP and APY) has
been populated, there are at least two options for selecting
the challenge questions. Firstly, the user could be presented
with a list of candidate challenge questions and be asked to
choose three questions from the list, providing the answers
that correspond to the information from the AP.1 This is the
option that we have currently implemented for our prototype
design. Alternatively, the user could select three categories
of information from the AP, and then challenge questions
associated with this information could be presented to the
user. Based upon early results from our pilot experiment (see
Section IV) we plan to implement the second option in our
next prototype version as it should allow the user to more

1The answer information could be automatically populated, but requiring
the user to enter the information would help to improve answer retention.

clearly focus on elements of the AP that are most relevant
(and ideally, memorable) to them.

As noted above, our current implementation associates
images with most of the elements of the AP. For example,
our sample Avatar is represented by a small character with a
red and white helmet, and family members such as pets and
siblings are also represented with images. These images can
serve as cues to the AP information, and can help to prompt
the user for their answer. For example, if the user registers
the challenge question “What is the name of my sister?”,
an image of the Avatar’s sister would be associated with
the answer. When later authenticating, the user would be
presented with the question and the image cue, and be asked
to provide the answer.

If challenge questions are used as a user’s primary form
of authentication, then the user would regularly be presented
with the images at login, reinforcing the answers at each
login as a form of nurturing [11]. If, as is more typical
today, the challenge questions are less regularly used for
situations such as recovery due to a forgotten password, then
the images could still be regularly presented to the user as a
way of reinforcing the memory of the answers. For example,
at password login the user could be shown the image of
their Avatar as a reminder of their Avatar’s character. This
regular engagement with the avatar images will (hopefully)
encourage improved recall of the avatar information, and
has a side benefit of contributing to the authentication of
the server to the user. We plan to validate these hypotheses
as part of an experiment on our final design.

IV. FINE TUNING OUR IMPLEMENTATION

To inform our final design we conducted a pilot ex-
periment of our initial prototype with approximately 100
staff and students from the University of Edinburgh. Partic-
ipants configured an Avatar Profile, registered a set of three
challenge questions and corresponding answers, and then
returned after two weeks to attempt to authenticate with the
answers to the challenge questions.

In terms of security, our design supports a random popu-
lation of the AP information suggesting that for a challenge
question with n possible answers, an attacker would have
a guessing probability of 1/n. However, the answers aren’t
completely random due to the impact of user choice in their
selection. For example, in the pilot experiment, while almost
75% of participants used the Avatar Profile information to
populate answers to their challenge questions, 25% did not
(and possibly used their own personal information). For this
reason, we are implementing the aforementioned modifica-
tion in which users will be presented challenge questions
based upon their identification of preferred information from
the AP. In addition, we need to determine whether users
exhibit a bias in choosing the Name Set or Country for
their Avatar User Profile, or similar bias with the Avatar
Personality (APY), e.g., users might toggle to choose more
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familiar pet or sibling names. Such effects weren’t noticed
in our pilot experiment, but need to be confirmed with a
larger set of diverse users.

In terms of usability, even though we had not yet im-
plemented the nurturing features of our system, more than
one-third of the challenge questions were answered correctly
by our participants – a surprisingly positive result in that
some users were able to recall newly memorized information
for a fictitious person, giving us further hope when we
implement our methods to increase this bond. We expect
this number to increase significantly upon implementation
of our nurturing features and will compare the recall results
of users with baseline results for existing challenge question
systems [6][7].

V. CONCLUSION AND FUTURE WORK

Avatar authentication is a new way to view information-
based authentication which utilizes fake personas (an Avatar)
that can be created by users in order to authenticate them-
selves. The use of an Avatar is intended to thwart attackers
who are otherwise able to obtain personal information about
a user. We describe how nurturing of the bond between
the user and the Avatar leverages known psychological
phenomena and provides a novel adaptation to security of
the emotional investments that users exhibit in virtual worlds
and massively multi-user online graphical environments in
order to better recall information associated with the Avatar.
We described our initial prototype design and some plans
for improvement following a pilot experiment with 100
participants in which participants showed a surprising ability
to recall information associated with their Avatar (despite
the fact that our initial prototype had not yet included key
nurturing features).

Looking to future work, there may be other ways to set-
up a fake persona for authentication purposes, for example,
by randomly gathering information from disparate users on
a social network, or even by gathering information related
to digital objects [16]. Also, there are likely different ways
to build the bond between the user and the Avatar, perhaps
more fully leveraging components of a virtual world.
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Abstract—Collaborative systems, which are often used in

short-term virtual enterprises or long-term cooperation net-

works, often contain informations about the manufacturing

and fabrication competences of the technology partners which

should only be made available to a very restricted group

of persons for example to support feasibility studies in the

context of actual customer requests. This is a new important

feature to be supported in nowadays knowledge management

systems. Hence, the goal of this paper is so to present a

methodology for implementing an access system that supports

the definition of fine granular access rights for cooperative

process knowledge management systems, that could protect

such sensible information. In this paper we present an adaption

of the scenario-driven role engineering method to the special

needs in a collaborative process knowledge management system

with fine granular access requirements. Beside the adaption

of the scenario-driven role engineering method to such a

system, the adapted method will be concretely applied to the

process knowledge management system MinaBASE, which was

developed in our institute. To complete, an implementation will

be shown with the help of the inversion of control framework

“Spring Security”. Here static aspects as well as dynamic

aspects of security will be presented. The paper shows in

a detailed manner the usability of the scenario-driven role

engineering method for applications in the field of collaborative

knowledge management.

Keywords-Data confidentiality and integrity; knowledge man-

agement; RBAC;

I. INTRODUCTION

Both corporate groups as well as small and medium-sized
enterprises (SME) are experiencing increasing competition
and shorter product lifecycles. The resulting necessity of
shortening the product development process also has to be
mastered by enterprises in the field of microsystems tech-
nologies (MST) that are characterized by a high interdisci-
plinarity and complex, multi-stage, and hardly standardized
fabrication processes. Frequently, every product is produced
by an individually tailored fabrication process [1]. While
larger MST enterprises still manage a wide spectrum of
technologies, SME rather tend to offer solutions in a high

specialized area. To offer more complex solutions, they
establish technical partnerships with other SME. These may
have the form of short-term virtual enterprises or long-term
cooperation networks. To support such organization forms in
the field of MST, the MinaBASE process knowledge database
was developed by the Institute for Applied Computer Sci-
ence of Karlsruhe Institute of Technology. By means of this
database, the manufacturing and fabrication competences
of the technology partners are made available to a central
coordinator who then assesses technical and economic fea-
sibility. This information, however, includes internal know-
how, the confidentiality, secrecy, and integrity which is of
crucial importance to the company’s existence. Acceptance
of MinaBASE therefore does not only depend on whether it
meets functional requirements, but also on aspects like safety
and access protection. To prevent an undesired disclosure
of company secrets of a technology partner, access shall
be controlled by the established role-based access control
(RBAC) [2]. Here, authorizations are not assigned directly
to subjects, i.e., the users of a system, but to abstract roles
to which the users are assigned afterwards. In this way, the
frequently error-prone maintenance expenditure is reduced
and safety is increased. However, this requires the definition
of an adequate role concept. Information systems often use
standard models with system-wide administrators, owners of
information objects, and guests having restricted read access.
It is not considered in which business processes the system
is used and which particular requirements result in terms of
confidentiality and data integrity. For MinaBASE, it should
be possible to provide a partner with insight in the product-
related properties of a microsystem during the sales process,
but not to disclose the configuration of machine parameters
to produce these properties. Such an application exceeds the
modeling capacities of the standard role concept described,
as external partners are not the owners of this information.
This results in a high expenditure to maintain the finely
detailed authorizations. This problem will be solved by
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a role concept individually adapted to MinaBASE . This
role concept is based on a systematic approach, scenario-
driven role engineering. The main contribution of the paper
is twofold: First, the adaption of the scenario-driven role
engineering method will be adapted to the requirements of
collaborative knowledge management systems. And second,
the suitability of existing access frameworks to implement
the adapted method will be shown by means of the IoC-
framework spring security.

The paper will be structured as follows: In the next
section, the MinaBASE process knowledge database will
be presented. Then, the scenario-driven role engineering
approach [3] and the adaptations to the background and
objective of MinaBASE will be outlined. Afterwards, the
model will be applied and a role concept for RBAC ensuring
data integrity and confidentiality for MinaBASE will be
derived. The final section describes the implementation of
this role concept within an IoC-Framework by demonstrating
how Spring Security and technolgies such as AOP can be
used to fulfill static and dynamic security requirements.

II. MinaBASE PROCESS KNOWLEDGE DATABASE

The knowledge required to produce values added is no
public property, but a company resource that has to be
administrated efficiently in order to ensure economic suc-
cess. To support this process, knowledge management sys-
tems have been established [4]. In process-oriented knowl-
edge management [5], these methods are applied to highly
knowledge-intensive fabrication processes, as those used
in MST. The MinaBASE process knowledge database was
developed within the framework of the MicroWebFab joint
project funded by the BMBF [5]. It was used by the
technology partners for the structured storage of technical
fabrication parameters of the methods and materials used
in MST and of the partner-specific technical competences.
In MinaBASE , the smallest information entity is the so-
called technical aspect (TA). It is used to model materials,
machines, and fabrication technologies [6]. By means of
generalization hierarchies, TAs are arranged in taxonomies.
The number and contents of taxonomy trees can be specified
and modified during runtime, such that a flexible structure
meeting MST requirements can be defined for the storage
of fabrication know-how. TAs may be assigned properties
referred to as technical parameters (TP). A TP is a string of
characters, integers, or floating-point numbers in a certain
unit and references an attribute, e.g., the density. The TP
of a TA are inherited by lower partial hierarchies of the
hierarchy tree in analogy to the object-oriented approach.
Hence, no error-prone multiple input is required. In addition,
lower hierarchy levels can further refine the inherited TP by
specifying general value ranges. Typing of the TP places
them in a certain context, such that a TP refers to a product
or its fabrication and, hence, is either product-specific or
fabrication-specific. Product-specific TP describe the proper-
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Figure 1. Schematic representation of a MinaBASE competence [8]

ties of a microsystem, such as the depth of a groove reached
by the fabrication process of milling. Fabrication-specific
TP refer to the machine configuration needed to produce a
specific product property. For modeling the capabilities of
a technology partner, competences [7] are considered to be
a set of various TA from disjunct hierarchy trees, which is
illustrated in Figure 1. This figure schematically represents
the competence “injection molding of a rib with polystyrene
using the Arburg Allrounder machine” together with some
TP. From the hierarchy trees of process, machine, material,
and geometry element, the TAs are selected. These TAs are
characterized by own TP, such as the injection pressure of
the injection molding process. The combination of these TAs
results in the competence that is reflected by other TP, such
as the edge quality and surface roughness. Consequently,
a competence is a type of view of a certain combination
of TAs with properties in the form of TP that apply to
this combination only, i.e., that characterize the competence
in more detail. TAs can be used in several competences.
They represent reusable, encapsulated, smallest information
entities. An extension of the MinaBASE concept has been
developed in order to reuse these information entities to
allow process modeling of manufacturing sequences based
on semantic technologies [8].

III. SCENARIO-DRIVEN ROLE ENGINEERING

The term of role engineering (RE) in the context of RBAC
means the design and specification of roles, authorizations,
secondary conditions, and restrictions as well as of a hi-
erarchic role model [9]. RE is used to create a concrete
model for RBAC-based access control. In [3], Scenario-
driven role engineering (SDRE) is defined as an approach
based on scenarios, such as sequences of actions and events
from the user’s perspectives. This sequence in a scenario
can be subdivided into subscenarios and steps. Scenarios are
embedded in a task, i.e., a problem or a work area, which
links the scenarios of a system with its users. The users
mostly apply a system to fulfill a task of their work profile
or their job description. This structurization into various
levels serves to break down a job description of a user
into atomic steps, each of which may be associated with
an authorization to access a resource. For various types
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Figure 2. Scenario-driven role engineering according to [3] with adaptions

of users, the minimum amount of authorizations required
for the execution of the tasks can be derived. In this way,
the principle of least privilege [10] is implemented. For
documentation, various models are generated by the SDRE
approach, which are interlinked in terms of contents and
used for the derivation of the role concept. The scenario
model describes all scenarios and steps, task definitions serve
to structure scenarios, the work profile summarizes tasks for
job descriptions. The permission catalog lists the individual
permissions or authorizations. It may be complemented by
a constraint catalog of special limitations [3]. While the
permission catalog is focused on static assignments of autho-
rizations to specific resources, constraints describe dynamic
conditions, which are evaluated at runtime. Hereinafter, the
SDRE process will be described in general. First, the use
scenarios of the system are compiled and their actions and
events are documented. Then, subscenarios and steps are
defined and the authorizations required for them are included
in the permission catalog or special limitations are listed in
the constraint catalog. When this step is completed for all
scenarios, similar scenarios are generalized. Very complex
scenarios are divided into smaller parts which are then
included in the scenario model. On this basis, tasks are
formed by grouping scenarios. These tasks are then classified
into various work profiles. This results in a preliminary role
concept and minimum authorizations can be assigned to
the individual activities. As a rule, this preliminary model
contains duplicates of roles with identical authorizations,
which then have to be fused in a last step. This yields
the RBAC model as a role concept. The SDRE process
represents a systematic approach to RE. It was applied
to information systems for the health care sector by the
technical committee of HL7 already [11]. Due to this prac-
tical test, SDRE in principle may be applied to MinaBASE
. However, certain adaptations are required, because the
background and objective of MinaBASE differ from those
of the HL7 systems. The paramount objective of MinaBASE
is the support of knowledge-intensive business processes
of MST enterprises by a structurization of the knowledge

required for the execution of these business processes. A
criterion for the acceptance of knowledge management is
its integration in workflows of the users and an efficient and
complete coverage of information needs [12]. As such the
SDRE approach is to be applied to the use of MinaBASE
in business processes of MST enterprises and cooperation
networks. The model given in [3] is therefore subjected to
the following adaptations:

• In the standard SDRE methodology, scenarios for a
system are the main input, to which required autho-
rizations are allocated. Afterwards these scenarios are
generalized and assigned to tasks and work-profiles
which create a preliminary role concept, that needs to
be revised afterwards.
For MinaBASE however an alternative input is more
persuasive. Instead of starting with the scenarios of the
system, work areas within the business processes of
an MST-company are examined, whether they include
tasks in which MinaBASE can be used to increase added
value. To these tasks scenarios will be assigned in
order to obtain the information, which resources are
required for fulfilling them and what authorizations
are needed. Based on this information, a preliminary
role concept can be derived analogous to the standard
model due to the minimal set of authorizations for each
role. By these adapations, a switch of input variables
to the methodology - the basic principle of SDRE
is preserved, while better results for the creation of
the role concept are expected, because of the adapted
methodology being closer to the business processes of
a MST-company.

• The scenarios to be formulated are not based on conse-
quences of actions and events, but will also contain
all definable steps. Although these do not occur in
sequential order, they can be characterized by a certain
access authorization.

• For reasons of clarity, special limitations extending
beyond the static allocation of authorizations are in-
cluded directly in the permission catalog and not in the

127Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-010-9

SECURWARE 2011 : The Fifth International Conference on Emerging Security Information, Systems and Technologies

                         136 / 141



constraint catalog, such that both models fuse.
The adapted process is illustrated in Figure 2. It comprises
six steps, the execution of which shall be described in more
detail in the following section.

IV. APPLICATION OF SDRE TO MinaBASE
Using parts of the models created by the SDRE process,

it shall now be demonstrated how the role concept can be
generated systematically.

A. Step 1: Generation of the User Concept
Application of the model is based on an analysis of the

business processes of a model MST company for possibil-
ities of using MinaBASE and for activities, where the use
of MinaBASE may result in a value added. Functions and
units of an MST company, which may be potential users of
MinaBASE, are:

• Sales, external guest: MinaBASE supports the sales
process in the strategic assessment of the feasibility of
customer orders, because these decisions can be made
based on an IT documentation of competences and
fabrication know-how. Strategic means that a general
decision is made without taking into account technical
details. In addition, the customer order is typed depend-
ing on whether a standard product is to be manufactured
or a specification has to be met by enforcing the
development in a project. The documented competences
can be used as a database for sales promotion. External
guests, e.g., customers or suppliers, may be given
access to the system in order to inform themselves
about fabrication processes used by the company or
the cooperation network.

• Project management, development: If a customer order
is classified to be not directly producible by the sales
division, a project team is established based on the
customer’s specification. This team is composed of the
project manager and technical experts. In an iterative
process, they specify general solution alternatives, the
commercial feasibility of which is assessed. In addition,
solution approaches, such as functional patterns or pro-
totypes, are developed in detail, the technical feasibility
of which is guaranteed. Upon successful agreement
with the customer, exact fabrication planning is started
in the next step. Planning is based on the results of the
development of a commercially and technically feasible
solution.

• Construction, fabrication planning: Planning of fabri-
cation, i.e., of the individual steps of production flow,
may be initiated by a successful development process
or a directly producible customer order, e.g., the repe-
tition of an already executed fabrication process. In the
latter case, MinaBASE, a system for process-oriented
knowledge management, provides support by the stor-
age of process elements of process steps and process

Figure 3. Work area project management with associated tasks from the
work profile model

sections and their combination in process chains, as this
allows for the direct use of already executed fabrication
processes [8]. This principle in weaker form may also
be applied to fabrication planning based on a technical
solution alternative from development. By copying or
adapting existing process models or process elements,
planning of the fabrication process can be acceler-
ated. Construction and fabrication planning result in
a detailed schedule for production and defined quality
management tests, during which data are measured in
the production process.

• Quality management, production: Production focuses
on the execution of the process steps defined by fab-
rication planning in a process chain to execute the
order placed by the customer. Technicians working at
the machines have direct access to production and are
capable of using technical parameters of the individual
process elements of the process chain for adjusting
the machine parameters and of measuring real data
during the tests. Various areas of quality management
are covered. New fabrication knowledge of attributes
and parameters of process elements is generated.

B. Step 2: Definition of Work Profiles and Task Definitions

According to the adaptations to the SDRE model,
MinaBASE tasks are assigned to the enterprise units or work
areas listed in the previous section. Figure 3 shows a part
of the work profile model. In the work area of project
management for the iterative development of solutions for
a not yet solved development problem of a customer order,
tasks are identified, to which the MinaBASE resources can
be applied. These tasks are the pooling of technical experts,
the analysis of fabrication competences and process chains,
and the coordination of process dependencies beyond orga-
nizational units. The complete work profile model contains
all tasks to which MinaBASE may be applied. These are
the input variables for the detailed assignment of scenarios,
steps, and authorizations to access resources in the following
step.
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Figure 4. Refinement of tasks in use scenarios and assignment of authorizations to access the resources needed

C. Steps 3/4: Refinement of Scenarios and Assignment of
Authorizations

For the first two tasks mentioned in the previous section,
namely, the pooling of experts and the coordination of pro-
cess dependencies, a part of the fused permission and con-
straint catalog is illustrated in Figure 4. For every scenario or
every step, the associated operation on an object or resource
is modeled, with R denoting read access (read), C denoting
the creation of a new entry (create), U meaning processing
(update), and D the deletion (delete) of a resource. The
information of which actor accesses which resource with
which operation is encapsulated as a permission by a triple
of the type (actor, operation, object). At last, limitations or
constraints of access are specified. For the first task, the
organizational units, contact data of technical experts, and
competences of the organizations stored in MinaBASE are
considered as use scenarios. Read access (R) to the tables
of the database and application components is required. In
analogy, the second task is handled. Here, order data and
detailed, production-related attribute values of process de-
pendences are needed. In addition, an entry in the constraint
catalog is made to ensure that the actor sees only those
attribute values that are characterized as project-specific
property and not as production-specific, internal know-how
of an organization. This constraint cannot be implemented as
a static authorization, as the assignment is made dynamically
during runtime.

D. Steps 5/6: Derivation of the Role Concept

By applying the first steps of the adapted SDRE model to
the identified MinaBASE-using enterprise units, a hierarchy
corresponding to a preliminary model of the role concept
may be derived on the basis of the authorizations. The high-
est point is the administration that is not only responsible
for administrating users and their assignment to roles, but
also has all other authorizations in the system. The lowest
point is the external guest, who is given fewest access
rights. In between, the graph may be structured horizon-
tally and vertically. Vertical structurization results from the
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Figure 5. Preliminary role concept based on the permission catalog

degree of orientation to orders. This means that planning
of working steps of a process chain and their execution
are much more related to orders than the development of
solution alternatives for a certain customer specification by
technical experts. Horizontal structurization results from the
authorization steps.

Then, the last step of the SDRE process follows, i.e.,
the analysis of the preliminary model for groupings of
authorizations in the form of roles that exist several times
and have a comparable amount of authorizations. These roles
have to be eliminated. Otherwise, the catalog would list
more roles than necessary, which might result in anomalies
and undesired side effects in the administration of rights
and roles. Review of the preliminary model taking into
account the criteria described yields the role concept shown
in Figure 6. Documentation of the authorizations for the
individual company units shows that a separation between
project management and development is not reasonable, as
the access rights for the modeled scenarios and steps are
identical. For this reason, both units are summarized by the
developer role. The same applies to fabrication planning and
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Figure 6. Revised role concept as RBAC model

quality management, as both units use MinaBASE for various
objectives, but still have comparable use scenarios and,
hence, identical authorizations. Consequently, they assume
the same role in the use of MinaBASE , the role of the
work planner. Below, the role of technician exists, who is
responsible for the implementation of the plans made by the
work planner. The technician is in the position to acquire the
measurement data for the tests of the work planner and to
define detailed parameters, such as machine instructions, as
information added to process elements. To fulfill his task,
the developer needs deep insight into the details of the
competences and process chains, as he has to extend the
strategic assessment of the sales division by a guaranteed
technically possible feasibility assessment. The “knowledge
engineering” component has already encapsulated the rights
to update order-independent knowledge in the preliminary
model. In this way, additional authorizations can be assigned
specifically to a role.

V. IMPLEMENTATION IN AN IOC-FRAMEWORK

This section describes the implementation of the RBAC
model within MinaBASE. At first, the used framework,
Spring Security, is introduced. After that, it is shown how
static and dynamic security requirements stemming from the
permission catalog as well as the constraint catalog can be
fulfilled.

A. Spring Security
Spring Security is a subproject of the application frame-

work “Spring” to control authentication and authorization
in the JEE environment, i. e., in the range of business
applications based on Java technology [13]. It is empowered
by technologies provided by the core of Spring, such as
”Inversion of Control“ (IoC) using ”Dependency Injection“,
which means a passive provisioning of an application com-
ponent’s dependencies by a central container known as the

Spring ”ApplicationContext“, as well as the aspect-oriented
programming (AOP) capabilities provided by that container.
AOP is used for central encapsulation of cross-cutting con-
cerns into so-called aspects, which avoids the scattering of
duplicated code for realizing them across the codebase. By
integrating with the hosting web container, a central hook
is implemented by which a chain of filters can monitor and
control the processing of HTTP requests as well as the exe-
cution of application components. This enables Spring Secu-
rity to capture all elements of an application’s architecture
while thoroughly ensuring its security requirements using
a declaratively configurable mechanism. This central hook
determines whether an incoming request is trying to access a
protected resource according to the supplied configuration.
If this is the case, the ”AuthenticationManager“ (AM) is
requested to authenticate and return the current principal,
an abstract notion for, e. g., the currenlty logged in user,
which is used by the ”AccessDecisionManager“ (ADM) to
determine whether its role has the permission required for
the protected resource in question. These two components
can be controlled in a very flexible manner. For instance,
during authentication, the AM can be configured to consult
different providers, which in turn compare the principal’s
credentials by querying relational databases or LDAP di-
rectories. The ADM can be controlled by assigning static
key/value-pairs of resources and required permissions or by
enabling the dynamic execution of AOP-driven components.
The following shows how Spring Security can be used to
enforce compliance with the static and dynamic security
requirements as specified in the permission- and constraint
catalog in Figure 4.

B. Static aspects of security
Extending the security mechanisms across the entire archi-

tecture of MinaBASE requires the ADM to use a FilterSecu-
rityInterceptor“ (FSI) for securing the presentation layer as
well as a MethodSecurityInterceptor“ (MSI) for the applica-
tion layer. To protect the application layer, a configuration
of the MSI is required that determines which permissions
the role of the current principal must possess to invoke
components for data access and application logic. This can
be realized by placing annotations directly in the application
source code or through a central AOP configuration. The
latter variant is used due to easier maintenance and therefore
shown in Listing 1. For the protection of method invocations,
a so-called pointcut, which is an entry point for the execution
of code formulated as AOP-advices, is associated with a
permission, whose presence will be checked by the MSI.
<g l o b a l−method−s e c u r i t y>
<p r o t e c t −p o i n t c u t

e x p r e s s i o n =” e x e c u t i o n (∗
edu . k i t . minabase .∗CompetenceDAO . g e t ∗ ( . . ) ) ”

a c c e s s =”PERM R Competence” />
< / g l o b a l−method−s e c u r i t y>

Listing 1. Configuration of the MethodSecurityInterceptor
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This restricts the data access to competences by requiring the
presence of the ”PERM R Competence“ permission for the
execution of methods, whose names start with ”get“ and are
located within the CompetenceDAO class. The assignments
of permissions to roles can be altered using an administrative
interface at runtime. The invocation of methods for modi-
fying and deleting information entities within MinaBASE as
well as the execution of application logic can be restricted
in a similar fashion. For securing the presentation layer,
combinations of URL-patterns for protected regions and
required permissions are specified, which are evaluated by
the FSI during the monitoring of HTTP request processing.
An excerpt of the necessary configuration is shown in List-
ing 2. Due to the URL-patterns being evaluated from top to
bottom, the monitoring is at first disabled for static resources
to achieve higher performance. Thereafter, permissions for
visiting URLs matching the location for display and editing
of competences are stated.

<h t t p au to−c o n f i g =” f a l s e ”
a c c e s s−den ied−page=” / d e n i e d . j s p ”>
< i n t e r c e p t −u r l

p a t t e r n =” / s t a t i c / ∗ . ∗ ” f i l t e r s =” none ” />
< i n t e r c e p t −u r l

p a t t e r n =” / competence / show /∗∗ ”
a c c e s s =”PERM R Competence” />

< i n t e r c e p t −u r l
p a t t e r n =” / competence / e d i t /∗∗ ”
a c c e s s =”PERM W Competence” />

<form−l o g i n l o g i n−page=” / l o g i n . j s p ”
a u t h e n t i c a t i o n −f a i l u r e −u r l =” / l o g i n . j s p ? e r r o r =1” />

<l o g o u t l o g o u t−s u c c e s s−u r l =” / l o g o u t . j s p ” />
< / h t t p>

Listing 2. Configuration of the FilterSecurityInterceptor

The final step is the declaration of URLs, to which the
AM will redirect unauthenticated users, that try to access
a protected resource as well as URLs for authentication
failures and the termination of a user’s session. These
settings ensure that protected areas are not reachable for
users that dont possess the required permissions. To improve
the user experience, links to sections the user does not have
access to should not be displayed in the first place. To
achieve this, the generation of HTML needs to be controlled
with permissions in mind. Spring Security is bundled with an
extension that allows fragments of Java ServerPages (JSP)
to be rendered according to the current user’s permissions,
which is demonstrated in the following Listing 3.

<s e c : a u t h o r i z e i f A l l G r a n t e d =”PERM W Competence”>
<a h r e f =” / cometence / e d i t / . . . ”>

E d i t t h i s competence< / a>
< / s e c : a u t h o r i z e>

Listing 3. Permission based generation of the user interface

This JSP-Tag assures that links to the area for editing
competences are only rendered to those users that have
the ”PERM W Competence“ permission. These three list-
ings show how Spring Security can be used to employ a
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Figure 7. Integration of the MParameterSecAdvice in MinaBASE

homogeneous system of permissions that stems from the
SDRE permission catalog and covers the entire application
architecture from data access to the presentation layer. At
runtime these permissions are assigned to roles from the
designed RBAC model.

C. Dynamic security aspects

In the previous section, security aspects were considered,
which could be fulfilled by statically restricting access to a
protected resource by requiring a specific permission to be
held by the current principal. While most aspects of the
permission catalog are covered by this approach, entries
of the constraint-catalog as depicted in Figure 4 cannot
be implemented in this fashion, because of their dynamic
nature, wich means, these constraints cannot be enforced at
build-time, but only at runtime. As an example, the filtering
of Fabrication-specific TP of a competence’s detailed view
is used. To avoid code duplication whenever Fabrication-
specific TP of a MinaBASE information entity shall be
filtered, this concern is encapsulated into a separate AOP-
Advice called ”MParameterSecAdvice“, whose integration
into the method’s call flow is illustrated in Figure 7. A
request for the detailed view of a competence is received
by a Web-controller, which initiates the data access for the
current competence by invoking methods from the service
layer. Once this competence is loaded as a database object,
the MParameterSecAdvice is hooked into the execution flow
using AOP-Weaving. The job of this component is to iterate
over the competence’s parameter collection and filter out
those parameteres to which the current principal has no
permission. The revised competence object is then returned
to the controller which starts the generation of HTML
templates and sends the result to the browser. The advantage
of this appraoch is the fact that the permission based filtering
is encapsulated into the MParameterSecAdvice once and can
be applied declaratively to multiple application components
without code duplication and mixture of concerns by simple
configuration in a similar fashion as described in Listing 1.
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VI. CONCLUSION

In this paper, a role concept for the process knowledge
database MinaBASE has been developed based on a system-
atic methodology called Scenario-driven role engineering.
The implementation of this role concept within an IoC-
Framework such as Spring has been demonstrated by uti-
lizing Spring Security and technolgies such as AOP. At
first, the MinaBASE approach as well as the Scenario-driven
role engineering methodology were introduced. Following
this, careful adjustments were made to the inputs of the
SDRE process resulting from the background and purpose
of MinaBASE without hurting the methodology’s idea and
principles. Then the application of the SDRE process was
shown including examples on how to derive a minimal set
of permissions enabling each role to fulfill its work profile.
In the following section the implementation of the derived
role concept using Spring Security is described in detail.
Important concepts are Dependency Injection and AOP, as
they enable Spring Security to ensure static and dynamic se-
curity requirements across the entire application architecture.
For the implementation of security requirements that can be
decided at runtime only, an example was given in order to
prevent the disclosure of Fabrication-specific parameters for
non-authorized persons.
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