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The Eleventh International Conference on Advances in Semantic Processing (SEMAPRO 2017), held between November 12 - 16, 2017, in Barcelona, Spain, continued a series of events related to the complexity of understanding and processing information.

Semantic processing considers contextual dependencies and adds to the individually acquired knowledge emergent properties and understanding. Hardware and software support and platforms were developed for semantically enhanced information retrieval and interpretation. Searching for video, voice and speech [VVS] raises additional problems to specialized engines with respect to text search. Contextual searching and special patterns-based techniques are current solutions.

With the progress on ontology, web services, semantic social media, semantic web, deep web search /deep semantic web/, semantic deep web, semantic networking and semantic reasoning, SEMAPRO 2017 constitutes the stage for the state-of-the-art on the most recent advances.

The event was very competitive in its selection process and very well perceived by the international scientific and industrial communities. As such, it has attracted excellent contributions and active participation from all over the world. We were very pleased to receive a large number of top quality contributions.

The conference had the following tracks:

- Basics on semantics
- Semantic applications/platforms/tools

We take here the opportunity to warmly thank all the members of the SEMAPRO 2017 technical program committee, as well as all the reviewers. The creation of such a high quality conference program would not have been possible without their involvement. We also kindly thank all the authors that dedicated much of their time and effort to contribute to SEMAPRO 2017. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.

We also gratefully thank the members of the SEMAPRO 2017 organizing committee for their help in handling the logistics and for their work that made this professional meeting a success.

We hope that SEMAPRO 2017 was a successful international forum for the exchange of ideas and results between academia and industry and to promote further progress in the field of advanced semantic processing. We also hope that Barcelona, Spain, provided a pleasant environment during the conference and everyone saved some time to enjoy the unique charm of the city.
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A Cognitive Map-Based Representation for Consumer Behaviour Modelling

Wladyslaw Homenda
Faculty of Economics and Informatics in Vilnius
University of Bialystok, Vilnius, Lithuania
Faculty of Mathematics and Information Science
Warsaw University of Technology, Warsaw, Poland
Email: homenda@mini.pw.edu.pl

Abstract—Human behaviour modelling is a prominent example of an area in which information processing and understanding remains a challenge. Among crucial problems of this domain are heterogeneity, multiplicity and uncertainty of information. Behaviour modelling benefits from methods that enhance understanding of dependencies between phenomena and form a comprehensive model over a collection of elementary information granules. If we consider analytical application, quantitative predictive modelling becomes obsolete, because it is unable to represent wealth of information and its structuring. Hence, there is a need for semantic knowledge modelling. In light of the above, we present a Cognitive Map-based modelling framework capable to represent decision making processes. The model assumes that motivational stimuli determine decision making outcome. In case of human decision making, needs play the role of motivational stimuli. A decision is an outcome of processing of human needs. In order to reflect this using a Cognitive Map-based model, we assume that concepts making a map correspond to various needs. In the paper, we present a processing scenario that applies a Cognitive Map of needs and a current state of personal stimuli to produce a decision. We also apply the model to real-world data in an experiment of mobile phone activity monitoring.

Index Terms—Cognitive Maps; Fuzzy Cognitive Maps; consumer behaviour modelling; decision making.

I. INTRODUCTION

Human decision making elicits from an entangled collection of needs, and depends on the current state of mind and external conditions. Human decision making modelling is challenging both on the knowledge representation level and on processing level. First, human needs are not homogeneous, there are many of them, they are dependent one on another, and there is no objective and precise way to express their intensity and character. This is the case when applying a non-standard knowledge representation model that operates on abstract concepts. Particular implementation of a concept should be easy to interpret by a human being and it should relate to a corresponding need.

Even though needs are an internal collection of stimuli, they appear in some external context. In order to define a model reflecting the described assumptions, we require some variant of a semantic knowledge model with appropriate formalism for data processing.

We propose to apply Cognitive Maps to consumer decision making modelling. Cognitive Map is an example of a semantic knowledge model. It is a soft computing method composed of a collection of concepts and relationships between them. Processing with a Cognitive Map could be envisioned as follows: as the input, we provide data corresponding to a current state of phenomena. Map processes the input using concepts and dependencies between concepts and produces output data corresponding to the updated state of phenomena.

The key novelty introduced in this paper is the application of Cognitive Maps to consumer preferences and decision making modelling. So far, Cognitive Maps have been applied to: time series prediction on a linguistic level [1], pattern recognition [2] and system modelling and control [3].

The paper is structured as follows. Section II is a brief presentation of background knowledge on consumer decision making modelling. Section III introduces the new approach. Section IV addresses the method with the help of case studies. Section V concludes the paper.

II. LITERATURE REVIEW

In this section, we present a general overview of the most relevant streams of studies on consumer decision making modelling.

First, we need to mention the existence of a vast number of works on multi-criteria decision making. In this line of research, we come across methods for weighting and aggregating criteria relevant for a given decision. For instance, [4] addresses a multi-criteria decision making model utilising linguistic operators, while [5] addresses a method based on prioritised weighted aggregation with OWA (ordered weighted averaging) operator and t-norms. There is a wide range of papers in this domain employing various operators for aggregation and various models for knowledge representation. Among studies similar ours, we find methods that, apart from the task of criteria aggregation, take into account interactions between criteria. This, typically, is realised by assigning weights not only for individual criteria, but also to all combinations of criteria. Aggregation is performed for such extended formalism. An example of this approach based on Choquet integral playing the role of an aggregation function is presented in [6].

Another relevant group of studies revolves around preference modelling. Preference modelling is focused on comparing available alternatives. Let us assume we have objects $x$ and
We denote that \( x \) is at least as good as \( y \) as:
\[
x \succeq y \iff f(x) \geq f(y),
\]
where \( f : X \to \mathbb{R} \) is a valuation function that measures how good a given alternative is. In addition, in many applications a strict preference relation, denoted as \( > \), is used. Apart from predominantly theoretical studies on preference relations, like [7], the literature offers impressive machine learning methods for preference learning. Their aim is to use training data to form a model that automatically performs alternatives’ ranking. Here, we find SVM\textsuperscript{rank} which solves an optimisation problem aiming at alternatives ranking [8], the ListNet [9] which is an algorithm based on neural network and gradient descent.

A Cognitive Map is a soft computing method forming a semantic knowledge model over a set of concepts. A map is a weighted digraph: it consists of concepts (vertices) and directed weighted edges linking the concepts. The philosophy of modelling with Cognitive Maps is very simple: concepts correspond to phenomena, linkages to relationships between phenomena. Weights inform about character and strength of connection. Weights are collected in a weight matrix. Such minimal formalisation encouraged extensive research on Cognitive Maps and led to the development of related sub-families, i.e., Fuzzy Cognitive Maps, Granular Cognitive Maps, etc. Versatility of the original formalism of Cognitive Maps proved to be so desirable and successful, that it has remained unchanged in all named sub-kinds of Cognitive Maps. What differentiates them is the assumed information representation model: crisp in Cognitive Maps, fuzzy in Fuzzy Cognitive Maps, granular in Granular Cognitive Maps, etc.

Intensive research on Cognitive Maps in application to knowledge processing started with a ground-breaking paper by B. Kosko [10]. The referenced paper presents a generalisation of Cognitive Maps to Fuzzy Cognitive Maps. More importantly, it presents a simple method for weight matrix learning. Nowadays, major studies on Cognitive Maps revolve around Fuzzy Cognitive Maps trained using a bio-inspired metaheuristic optimisation algorithm of choice. As mentioned, experimental fields, where Fuzzy Cognitive Maps have been successfully utilised include systems modelling and control, time series analysis, and pattern recognition.

In this paper, we present an application of Cognitive Maps to human decision making modelling, which is a novel and original contribution.

### III. Preliminaries

#### A. Consumer Representation

The primary task is to define a model for consumer representation that will be the backbone of decision making modelling framework. Inspired by the research of K. Lewin on psychophysical field [11], we assume that a vector of all needs represents each consumer. Such infinite vector is a subject for further modelling. The vector in its most general form is given as:

\[
x = [x_1, x_2, \ldots]^T
\]  
(1)

\( x \) represents a given consumer, \( x_i, i = 1, 2, \ldots, +\infty \) stands for his \( i \)-th need. It is worth to explain that a vector of needs \( x \) is of finite length in any practical application. Infinity in its description underlines that, despite its finiteness, we do not put restriction on its length, see below for details.

Each need in the vector is evaluated using a selected information representation scheme. In order to choose a particular model, one shall consider properties that are the most desired in a given application area. In our experiments, we considered crisp information and fuzzy sets [12], but there are other options available, for instance intuitionistic fuzzy sets.

In theory, the needs vector is infinite, because the set of needs is infinite. One aspect of human development is that it is accompanied by recognition of new needs. This phenomenon is explained by Maslow, [13], who states that after satisfying needs of a prime urgency, humans naturally start recognising more refined desires. Moreover, identification of new needs could be triggered by external stimuli, especially skilful marketing communication. The framework presented in this paper operates on a finite set of needs. This limitation is necessary, not only for computational reasons, but also because it is the only sensible convention to focus on needs relevant to a problem of interest. In practice, relevant needs must be identified before empirical data is collected. Let us give a few examples of sets of needs relevant in different decision making problems:

- needs relevant when we consider a particular car purchase: number of seats, capacity for carrying goods, ease of access to repair shops, level of extravagance associated with the car, etc.
- needs relevant when shopping for cleaning supplies: wood cleaner, glass cleaner, disinfectant, etc.
- needs related to an evening outing: concert, restaurant, theatre, visiting friends, etc.

Most importantly, the model allows describing causality. A particular needs vector describes preferences at a given at a given moment in time. Building consecutive vectors, with different needs evaluations will allow to represent time flow and illustrate change of needs.

The strength of motivational stimuli is expressed through needs evaluation. The method of evaluation depends on selected information representation model. If we employ classical set theory, a need either exists or it does not. Hence, evaluation of a need relies on selecting a number from the set \( \{0, 1\} \). In contrast, with fuzzy set theory, needs are evaluated as real numbers from the interval \( [0, 1] \). We can also perform needs evaluation based on linguistic variables or some other method we find suitable.

The model is capable to describe and discover dependencies at various levels of generality. This derives from the fact that we can easily group specific needs into more general clusters or the other way around: based on a general group of needs, we can transition into a fine-grained analysis, depending on the availability of data. For example, a general type of need...
for existence includes all needs for food. The need for food contains a need for carbohydrates. The need for carbohydrates may be satisfied by consuming rice, bread, pasta, cookies, and so on. The structure is recursively nested.

Additionally, this relatively simple form of consumer representation allows sophisticated analysis, if we consider an abstract space of consumers described by their needs. In such a space, we may define classes of consumers and detect similarity between classes of consumers.

B. Processing with Cognitive Maps and Fuzzy Cognitive Maps

A Cognitive Map is a graph-based knowledge representation model. Let us denote the vertices in the map as $A_1, A_2, \ldots, A_c$, where $c$ represents the number of vertices. Vertices correspond to abstract concepts. The strength of relationships between the vertices is denoted using weights: $w_{11}, w_{12}, \ldots, w_{cc}$, where $w_{ij}$ is a weight going from the concept $A_i$ to the concept $A_j$. Weights are gathered in a $c \times c$ weight matrix denoted as $W$. Particular values assumed by $w_{ij}$ depend on an assumed information representation system (fuzzy, crisp, etc.).

In (regular) Cognitive Maps, weights assume values from the set $\{-1, 0, 1\}$. $-1$ indicates that an increase in a source node is correlated with a decrease in a destination node. 0 denotes lack of relationship. 1 informs that an increase in a source node causes increase in a destination node.

The constricted set of values allowed in regular Cognitive Maps limits their flexibility. The formulation of Fuzzy Cognitive Maps appeared as a remedy for this issue. In Fuzzy Cognitive Maps, relationships are expressed using real numbers from the $[-1, 1]$ interval [10].

Processing with any Cognitive Map is realised in the following way: as the input to the map we pass $c$ activations gathered in a $c$-dimensional vector, where one activation is for one node in the map. Let us denote the vector of activations as $x = [x_1, \ldots, x_c]^T$. Activations are the input data and they correspond to the state of nodes (the state of excitement of needs) at the current moment in time $tm$. The map processes the input using weights $W$ and, as a result, we obtain the output. Let us denote the output as $y = [y_1, \ldots, y_c]^T$. The output is interpreted as the state of nodes in the next moment in time ($tm + 1$). In other words, the Cognitive Map models changes of a system of concepts in time. The idea behind processing with a Cognitive Map composed of three nodes is illustrated in Figure 1. Computations are formally represented as follows:

$$y = W \ast x$$  \hspace{1cm} (2)

where $\ast$ is an operation on a matrix and a vector.

Typically, but not always, in Cognitive Maps, input and output vectors are evaluated using values from the set $\{0, 1\}$, while Fuzzy Cognitive Maps use real numbers from the interval $[0, 1]$. Particular examples of implementations of $\ast$ operation are given in Section IV.

Map outputs represent state of nodes in the next moment in time. We wish that the predicted states are as close as possible to the actual states observable in future. In other words, maps allow predicting. The prediction quality is expressed by calculating similarity between map output $y$ and desired target values, denoted as $t$. This could be expressed as:

$$y \sim t$$  \hspace{1cm} (3)

$\mathbf{t} = [t_1, t_2, \ldots, t_c]^T$ is the desired, ideal target.

The modelling outcome depends on the weight matrix. There are three strategies that could be executed in order to obtain a weight matrix:

- involve human experts to manually propose a weight matrix,
- run supervised learning procedure to extract a weight matrix automatically from data,
- hybrid learning: use expert knowledge to define fine-grained conditions to facilitate a better performance of a learning algorithm.

The first approach is the most inconvenient, because in order to build a map, we need human involvement and the procedure is manual. The substantial advantage of this approach is that when a Cognitive Map is constructed by experts, its formalism is well understood. Humans provide a structured representation of phenomena in a way that is easy to interpret and conveys a meaningful description.

Automated weight matrix learning has the big advantage that it does not require the considerable effort needed when we involve human experts. In this case, we use historical data to obtain a weight matrix. In practice, there are a few obstacles in this approach. First, not all applications have enough historical data. Second, trends in development of algorithms have brought forward nature-inspired optimisation heuristics, like Genetic Algorithm, Particle Swarm Optimisation, and so on. They are applied in areas when optimisation is difficult, as this one, and their motto is (so to speak) “close enough is good enough”. More formally speaking, they do not guarantee convergence to the optimum. In many domains
of applied Cognitive Maps, for instance in classification, this property does not affect the modelling outcome as weights of connections between map nodes do not matter as much as the outcome, which is, an assigned class label. In contrast, if we want to obtain a meaningful knowledge about relationships between the nodes, the “close enough is good enough” motto is not what we shall be content with. It might happen that two, substantially different maps (meaning: maps with drastically different evaluations of weights) could provide similar numerical modelling accuracy.

C. Cognitive Map-based Consumer Needs Representation

In our approach to human decision making modelling, we assume that needs determine actions. We apply the field theory of K. Lewin, who is recognised as the founder of social psychology, [14]. The field theory can be transparently transformed into a mathematical model. This is a rare and valuable property, because many psychological theories are rather descriptive than quantitative. The field theory says that at a given moment in time we exist within or, to put it in another words, we own a certain abstract psychophysical field comprising of all needs there are. The strengths of needs in a psychophysical field change over time. The reason for change could be internal or external. There is also an assumption that any part of a psychophysical field depends on its every other part. Human behaviour can be explained by analysing forces acting in the field.

Our model captures the moment when needs get reevaluated in response to new input conditions. Hence, we assume that:

- a Cognitive Map represents relationships between human needs,
- input data (activations) of the Cognitive Map correspond to the current strength of motivational stimuli,
- the Cognitive Map’s output represents strength of needs in response to the input, analysing the output allows to make a decision.

The premise behind introducing Cognitive Maps to represent consumer needs was dictated by review of the literature on needs taxonomies. We see an insufficient focus on methods that take into account relationships between the needs.

In future, we plan to impose certain conditions on the needs model. In this case, the most advanced, and at the same time interpretable, form of an arbitrarily defined set of conditions is an ontology of needs.

IV. Case Study

In this section, let us introduce a few examples of application of Cognitive Maps to consumer decision making and preference modelling.

Two case studies are arbitrarily defined. They concern decision making modelling using a regular Cognitive Map and a Fuzzy Cognitive Map. The discussion is limited to relatively small maps representing five needs:

- listening to a radio,
- watching a TV,
- reading a book,
- playing with a dog,
- taking a walk.

The third case study presents another application of the model - to consumer space modelling. We apply a Fuzzy Cognitive Map to process a dataset describing mobile network activity.

A. Cognitive Map for Decision-Making Modelling

The first example covers the most basic version of the model. Is is based on a (regular) Cognitive Map, in which relationships between the nodes are expressed as values from the set \{-1, 0, 1\}. Input activations assume values from the set \{0, 1\}. We analyse a Cognitive Map for one consumer. Relationships between needs were defined arbitrarily and are displayed in Figure 2.

Activations describe current excitement levels of the needs under consideration. Let us assume, that the consumer reports the following activations: \(\mathbf{x} = [0; 0; 1; 1; 0]^T\). The activations order corresponds to the list mentioned above. We interpret it as follows: lack of need for listening to a radio, watching a TV and taking a walk; existing need for reading a book and playing with a dog.

\[
y_i = \sum_{j=1}^{c} w_{ij} \cdot x_j
\]  

where \(c\) denotes the number of nodes in the map. In this case, \(c = 5\). For simplicity, we do not introduce any scaling to the outcome of the sum of products. Therefore, \(y_i\) assumes a value from the set \{-c, -(c - 1), \ldots, 0, \ldots, c - 1, c\}. The Maximum value in the output vector indicates a decision. It is very easy to imagine more sophisticated aggregation schemes.

Let us present the decision making modelling based on the stated assumptions:
In response to the presented activations, the need to go for a walk will be perceived as the strongest.

B. Fuzzy Cognitive Map for Decision Making Modelling

In the second case study, we present a Fuzzy Cognitive Map constructed for one consumer concerning the same set of five needs as in the previous example. The map was defined arbitrarily and is displayed in Figure 3.

Let us recall that in Fuzzy Cognitive Maps weights are evaluated as numbers from the $[-1,1]$ interval, while activations and outputs are numbers from the $[0,1]$ interval. The implementation of the $*$ operator from (2) on the level of a single node is realised as follows:

$$y_i = f \left( \sum_{j=1}^{c} w_{ij} \cdot x_j \right)$$

(5)

for $i = 1, 2, \ldots, c$. $f$ is a squashing function, which draws the product to the $[0,1]$ interval. The sigmoid function with a steepness parameter $\tau > 0$ is most commonly used.

$$f(u) = \frac{1}{1 + e^{-\tau u}}$$

(6)

We assumed $\tau = 5$ based on literature [15].

Fuzzy Cognitive Maps allow greater flexibility in expressing preferences and relationships between needs.

The modelling outcome, $y = [0.5; 0.3; 0.5; 0.7; 0.9]^T$, informs us that taking a walk is the most likely choice for this person. The need for walking is the strongest at the computed moment in time. The second strongest need in the output vector $y$ is the need for playing with a dog computed as 0.7. A strong positive connection, that joins walking with playing with a dog, caused the strength of this need to increase from 0.1 to 0.7.

C. The Mobile Activity Dataset

Preferences analysis concerns not only heterogeneous, but also homogeneous markets. It is a common practice to perform segmentation of heterogeneous markets into homogeneous groups. Further analysis of consumer preferences within one, homogeneous segment is an important assignment. An example of a homogeneous good is mobile network service. Importantly, statistics collected by mobile network service providers contain significant valuable information about cities and their citizens. It has been proposed to use subscriber’s location statistics to traffic monitoring in public transportation services, [16]. Public transportation services, alike mobile services, are homogeneous goods, especially when we consider large cities.

We propose to apply a Fuzzy Cognitive Map to model and predict potential demand for public transportation services based on mobile subscriber’s location statistics. We process data collected as a part of the VaVeL project (VaVeL: Variety, Veracity, VaLue [17]), concerning traffic in mobile networks recorded by Base Transceiver Stations in Warsaw. The data was collected hourly, starting from 0:00 on 9th January 2017, ending at 23:00 on 20th January 2017. We scaled it to the interval $[0.1, 0.9]$ so that the training procedure for a Fuzzy Cognitive Map can be conducted without numerical problems.

The course of experiment was as follows. First, we arbitrarily selected data from four neighbouring zones, out of the total of 895 geographical zones in the city. For each zone, we have information (a time series) concerning the number of mobile network subscriber’s registered at each hour. We assume the sliding window model with three time points within one window. Based on these assumptions, we form a Fuzzy Cognitive Map based on 12 concepts, four zones multiplied by three moments in time (length of sliding window) gives us 12. The first three concepts correspond to the first zone, the next three concepts correspond to the second zone, etc. We formed activations and targets to represent changes of concepts states in time (in other words, changes of traffic). Predictions are for one step ahead. The complete methodology of this approach was discussed in [18]. There are
two alternative methods of how to use a sliding window Fuzzy Cognitive Map model. The first is that we average the model responses and produce a time series prediction in the form of a sequence of numbers. In this case a particular prediction is one point. The second method, more suitable for this study, is when we obtain a prediction in the form of a sequence of intervals. In this case a particular prediction is in the form of a lower and an upper interval limit, between which we assume that the state of phenomena is acceptable.

We run Particle Swarm Optimization to determine the best weights by minimization of Mean Squared Error between the Fuzzy Cognitive Map responses and target values:

$$MSE = \frac{1}{N \cdot c} \sum_{i=1}^{N} \sum_{j=1}^{c} (y_{ji} - t_{ji})^2$$  \hspace{1cm} (7)$$

$N$ is the number of samples, $c$ is the number of nodes, $y$ are map responses, $t$ are targets. We used 160 pairs of activation and target for map training and the remaining 80 pairs were left for model testing. We can technically perceive the data used for map training as a time series of four variables.

In addition, in the application of traffic monitoring, it is worth to consider softening decision rules. In particular, we can extend the interval of acceptable values by some reasonable value. An example of a measure that can be used to evaluate the degree to which we expand margins is standard deviation.

In order to verify if we trained a correct model we plot predicted interval limits and actual values of time series for the four studied zones. This is presented in Figure 4 for train and test sets. We soften the decision margin by adding half of standard deviation for each variable. The four variables have the following standard deviations: 0.1742, 0.2526, 0.1111, 0.0523. The predicted lower (green) and upper (red) limits for the four zones are illustrated in Figure 4. Black lines present true levels of traffic. The MSE for the four studied zones is present in each plot. We can conclude that the model was properly trained.

After the Fuzzy Cognitive Map was trained and we verified that it correctly describes the given data, we use it as a decision making aid. The application of the Fuzzy Cognitive Map can be informally described as follows. A person is planning to travel through the four zones. He collected information about the traffic in the last three hours in these zones and passes it as the input to the map. The map calculates a pessimistic and an optimistic prediction for the next moment in time. The person can decide whether to go or not to go.

Since the above application is trivial, we additionally tested the model in two less standard scenarios:

- How does the Map react if the input is consistently distorted? Consistently distorted input corresponds to a continuous sequence of recorded and known anomalous states of phenomena.
- Is the Map sensitive to singular anomalies? Singular anomalies appear as single events, they are not preceded by anomalous events.

In Table I we present average coverage of train and test set observations by predicted intervals. The notion of coverage is quite straightforward, namely it is the number of true observations falling into predicted intervals. Intervals are spanned by the factor of a fraction of standard deviation. Without surprise, the more we expand the interval, the greater the coverage gets.

An analogous experiment was conducted for test data distorted with systematic noise. For this experiment, we added or subtracted a constant value to or from all activation vectors. We run activations with the Fuzzy Cognitive Map and we computed the average coverage of map outputs. The first test
TABLE I. AVERAGE COVERAGE OF TRAIN/TEST TIME SERIES DATA POINTS FOR PREDICTIONS WITHOUT AND WITH A SPANNING FACTOR

<table>
<thead>
<tr>
<th>zone</th>
<th>train</th>
<th>test</th>
<th>train</th>
<th>test</th>
<th>train</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>zero</td>
<td>+0.2sd</td>
<td>+0.5sd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z1</td>
<td>0.3987</td>
<td>0.3506</td>
<td>0.3506</td>
<td>0.7278</td>
<td>0.7403</td>
<td></td>
</tr>
<tr>
<td>z2</td>
<td>0.2848</td>
<td>0.2468</td>
<td>0.6392</td>
<td>0.2857</td>
<td>0.9304</td>
<td>0.8831</td>
</tr>
<tr>
<td>z3</td>
<td>0.4114</td>
<td>0.4026</td>
<td>0.5886</td>
<td>0.4805</td>
<td>0.7532</td>
<td>0.7532</td>
</tr>
<tr>
<td>z4</td>
<td>0.2215</td>
<td>0.2208</td>
<td>0.2721</td>
<td>0.2468</td>
<td>0.3734</td>
<td>0.3766</td>
</tr>
</tbody>
</table>

TABLE II. COVERAGE FOR TEST DATA MODIFIED WITH SYSTEMATIC DISTORTIONS

<table>
<thead>
<tr>
<th>zone</th>
<th>zero</th>
<th>+0.2sd</th>
<th>+0.5sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>z1</td>
<td>0.1169</td>
<td>0.2468</td>
<td>0.3117</td>
</tr>
<tr>
<td>z2</td>
<td>0.2208</td>
<td>0.2987</td>
<td>0.3766</td>
</tr>
<tr>
<td>z3</td>
<td>0.1429</td>
<td>0.2078</td>
<td>0.3377</td>
</tr>
<tr>
<td>z4</td>
<td>0.1818</td>
<td>0.1948</td>
<td>0.2468</td>
</tr>
</tbody>
</table>

was performed for the original model, with the lower and the upper interval limits produced by the map. The next two tests were performed for intervals expanded by constant value equal to 0.2 of standard deviation and by 0.5 of standard deviation. The results are displayed in Table II. Without surprise, coverage is smaller, in comparison with results in Table I. Consistently, as we expand intervals, coverage grows.

Further experiments were for data that simulated unexpected anomalies. Anomalies were added randomly to target data. We can visually verify susceptibility of the trained Map to random distortions. The results (for a couple of zones) are illustrated in Figure 5. Random anomalies were generated by adding positive numbers drawn randomly from normal distribution with mean equal to 0 and standard deviation equal to 0.3. We added anomalies to 30 randomly selected values from the test set. Figure 5 concerns predictions expanded by 0.5 of standard deviation.

Fig. 5. Predictions for zone 1 test set with added anomalies.

V. CONCLUSION

In the paper, we have introduced a consumer decision making modelling approach based on Cognitive Maps and a vector-based representation of consumer needs. The method is flexible. Not only does it allow to model decision making processes, but also structures in consumer and needs spaces. The approach is on one hand easy to interpret, as a map provides a semantic knowledge representation, and, on the other hand, powerful, as the weight matrix can be automatically trained from historical data.

The intention of this paper was to introduce the idea of a versatile model for consumer preferences representation and modelling. The model requires further development and experimenting. We would like to emphasise that our study on homogeneous preferences analysis and the mobile activity dataset are in a very early stage. In future, we plan to analyse this dataset to a greater extent.
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Abstract—Rough set theory has been extensively used both as a mathematical foundation of granularity and vagueness in information systems and in a large number of applications. However, the decision logic for rough sets is based on classical bivalent logic; therefore, it would be desirable to develop decision logic for uncertain or ambiguous objects. In this study, a deduction system based on partial semantics is proposed for decision logic. Three-valued logics based on Gentzen sequent calculi are adopted. A deductive system based on three-valued framework is intuitively adequate for the structure of positive, negative, and boundary regions of rough sets, and has already been studied. In this study, consequence relations based on partial semantics for decision logic are defined, and systemization by Gentzen’s sequent calculi is attempted. Three-valued logics of different structures are investigated as the deductive system of decision logic. The interpretation of decision logic is extended using partial semantics, and extended decision logic based on three-valued logics is proposed.

Keywords—rough set; decision logic; consequence relation; three-valued logic; sequent calculi.

I. INTRODUCTION

Pawlak introduced the theory of rough sets for handling rough (coarse) information [1]. Rough set theory is now used as a mathematical foundation of granularity and vagueness in information systems and is applied to a variety of problems. In applying rough set theory, decision logic was proposed for interpreting information extracted from data tables. However, decision logic adopts the classical two-valued logic semantics. It is known that classical logic is not adequate for reasoning with indefinite and inconsistent information. Moreover, the paradoxes of material implication of classical logic are counterintuitive.

Rough set theory can handle the concept of approximation by the indiscernibility relation, which is a central concept in rough set theory. It is an equivalence relation, where all identical objects of sets are considered elementary. Rough set theory is concerned with the lower and the upper approximation of object sets. This approximation divides sets into three regions, namely, the positive, negative, and boundary regions. Thus, Pawlak rough sets have often been studied in a three-valued logic framework because the third value is thought to correspond to the boundary region of rough sets [2][3].

In this study, non-deterministic features are considered the characteristic of partial semantics. The formalization of three-valued logic is carried out using a consequence relation based on partial semantics. The basic logic for decision logic is assumed to be many-valued, in particular, three-valued and some of its alternatives [4]. If such three-valued logics are used as a basic deduction system for decision logic, it can be enhanced to a more useful method for data analysis and information processing. The decision logic of rough set theory will be axiomatized using Gentzen sequent calculi and three-valued semantic relation as basic theory. To introduce three-valued logic to decision logic, consequence relations based on partial interpretation are investigated, and sequent calculi of three-valued logic based on them are constructed. Subsequently, three-valued logics with different structure are considered for the deduction system of decision logic.

The deductive system of decision logic has been studied from the granule computing perspective, and in [5], an extension of decision logic was proposed for handling uncertain data tables by fuzzy and probabilistic methods. In [6], a natural deduction system based on classical logic was proposed for decision logic in granule computing. In [2], Gentzen-type three-valued sequent calculi were proposed for rough set theory based on non-deterministic matrices for semantic interpretation.

The paper is organized as follows. In Section II, an overview of rough sets and decision logic is presented. In Section III, the relationship between decision logic and three-valued semantics based on partial semantics is discussed. In Section IV, an axiomatization using Gentzen sequent calculus is presented, according to a consequence relation based on the previously discussed partial semantics. In Section V, an extension of decision logic is discussed, based on three-valued sequent calculus as partial logic. Finally, in Section VI, a summary of the study and possible directions for future work are provided.

II. OVERVIEW OF ROUGH SETS AND DECISION LOGIC

Rough set theory, proposed by Pawlak [1], provides a theoretical basis of sets based on approximation concepts. A rough set can be seen as an approximation of a set. It is denoted by a pair of sets, called the lower and upper approximation of the set. Rough sets are used for imprecise data handling. For the upper and lower approximations, any subset \( X \) of \( U \) can be in any of three states, according to the membership relation of objects in \( U \). If the positive and negative regions on a rough set are considered to correspond to the truth value of a logical form, then the boundary region corresponds to ambiguity in deciding truth or falsity. Thus, it is natural to adopt a three-valued logic.
Rough set theory is outlined below. Let $U$ be a non-empty finite set, called a universe of objects. If $R$ is an equivalence relation on $U$, then $U/R$ denotes the family of all equivalence classes of $R$, and the pair $(U, R)$ is called a Pawlak approximation space. A knowledge base $K$ is defined as follows:

**Definition 1.** A knowledge base $K$ is a pair $K = (U, R)$, where $U$ is a universe of objects and $R$ is a set of equivalence relations on objects in $U$.

**Definition 2.** Let $R \in R$ be an equivalence relation of the knowledge base $K = (U, R)$, and $X$ any subset of $U$. Then, the lower and upper approximations of $X$ for $R$ are defined as follows:

$$ RX = \{ \{ y \in U \mid y \subseteq X \} \} = \{ x \in U \mid [x]_R \subseteq X \} $$

$$ RX = \{ \{ y \in U \mid y \cap X \neq \emptyset \} \} = \{ x \in U \mid [x]_R \cap X \neq \emptyset \} $$

**Definition 3.** If $K = (U, R), R \in R$, and $X \subseteq U$, then the $R$-positive, $R$-negative, and $R$-boundary regions of $X$ with respect to $R$ are defined respectively as follows:

$$ POS_R(X) = RX $$

$$ NEG_R(X) = U - RX $$

$$ BN_R(X) = RX - RX $$

Let $C$ and $D$ be subsets of an attribute $A$, denoted as $C, D \subseteq A$. Moreover, it is assumed that $C$ is a conditional attribute and $D$ a decision attribute. Then, the decision table $T$ is denoted by $T = (U, A, C, D)$.

The function $s_x : A \rightarrow V$ (for simplicity, the subscript $x$ will be omitted) is defined where $\forall x \in U$, and $\forall a \in C \cup D$.

**Language of Decision Logic:** A decision logic language (DL-language) $L$ is now introduced [1]. The set of attribute constants is defined as $a \in A$, and the set of attribute value constants is $V = \bigcup V_a$. The propositional variables are $\varphi$ and $\psi$, and the propositional connectives are $\land, \lor, \neg$ and $\rightarrow$.

**Definition 4.** The set of formulas of the decision logic language (DL-language) $L$ is the smallest set satisfying the following conditions:

1) $(a, v)$, or in short $a_v$, is an atomic formula of $L$.

2) If $\varphi$ and $\psi$ are formulas of the DL-language, then $\varphi \land \varphi \land \varphi \lor \varphi$ and $\varphi \rightarrow \psi$ are formulas.

The interpretation of the DL-language $L$ is performed using the universe $U$ in $S = (U, A)$ of the Knowledge Representation System ($KR$-system) and the assignment function, mapping from $U$ to objects of formulas. Formulas of the DL-language are interpreted as subsets of objects consisting of a value $v$ and an attribute $a$.

Atomic formulas $(a, v)$ describe objects that have a value $v$ for the attribute $a$. $S \models_a \varphi$ denotes that the object $x \in U$ satisfies the formula $\varphi$ of $S = (U, A)$. The semantics of DL-language is defined as follows:

- $S \models_a (a, v)$ iff $a(x) = v$
- $S \models_a \varphi$ iff $S \models_a \varphi$
- $S \models_a \varphi \lor \psi$ iff $S \models_a \varphi$ or $S \models_a \psi$
- $S \models_a \varphi \land \psi$ iff $S \models_a \varphi$ and $S \models_a \psi$
- $S \models_a \varphi \rightarrow \psi$ iff $S \models_a \varphi \lor \psi$

Let $\varphi$ be an atomic formula of the DL-language. $R \in C \cup D$ an equivalence relation, and $X$ any subset of $U$. Then, the truth value of $\varphi$ is defined as follows:

$$ ||\varphi||_a = \begin{cases} t & \text{if } |\varphi|_a \subseteq POS_R(U/X) \\ f & \text{if } |\varphi|_a \subseteq NEG_R(U/X) \end{cases} $$

This shows that decision logic is based on bivalent logic. In the next section, an interpretation of decision logic based on three-valued logics will be discussed.

**III. RELATIONSHIP WITH THREE-VALUED SEMANTICS**

Partial semantics for classical logic has been studied by van Benthem in the context of the semantic tableaux [7][8]. In this section, the application of partial semantics to decision logic is investigated. As the proposed approach can replace the base (bivalent) logic of decision logic, alternative versions of decision logic based on three-valued logics are obtained.

The model $S$ of decision logic based on three-valued semantics consists of a universe $U$ for the language $L$ and an assignment function $s$ that provides an interpretation for $L$.

For the domain $|S|$ of the model $S$, a subset is defined by $S = (S^+, S^-)$. The first term of the ordered pair denotes the set of $n$-tuples of elements of the universe that verify the relation $S$, whereas the second term denotes the set of $n$-tuples that falsify the relation. The interpretation of propositional variables of $L$ for the model $S$ is given by $S_S = (S_S^+, S_S^-)$. Let $T = \{t, f, u\}$ be the truth value for the three-valued semantics of $L$, where each value is defined as true, false, or undefined (or indeterminate). Then, the truth value of $\varphi$ on $S = (U, A)$ is defined as follows:

$$ ||\varphi||_a = \begin{cases} t & \text{if } |\varphi|_a \subseteq POS_R(U/X) \\ f & \text{if } |\varphi|_a \subseteq NEG_R(U/X) \\ u & \text{if } |\varphi|_a \subseteq BN_R(U/X) \end{cases} $$

A semantic relation for the model $S$ is defined following [7][9][10]. The truth and the falsehood of a formula of the DL-language are defined in a model $S$. The truth (denoted by $|=^+_S$) and the falsehood (denoted by $|=^-_S$) of the formulas of the decision logic in $S$ are defined inductively:

**Definition 5.** Semantic relation of $S \models^+_a \varphi$ and $S \models^-_a \varphi$ are defined as follows:

- $S \models^+_a \varphi$ iff $\varphi \in S^+$
- $S \models^-_a \varphi$ iff $\varphi \in S^-$
- $S \models^+_a \varphi \land \psi$ iff $S \models^+_a \varphi$ or $S \models^+_a \psi$
- $S \models^-_a \varphi \land \psi$ iff $S \models^-_a \varphi$ and $S \models^-_a \psi$
- $S \models^+_a \varphi \lor \psi$ iff $S \models^+_a \varphi$ or $S \models^+_a \psi$
- $S \models^-_a \varphi \lor \psi$ iff $S \models^-_a \varphi$ or $S \models^-_a \psi$
- $S \models^+_a \varphi \rightarrow \psi$ iff $S \models^+_a \varphi \lor \psi$
- $S \models^-_a \varphi \rightarrow \psi$ iff $S \models^-_a \varphi \lor \psi$

$|=^+_a$ denotes confirmation and $|=^-_a$ refutation. The model $S$ is consistent if and only if $S^+ \cap S^- = \emptyset$. The symbol $\sim$ denotes strong negation, in which $\sim$ is interpreted as true if the proposition is false.

**Theorem 1.** For every model $S$, DL-language $L$, and formula $\varphi$, it is not the case that $S \models^+_a \varphi$ and $S \models^-_a \varphi$ hold.
Proof: Only the proof for $\sim$ and $\land$ will be provided. It can be carried out by induction on the complexity of the formula. The condition of consistent implies that it is not the case that $\varphi \in S^+$ and $\varphi \in S^-$. Then, it is not the case that $S \models^+ \varphi$ and $S \models^- \varphi$.

$\vdash$: We assume that $S \models^+ \varphi$ and $S \models^- \varphi$ hold. Then, it follows that $S \models^- \varphi$ and $S \models^+ \varphi$. This is a contradiction.

$\land$: We assume that $S \models^- \varphi \land \psi$ and $S \models^+ \varphi \land \psi$ hold. Then, it follows that $S \models^+ \varphi$ and $S \models^- \psi$ and $S \models^- \varphi$ or $S \models^+ \psi$. This is a contradiction. □

Example. We assume the decision table below, where the condition and decision attributes are not considered.

$U = \{x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8\}$
Attribute: $C = \{c_1, c_2, c_3, c_4\}$
$c_1 = \{x_1, x_4, x_8\}$, $c_2 = \{x_2, x_5, x_7\}$, $c_3 = \{x_3\}$, $c_4 = \{x_6\}$
$U/C = c_1 \cup c_2 \cup c_3 \cup c_4$
Any subset $X = \{x_3, x_6, x_8\}$
$POS_C(X) = c_3 \cup c_4 = \{x_3, x_6\}$
$BN_C(X) = c_1 = \{x_1, x_4, x_8\}$
$NEG_C(X) = c_2 = \{x_2, x_5, x_7\}$
Evaluation of truth value of formulas as follows:
$\text{If } |C_{c_1}| \subseteq POS_C(X) \text{ then } ||C_{c_1}|_s = t$
$\text{If } |C_{c_1}| \subseteq BN_C(X) \text{ then } ||C_{c_1}|_s = u$
$\text{If } |C_{c_2}| \subseteq NEG_C(X) \text{ then } ||C_{c_2}|_s = f$

IV. CONSEQUENCE RELATION AND SEQUENT CALCULUS

Partial semantics in classical logic is closely related to the interpretation of the Beth tableau [8]. Van Benthem [7] suggested the relationship of the consequence relation to Gentzen sequent calculus. Thus, the application of the consequence relation for partial semantics to decision logic will be discussed, as well as the structure of three-valued logic that is based on partial semantics and replaces the basic (bivalent) logic of decision logic.

To prove $X \rightarrow Y$ by the Beth tableau, a counterexample, such as $X \& \sim Y$, is constructed. Here, let $X$ be $\Gamma$ and $Y$ be $\Delta$ (set of formulas), and let $A$ and $B$ be formulas.

Axiom: $A \Rightarrow A$ (ID)

Sequent rule:

\[ \Gamma, A \Rightarrow \Delta, A \Rightarrow (\text{Weakening}) \]
\[ \Gamma, A \Rightarrow \Delta, A, \Gamma \Rightarrow \Delta \Rightarrow (\text{Cut}) \]
\[ \Gamma, A \Rightarrow \Delta, A \Rightarrow \Delta \Rightarrow (R) \]
\[ \Gamma, A \Rightarrow \Delta, A \Rightarrow \Delta, B \Rightarrow \Delta \Rightarrow (\land R) \]
\[ \Gamma, A, B \Rightarrow \Delta, A \Rightarrow \Delta \Rightarrow (\lor R) \]
\[ \Gamma, A \Rightarrow \Delta, A \Rightarrow \Delta \Rightarrow (\rightarrow R) \]

This axiomatization is based on the sequent calculus for classical logic $Lk$ (logistischer klassischer Kalkül) originally introduced by Gentzen in 1935 [11]. Decision logic is a predicate logic; however, in this study, the focus is on propositional logic without quantifiers and predicate symbols. This $Lk$ is extended to other deductive systems for partial semantics based on a different consequence relation. For example, the three-valued logic by Kleene has no tautology. Thus, to define a consequence relation, a logical system for three-valued logic is formalized. In the Beth tableau, to interpret the consequence relation for partial semantics, an atomic formula $A$ with left open branch is evaluated as $V(A) = 1$, and an atomic formula $B$ with right open branch as $V(B) = 0$. This can be interpreted according to sequent calculus. It is assumed that $V$ is a partial assignment function assigning to an atomic formula the values 0 or 1. Then, the consequence relation is defined as follows:

- $(C_1)$ for all $V$, if $V(\text{Pre}) = 1$ then $V(\text{Cons}) = 1$.
- $(C_2)$ for all $V$, if $V(\text{Pre}) = 1$ then $V(\text{Cons}) \neq 0$.

$\text{Pre}$ and $\text{Cons}$ represent sequent premise and conclusion, respectively. In classical logic, $(C_1)$ and $(C_2)$ can be interpreted as equivalent; however, they are not equivalent in partial logic based on partial semantics.

Sequent calculi $G1$ for $(C_1)$ can be obtained by adding the following rules to $Lk\backslash \{\sim R\}$, where, $\sim$"" implies that the rule following "" is excluded.

\[ \Gamma \Rightarrow \Delta, A \Rightarrow \Delta, A \Rightarrow \Delta, \Gamma \Rightarrow \Delta \Rightarrow (\sim R) \]
\[ \Gamma \Rightarrow \Delta, A \Rightarrow \Delta, A \Rightarrow \Delta, \Gamma \Rightarrow \Delta \Rightarrow \Delta \Rightarrow (\sim \land R) \]
\[ \Gamma \Rightarrow \Delta, A \Rightarrow \Delta, A \Rightarrow \Delta, \Gamma \Rightarrow \Delta \Rightarrow (\sim \lor R) \]
\[ \Gamma \Rightarrow \Delta, A \Rightarrow \Delta, A \Rightarrow \Delta \Rightarrow (\sim \land R) \]
\[ \Gamma \Rightarrow \Delta, A \Rightarrow \Delta, A \Rightarrow \Delta \Rightarrow (\sim \lor R) \]

These Gentzen-type sequent calculus axiomatize $(C_1)$ [12][7].

We are now in a position to define $G1$. For $G1$, $(A1)$ defined below is added to $G1\backslash \{\sim L\}$.

- $(A1) A, A \Rightarrow A$
- $G1 := \{ID, (\text{Weakening}), (\text{Cut}), (A1), (\land R), (\land L), (\lor R), (\lor L), (\rightarrow R), (\rightarrow L), (\sim R), (\sim L), (\sim \land R), (\sim \lor R), (\sim \land L), (\sim \lor L)\}$

For the rule $(\sim L)$ obtained from $(A1)$, $G1$ and $G1$ are equivalent.

Theorem 2. $G1 = G1$.

Proof: $(A1)$ can be considered as $(\sim L)$, then double negation and de Morgan laws in $G1$ are obtained. □

The semantic relation of the implication of $S$ for $G1$ is defined in Definition 5.

Then, rule $(C2)$ for the Gentzen system is axiomatized as $G2$. $G2$ is obtained by replacing axiom $(A1)$ from $G1$ to $(A2)$ below.

- $(A2) A \Rightarrow A, \sim A$

By exclusion of the restriction in Theorem 1, the definition of the semantic relation for the implication of $G2$ is obtained as follows:

\[ S \models^+ \varphi \iff S \models^+ \varphi \text{ or } S \models^- \sim \varphi \text{ or } (S \models^+ \varphi \text{ and } S \models^- \sim \varphi \text{ and } S \models^+ \psi \text{ and } S \models^- \psi) \]

\[ S \models^- \varphi \iff S \models^+ \varphi \text{ and } S \models^- \psi \]

Theorem 3. $C2$ is axiomatized by $G2$.
Proof: GC2 is an axiomatization which is obtained from GC1 by replacing (A1) with (A2).

There are some possible options to define consequence relation. For our purposes, (C3) below is proposed as alternative definition.

(C3) for all \( V \), if \( V(Pre) = 1 \) then \( V(Cons) = 1 \),
if \( V(Cons) = 0 \) then \( V(Pre) = 0 \).

The Gentzen system GC3 for (C3) is obtained by replacing (A1) of GC1 with the following (A3):

(A3) \( A, \sim A \Rightarrow B, \sim B \)

V. RELATIONSHIP PARTIAL LOGIC

In this section, the relationship between the sequent calculi system based on partial semantics and three-valued logic is discussed. The three-valued logic is extended by defining the weak negation \( \sim \). \( \sim \) is treated as the strong or classical negation. Weak negation represents the lack of truth. In partial semantics, it allows an interpretation whereby \( \sim \) is true if a proposition is not true, that is false or undefined. The semantic relation for weak negation is as follows:

\[
S \models^+ \sim \varphi \iff S \not\models^+ \varphi
\]

The truth value of weak negation is defined as follows:

\[
||\sim \varphi||_s = \begin{cases} 
  t & \text{if } ||\varphi||_s = \text{f or u} \\
  f & \text{if } ||\varphi||_s = \text{t} 
\end{cases}
\]

By introducing weak negation, the representation of deduction for uncertain concepts may be handled; however, this is beyond the scope of this study. Moreover, weak implication may be defined using weak negation as follows:

\[
A \rightarrow_w B \overset{def}{=} \sim A \vee B
\]

The following rules for weak negation and weak implication are now presented.

\[
\frac{\Gamma \Rightarrow A, \Delta}{\Gamma \Rightarrow \sim A, \Delta} (\sim R) \quad \frac{\Gamma, A \Rightarrow \Delta}{\Gamma, \sim A \Rightarrow \Delta} (\sim L)
\]

\[
\frac{A, \Gamma \Rightarrow \Delta, B}{A \rightarrow_w \Gamma \Rightarrow \Delta, A \rightarrow_w B} (\rightarrow_w R)
\]

Three extended decision logics (EDLs) based on three-valued logic are subsequently presented. They are adapted to partial semantics interpretation of the consequence relation may serve as a foundation for decision logic. A three-valued logic system based on a consequence relation that is defined by partial semantics was investigated, and the relationship between them was studied. By adopting three-valued logic as basic logic for decision logic, its deductive system can be enhanced. Moreover, this allows the extension of the scope of its application.

In future work, the semantic relationship between decision logic and partial semantics should be investigated in detail. Furthermore, soundness and completeness results should be derived for extended decision logic. This is required for the foundation of a logical system for decision logic. Finally, the application of decision logic based on three-valued logic should be investigated.
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I. INTRODUCTION

Interoperability of clinical data essentially means that different systems are able to communicate among each other, exchange data, and, above all, reuse them. The general aim is ensuring a worldwide availability of information at the right time and place, in order to deliver better clinical services and improve healthcare. Interoperability is a required function for the proper use of Electronic Health Record (EHR) systems, which remain simple data containers if they do not have the chance to communicate using the same language. Standardized coding systems are the lingua franca of medical data, as they allow to uniquely identify the same concept despite languages, synonyms and local names that could be used to refer them. The advantages of standards are commonly recognized and their usefulness increases over time as they are employed in numerous health-related Information Technology applications. Nonetheless, their use is not always as easy as it may appear and health professionals often complain about the lack of adequate support systems.

Managing clinical terminologies is not only a matter of making them available to the users, but their management needs to include further functions to offer a complete plethora of services allowing a meaningful use of standards. To pursue this aim, there is the need of a standard protocol to manage terminology standards in the same way across multiple healthcare facilities. This role is covered by integrated terminology services, which offer the possibility to interact with terminologies according to a series of standardized functionalities, such as research, hierarchical tree navigation, structured query, cross mapping.

The Italian National Research Council (CNR) is working in accordance with the Digital Italy Agency (AgID) for realizing the national federate EHR (corresponding to the Italian acronym FSE, meaning “Fascicolo Sanitario Elettronico”) infrastructure in order to allow the exchange of clinical documents among the regional EHR systems [1]. In this frame, semantic interoperability is a non-trivial issue [2], especially because, over time, regional and local coding systems and habits have proliferated. The Prime Minister Decree No. 178/2015 [3] disciplines the use of the FSE and makes some medical terminologies mandatory, detailing their use in the two kinds of documents (Patient Summary and Laboratory Report) included in the minimum unit expected in the FSE first implementation phase.

The objective of this paper is to describe the approach used for designing and developing an integrated terminology service, called STI (acronym of the Italian Servizio Terminologico Integrato), to support Regions, domain experts and health facilities in the management of the clinical coding systems and terminologies prescribed by the cited Decree, and to ease their use in the documents required in the FSE. To develop this terminology service, the standard protocol HL7 Common Terminology Services Rel. 2 (CTS2) [4] was tested.

The paper is organized as follows. Section II gives an overview of the state of the art on semantic interoperability and the main features of CTS2. Section III describes the material used within the Italian implementation of the STI system and Section IV addresses the content approach. Section V shows some preliminary results. Discussion and conclusions in Section VI close the paper.

II. BACKGROUND

A. Semantic Interoperability: projects and initiatives

The adjective semantic conveys the deep meaning of interoperability as it overcomes lexical and syntactical issues to deal with the meaning of the exchanged information. The best EHR system would be useless without semantic interoperability, as it could not unambiguously interpret data received from other systems. In fact, Semantic Interoperability in healthcare is defined as “the ability of a
healthcare system to share information and have that information properly interpreted by the receiving system in the same sense as intended by the transmitting system" [5].

Projects and initiatives address the semantic interoperability issue trying to propose effective solutions to solve it. Regarding European Community (EU) initiatives and projects, it is worth mentioning the FP7 project Semantic Interoperability for Health Network, whose main aim was the implementation of the necessary infrastructure and governance to allow a sustainable semantic interoperability of clinical and biomedical knowledge at European level [6]. Furthermore, the project EHR4CR [7] dealt with the development of a semantic interoperability service platform, which includes a mediation model for multiple standards integration and harmonization. It was tested in 11 EHR systems of 5 EU Countries. Finally, the Trillium Bridge and Trillium Bridge II projects involve EU Countries and US for the creation of a shared model of an International Patient Summary (IPS), to improve semantic interoperability of e-health systems beyond EU borders [8].

Also, international organizations proposed protocols for semantic interoperability. The main one is the CTS2 standard proposed in the Healthcare Service Specification Program (HSSP), a joint HL7 and Object Management Group (OMG) initiative [9]. CTS2 is a cohesive model and specification for representing, accessing, querying, exchanging and updating terminological resources (e.g., Code Systems, Value Sets, Mappings), built on the RESTful (Representational state transfer) Architectural Style. More recently, HL7 proposed the Fast Healthcare Interoperability Resources (FHIR) Specification [10], another standard for exchanging healthcare information electronically, which, compared to the previous HL7 standards, is more consistent and easy to implement, thanks to its built-in extension mechanism to cover the needed content. In fact, specific use cases can be implemented by combining resources together through the use of resource references.

In the literature, different initiatives aimed at developing terminology integration platforms or services were launched. Initial studies and applications focused, for example, on the use of the Unified Medical Language System (UMLS) Metathesaurus, developed by the US National Library of Medicine [11], which includes more than 100 biomedical vocabularies integrated on the basis of a common Semantic Network and mapped among them. Researchers used UMLS to create knowledge-based representation for controlled terminologies of clinical information and to extract and validate semantic relationships. Particularly relevant are also the HETOP terminology service, which includes cross lingual multi-terminological mappings on a semantic basis [12]; and the LexGrid initiative [13], which promotes the use of common terminology models to accommodate multiple vocabulary and ontology distribution formats, as well as the support of multiple data storing for federated vocabulary distribution.

In the last few years, much effort has been spent on the application of the abovementioned CTS2 standard to develop terminology services, as that realized by the Mayo Clinic Informatics, which is the most internationally relevant [9]. D2Refine Workbench platform, for example, aimed at standardizing and harmonizing clinical study data dictionaries [14]. Focused on laboratory catalogues, the experience of the Partners HealthCare System of Boston, applies the CTS2 Upper Level Class Model to represent and harmonize the structure of both local laboratory order dictionaries and reference terminologies [15]. Peterson et al. presented, instead, a design user-centered approach, based on the use of Extraction, Transformation and Loading (ETL) procedures in CTS2-based terminology services [16]. The main advantages of this service are: i) adaptability, ii) interoperability, because of the numerous standard vocabularies included, iii) usability, since focused on users’ needs. In the wake of these projects, we propose a multi-layers CTS2 implementation that is not only based on ETL procedures, but allows also mapping (and their validation) between local dictionaries and standardized code systems, including also semantic enrichment through external ontological references.

Interesting applications of CTS2 can be found also in the European context, where the main implementation is the Standard Terminology Services (STS) provided by the French non-profit development standards and services organization PHAST [17]. Other implementations are the following: the Austrian national patient health record ELGA, where, all relevant clinical terminologies are provided through a CTS2-conformant terminology server [18]; and the Terminology Server, realized by the University of Applied Science of Dortmund, which also offers a collaboration environment to develop terminologies in a team [19]. Finally, in Italy, the existing implementations of CTS2-based terminology services are proprietary solutions, i.e., the Distributed Terminology Assets Management system (DITAM) [20]; and the HQuantum [21], which is especially focused on the management and integration of local laboratory data through the LOINC standard. These two solutions were evaluated as non-fitting for the purpose of our project because they are subject to license, while the FSE project required an open and reusable solution. Furthermore, they were, at that time, only partially developed and tested, and this would have implied a lot of customization effort.

B. CTS2 HL7 overview

As stated in the ANSI/HL7 V3 CTS R2-2015 standard [4], “the HL7 Common Terminology Services (HL7 CTS) is an API specification that is intended to describe the basic functionalities that will be needed by HL7 Version 3 software implementations to query and access terminological content. It is specified as an Application Programming Interface (API) rather than a set of data structures to enable a wide variety of terminological content to be integrated within the HL7 Version 3 messaging framework without the need
for significant migration or rewrite”. The standard, currently, consists of:

- CTS2 Normative Edition v1.0 and the Service Functional Model (SFM), that serve as Functional Requirements Documents, defining the capabilities, responsibilities, inputs, outputs, expected behavior and a set of core functionalities to support the management, maintenance, and interaction with ontologies and medical vocabulary systems.
- CTS2 Technical Specification, that serves as a technical specification document to define the precise API interface specifications for CTS2 implementation compliance in Simple Object Access Protocol (SOAP).

The CTS2 Information Model specifies the structural definition, attributes and associations of Resources common to structured terminologies such as Code Systems, Binding Domains and Value Sets. The Computational Model specifies the service descriptions and interfaces needed to access and maintain structured terminologies. The main CTS2 profiles and functionalities are:

a) Search/Query Profile, including: reading of a resource, a code or a concept; browsing or visualization of the tree of a resource; the download of a resource.

b) Terminology Administration Profile, including administration functionalities: import of a resource; creation of mappings between the imported resources; the possibility to use updates and notifications.

c) Terminology Authoring Profile, including “read-write” functionalities intended for an application used by specialized users (e.g., translators) to create and maintain terminological resources.

More specifically:
- Read – the direct access to the resource content via URI, local identifier or a combination of an abstract resource identifier and version tag (e.g., LOINC/Current version).
- Query – the ability to access, combine and filter lists of resources based on their content and user context.
- Import and Export – the ability to import external content and/or export the contents of the service in different formats.
- Update – the ability to validate load sets of changes into the service that updates its content.
- History – the ability to determine what changes occurred over stated periods of time.
- Maintenance – the ability to create and commit sets of changes.
- Temporal – the ability to query on the state of the service at a given point in the past (or in the future).
- Specialized – service specific functions such as the association reasoning services, the map entry services and the resolved value set services.

The CTS2 Development Framework (DF) is a development kit for rapidly creating CTS2 compliant applications. It allows users to create plugins, which may be loaded into the DF to provide REST Web Services that use CTS2 compliant paths and model objects. Since it is plugin based, users are only required to implement the functionality that is exclusive to their environment. Thus, CTS2 DF provides all the infrastructures and utilities to help users create plugins. Given the short time available to develop the service, in this work, we reused the mentioned CTS2 DF toolkit provided by Mayo Clinic Informatics [9], which is useful for rapidly creating CTS2 compliant applications, and, at the moment, it is recognized as the most complete and documented. Furthermore, the community that uses the DF is wide and quite reactive.

III. MATERIAL

The terminology service was designed taking into account both the CTS2 main functionalities requirements and the structures of the medical coding systems required by the law (described in Table I).

<table>
<thead>
<tr>
<th>TABLE I CODE SYSTEMS REQUIRED IN FSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code Systems</td>
</tr>
<tr>
<td>-------------------------------------</td>
</tr>
<tr>
<td>International Classification of Disease 9th Revision, Clinical Modifications (ICD-9-CM)</td>
</tr>
<tr>
<td>Anatomical Therapeutic Chemical Classification (ATC)</td>
</tr>
<tr>
<td>Autorizzazione all’Immissione in Commercio (AIC)</td>
</tr>
<tr>
<td>Logical Observation Identifiers Names and Codes (LOINC)</td>
</tr>
</tbody>
</table>

As each resource has a different structure, the most suitable solution was integrating them into the STI Knowledge Base (KB) allowing the correct visualization and searching into each of them. ICD-9-CM, for example, is a classification, which has a hierarchical tree structure so in the visualization it needed the use of indentations and expandable/collapsible branches for navigating the tree; LOINC, instead, is more like a nomenclature, without any hierarchical structure (codes are progressive and not informative). Furthermore, each LOINC code has associated numerous information to be visualized, which are discriminative in choosing a code rather than another, so it
was necessary to realize a personalized form to access LOINC code details (e.g., system, scale, method, etc.).

As further explained in Section IV.B, a great deal of effort was spent on the collection of the different versions of each standard and on re-structuring the available files according to the CTS2 concept model, to integrate them in the KB. Other than the standard terminologies required by the law, some other resources, such as value sets and local files mapped to the code systems, were integrated into STI. The first type includes files of synonyms of LOINC and ICD-9-CM terms, which could be used as further research items to find a specific code. Local files mapped to the code systems are useful in STI as both basis of comparison for who is working on the same type of mapping and collector of local synonyms of the official terms used in the standard clinical terminologies. At the moment, a file of LOINC mapped local tests of some laboratories of the Umbria Region is in service.

IV. APPROACH

The proposed solution consists of a standard-based and web-based distributed software infrastructure, which is open and extendable, and aims to support the production, integration, maintenance, and use of the terminological resources according to the CTS2 protocol. To design and develop the terminology service, an Agile methodology was applied. This led to an iterative development of the system functionalities, starting from the core ones and continuing with further iterations in the process of analysis and development. Each iteration and progress in the design and development of the functionalities were submitted to tests by terminology and domain experts.

A. STI Architecture

The STI Architecture (see Figure 1), was designed and realized by using Full Open Source integrated components:

- The Content Management System Liferay 6.2. CE [22] as environment to create the Web Application. It manages simultaneous user accesses, content versioning and classification. The platform functionalities were realized through the development of appropriate portlet allowing the management of: i) search and visualization of code systems; ii) administration management of import and elimination of code systems.
- Kettle (Pentaho Data Integration) [23], used to realize ETL procedures for data integration during data migration from different Database Management Systems. ETL procedures include: (i) heterogeneous data aggregation; (ii) data transport and transformation, by performing data cleaning operations, or scheduled-based data storing, on the destination database. ETL procedures are mostly used in the construction and population of the KB.
- Virtuoso Open Source Edition [24], developed by OpenLink, used for the management of ontologies and data in RDF. RDF data can be queried through SPARQL endpoints, to facilitate the connection with structured dataset derived from other sources.
- CKAN [25], for the management and publication of Open Data. This open source software allows cataloging datasets and describe them across a range of metadata that, on the one hand, help users to navigate through information, and on the other hand, facilitate indexing of the same datasets on search engines. In the present work CKAN is useful to export data (i.e., resources in STI) in the Open Data format and to publish them on open data platforms.

The strengths of this architecture and implementation are various: all the components are open source; it is scalable, modular and easy to maintain; it is installable on open environment without the need for a license.

B. The STI Knowledge Base

The implementation of the STI KB started with the integration of the basic elements, represented by the code systems. They were processed by ETL procedures, in order to enrich them with knowledge derived from external services. The modeling of the basic entities contained in these code systems was made through Porting on the Database. The definition of the STI KB was based on four application layers: 1) the Data layer; 2) the Integration layer; 3) the Semantic layer; and 4) the Presentation layer.

1) The Data layer: it is represented by the CTS2 Conceptual Model, for the representation of the different types of resources and semantic relationships, and by a relational DB, containing the useful facilities to integrate the resources, in particular code systems, in compliance with CTS2. Each concept of the code systems represents the basic entity that composes the atomic information of the conceptual model and is classified according to the structure defined in the HL7 standard, in XML format. In the STI KB, the code systems described in Section III are included in different versions after a readaptation of their structure to the CTS2 model, but maintaining, at the same time, their specifications. In particular, the collected versions are:

- ICD-9-CM Italian 2007 version, counting more than 16,000 codes. Since the official CSV file distributed on the Ministry of Health website is incomplete (it includes only code/description pairs), it was necessary to integrate it. To this aim, we reused an ontological version built in another project, where each ICD-9-CM code has different attributes: i) description, ii) alternative descriptions, i.e., synonyms, iii) inclusions, iv) exclusions, v) information on primary diagnoses, vi) information on additional diagnoses, vii) further notes.
- LOINC Italian and English versions 2.34 (required by the cited Decree, which counts more than 43,152 terms in the Italian version), 2.52, 2.54, 2.56 and 2.58 (which includes the latest updates of the system, released in December 2016, see Table II for details about LOINC terms). In order to correctly integrate LOINC in the STI KB, we needed to upload, for each version, three CSV files:
i) the Italian DB, LOINC_IT (which has limited number of fields associated to each code, with respect to the English version); ii) the English database, LOINC_DB (whose structure and fields changed several times during the updates), and iii) the file including the changes of the mapping codes from one version to another, named Map_to. For the LOINC_DB, it was necessary to make all the versions compliant with the structure of the last updates (v. 2.58) and to align the CSV of the Italian version to the same structure.

- AIC January 2017 version (the latest available updates on the AIFA website [26] at that moment, including more than 18,000 medicines codes). More specifically, AIC related files are published on the AIFA website as separate files according to the type of drugs. In particular, there are four different csv files: i) equivalent_medicines file, which includes for each AIC code the mapping to the active ingredient and thus the corresponding ATC code; ii) Class_A_medicines, including essential medicines and those for chronic illnesses (some of them can appear also in the equivalent medicines file); iii) Class_H_medicines, including medicines used only in hospital facilities, which can therefore not be sold in public pharmacies (some of them can appear also in the equivalent medicines file); and iv) Class_C_medicines, including drugs that are not licensed by the National Health Service (namely SSN) and are therefore paid by the citizen (all AIC codes in this file are mapped to the corresponding ATC code). These four files were separately integrated into the STI KB and ETL processes were used to clean and normalize data, in order to avoid concepts overlap.

- ATC Italian 2014 version (the latest one freely available at that moment), which counts about 5,000 codes. As for ICD-9-CM, access and navigation of the ATC classification tree was provided.

As AIC and ATC cover the same semantic area, a cross mapping file is constantly updated and available, but not in the form of a unique CSV file with 1-1 mappings. As mentioned above, in fact, only two of the four collected files contain mappings to ATC. In order to create a complete 1-1 mappings file, ETL processes were trained to perform mapping extraction processes from the data into the KB. In particular, where an explicit mapping in the different CSV files was not available, it was created by matching the active ingredient of the medicine and by querying external resources (i.e., the AIFA drugs database) in case of ambiguities (i.e., multiple AIC codes associated to one active ingredient), the status changes in AIC, and ATC code updates (considered that we did not use in our KB the latest version of the system). The final mapping file establishes mappings from one ATC code to multiple AIC codes, in fact AIC uniquely identifies branded medications while ATC encodes the medication active ingredient. This file was stored as a Mapping resource into the STI in order to give the chance to have a cross reference between the two code systems. In the Semantic layer, the basic information

![Figure 1. STI Architecture – Deployment Diagram](image)
included in the code systems is enriched by semantic content and correlations derived from the Integration layer.

Table II gives some statistics about the content integrated in STI Knowledge Base.

<table>
<thead>
<tr>
<th>TABLE II STI KB STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resources</td>
</tr>
<tr>
<td>LOINC</td>
</tr>
<tr>
<td>LOINC</td>
</tr>
<tr>
<td>LOINC</td>
</tr>
<tr>
<td>LOINC</td>
</tr>
<tr>
<td>LOINC</td>
</tr>
<tr>
<td>ICD-9-CM</td>
</tr>
<tr>
<td>ATC</td>
</tr>
<tr>
<td>AIC</td>
</tr>
<tr>
<td>LOINC</td>
</tr>
<tr>
<td>AIC</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

As can be seen, not all the code systems are mapped, except for AIC - ATC, and the Umbria laboratory catalogue - LOINC. Since we have not found official and available mappings between the other resources, we provided, as explained in Section V, a functionality to edit mappings directly on the STI platform, under specific permissions and subjected to validation by special users.

2) The Integration layer: it is used for the phase of design and modelling of the data transformation process, semantic enrichment by means of external endpoints, and for the internal organization of data in the KB. To this aim, we used the Kettle component and ETL procedures. In STI, ETL is a key process to bring all the data derived from code systems, which are heterogeneous in their structures and formats, in a standard, homogeneous environment. In particular, during the transformation phase, imported code systems are manipulated to be compatible with the target system (CTRS model). In some cases, the necessary transformation rules are trivial, but in other situations (as happened for AIC and LOINC files, which changed database structures over the different updates) it may be necessary to sort, unite, and aggregate data. Pentaho Kettle provides a wizard that guides in the migration process, defining the source database server, the destination one, the mapping of the data types, and so much, so that migration does not cause data loss.

The population of the KB can be:
- manual, through the Web Application interface, by means of the compilation of specific forms and the selection of the relationships and classifications in the KB;
- through Rest services. The system will allow to import resources within the KB;
- semi-automatic, through the use of specific ETL systems that guarantee the information extraction and enrichment by querying external services, and finally adding the data to modelled knowledge.

3) The Semantic layer: it is based on the use of ontologies to extend data related to the atomic units (concepts in STI) with external components that have the related knowledge (e.g., the ontologies related to LOINC or ICD-9-CM concepts available in Bioportal [27]). To this aim, the Virtuoso platform was used. In particular, for each LOINC, ATC, or ICD-9-CM concept, it is possible to query the Virtuoso platform in order to retrieve additional semantic/ontological information (e.g. the semantic type class of the LOINC concept Hemoglobin A, code “45208-6” is Amino Acid, Peptide, or Protein, or for example the LOINC concept Acyclovir, code “1-8”, is a pharmaceutical substance whose semantic type is Nucleic Acid, Nucleoside, or Nucleotide).

4) The Presentation layer: it is the interface that uses the KB, characterized by the conceptual entities and enriched by a series of information. In particular, each concept in the KB was enriched by the following information provided by using different panels in the interface:
- code details, including information derived from the structure of the code system;
- status and versioning, including information on the changes of the status of a code and on the different versions available in the system;
- relationships, including the relationships of a precise concept to other concepts in the code systems (e.g., the hierarchical relationships of the three digit ICD-9-CM code 282 Hereditary hemolytic anemias to its leaf codes, etc.);
- mapping, where all the mappings of the selected code/concept to other resources available in the STI KB are visualized, if present;
- HL7 Specifications, including information needed to exchange data according to HL7 standard, i.e., Code, Code System OID, Code System Name, Code System Version, and concept Display Name;
- ontology, which gives access to the components LodView, to visualize the RDF data of a concept, and LodLive, to navigate the graph of a concept in the ontology derived from Bioportal.

An important aspect of the STI KB is that all the resources, where applicable, were imported in bilingual versions. In particular, LOINC, ATC and ICD-9-CM are available in English and in their official Italian version. The Italian version is in most cases aligned to the corresponding English one. Exceptions are LOINC, where the Italian
translation, as all other international LOINC translations, is always aligned to the previous LOINC English version; and the Italian translation of ATC, available in the system as version 2014, since it was not possible to collect the last Italian updates by the responsible government agencies.

C. Web services development

Considering the CTS2 functionalities described in Section II.A, we selected and implemented the following services in STI:

- **Reading**: reads the list of resources in STI and shows complete information on a single resource;
- **Search**: allows to search the resources for keywords or in particular fields thanks to the application of personalized filters;
- **Import**: allows to import the resources into the KB; the dataset within the CKAN component; rdf/owl graphs into the Virtuoso triple store;
- **Export**: allows to export complete resources in CSV or JSON formats;
- **Update**: allows the editing of the KB content;
- **Mapping**: allows the visualization of the existing mappings or the editing of new cross-mappings between the resources in STI;
- **Editorial workflow**: allows the approval of a particular resource or change in the KB, as well as the validation of new mappings created by users with special permissions.

The listed services are to be used through specific Rest Services useful for the reuse of the STI functionalities and for the interoperability with other systems. They will allow interoperability between the systems Liferay-CKAN-Virtuoso. For the development of these services, the Spring Web MVC framework was used. It provides Model-View-Controller (MVC) architecture and ready components that can be used to develop flexible and loosely coupled Web applications. The MVC pattern results in separating the different aspects of the application (input logic, business logic, and UI logic), while providing a loose coupling between these elements.

In a Linked Data perspective, STI service allows semantic enrichment of a resource, thus obtaining relationships with related resources, by querying exposed SPARQL endpoint, as the Biportal ones.

D. Web Application Development

Regarding the Web Application, the system covers the following functionalities:

- **User registration, authentication, roles and permissions management**.
- **CMS management** (platform browsing management, content and versioning management, etc.).
- **Multilingualism/bilingualism** management (possibility to switch from Italian to English language when browsing a resource).
- **Resource utilization** by means of the Reading Web service.
- **Search of one or more resources or concepts by means of the Search Web service**.
- **Resource and workflow management**.
- **Import and Export**.
- **Mapping between resources**.
- **Browsing of ontological resources by means of LodLive and LodView, linked to the Virtuoso SPARQL endpoint**.
- **Use of SPARQL endpoint for the resources stored in Virtuoso**. Virtuoso will expose the resources in the RDF/TTL format via the SPARQL endpoint, allowing users to make more sophisticated queries.
- **Management of the STI dataset imported in CKAN**. The Web Application allows to navigate the available resources according to the type (i.e., Code System, Value Set, Mapping). After the selection of a specific resource, depending on the original structure, it is possible to navigate the hierarchical tree, to directly select a code and visualize its details; or to search on the selected code system by using filters or full text search. The interface of the navigation functionality was built taking inspiration by the cited Terminology Server, the CTS2 implementation provided by the abovementioned University of Applied Sciences and Arts Dortmund.

V. RESULTS AND EVALUATION

STI service was released in its beta version in April 2017, as both Web service and Web application. It contains four standard code systems, which are those prescribed by the Law Decree regarding FSE, in their Italian and English versions, and also some mapping resources (local mapping to LOINC and AIC-ATC mappings). They can be accessed through the CTS2 main functionalities, such as searching, querying, navigation. Versions available are both those fixed by the cited law (i.e., LOINC 2.34 – December 2010) and the most recent ones (i.e., LOINC 2.58 – December 2016), so users can choose which one best fits their needs.

The service is open to the possibility of uploading additional code systems, mapping and value sets. They will be integrated, as it was for the four standards already available in the STI, taking into account their peculiar structure so to ensure a proper use of them. Furthermore, more local files mapped to the standard code systems can be uploaded by the system administrators after validation of their correctness. Regarding the mapping, there is also the chance, for users with special permissions (e.g., physicians, laboratory technicians, etc.), to create mappings between the available resources directly through the STI platform by using the Cross-Mapping functionality. During the cross-mapping, users have to qualify the mapping that they are creating between two concepts belonging to two different code systems, by selecting the type of association between the two selected concepts (e.g., if one is the hyponym of the other, etc.). These cross-mappings, in any case, will be validated by the system administrators before becoming effective and saved in the STI KB. Regarding the interoperability services, as said in Section IV, STI allows
external applications, e.g., other terminology services installed at a regional level, to make requests to the Web service, which are those provided by the CTS2. In particular, the following examples are given:

1. **Entity Description Query Service**
   
   **Example:** Search the entity *Immunoglobulina* in the code systems ICD9-CM:
   
   ```
   http://sti.iit.cnr.it/cts2framework/entities?matchvalue=immunoglobulina&page=0&maxtoreturn=20&codesystem=ICD9-CM
   ```

   **Parameters:**
   * `matchvalue` = a string for full text search or a query in Lucene syntax
   * `page` = page number (starting from 0)
   * `maxtoreturn` = number of elements per page
   * `codesystem` = code system to query (optional)
   * `codesystemversion` = code system version to query (optional)
   * `format` = required format (e.g., "json")

2. **Code System Version**
   
   **Example:** Entity *Immunoglobulina* in LOINC version 2.56:
   
   ```
   http://sti.iit.cnr.it/cts2framework/codesystem/LOINC/version/2.56/entities?matchvalue=immunoglobulina&page=0&maxtoreturn=20&codesystem=LOINC
   ```

3. **Entity Description Read Service**
   
   **Example:** Read the detailed information of AIC code 19227038:
   
   ```
   ```

4. **Association Query Service**
   
   **Example 1:** Existing cross-mapping associated to the ATC v. 2014 code “B02AA01”:
   
   ```
   http://sti.iit.cnr.it/cts2framework/associations?list=true&codesystemversion=2014&sourceortargetentity=B02AA01&format=json
   ```

5. **Entity Description Query Service**
   
   **Example:** List of LOINC codes (version 2.54) mapped to a local code system (e.g., Umbria Region):
   
   ```
   http://sti.iit.cnr.it/cts2framework/codesystem/LOINC/version/2.54/entities?page=0&maxtoreturn=250&matchvalue=LOCAL_CODE_LIST:Umbria&format=json
   ```

6. **Export Service**
   
   **Example:** Export of AIC csv format, version January 2017:
   
   ```
   ```

To test the functionalities and suitability of STI, we recruited a sample of test users, belonging to some of the Italian Regions that already implemented the FSE infrastructure. On one hand, we provided special permissions to Domain Experts (e.g., General Practitioners and Laboratory technicians) in order to let them use both free functionalities (e.g., concept search, navigation of the resources, download) and the Cross-Mapping functionality, to create clinical/semantic mappings directly through STI.

On the other hand, we asked regional technical referent users to query the Web service from their local application to make requests such as the ones provided above (e.g., to have the list of all the *map_to* codes in order to verify if some of their mappings changed the LOINC reference code). Figure 2 shows the cross-mapping performed by a Laboratory technician for the concept *Glucosio*.

VI. **DISCUSSION AND CONCLUSIONS**

This paper described the design and development of a bilingual (Italian – English) integrated terminology service, named STI, based on the CTS2 HL7 standard. The service includes for now the four code systems required by the FSE Law Decree, but it is open to the possibility to integrate further terminologies in the future.

Designing a terminology service is a non-trivial pursuit, especially when resources with different structures need to be integrated and available for different uses. This was the first issue of this work, as it required a personalized design and implementation for each code system uploaded into the STI KB. For example, LOINC has multiple informative axes, which were reported into both the main visualization screen (the six fundamental axes) and an openable window tagged with different labels. Nonetheless, importing LOINC into the service was challenging because its database structure changes as versions evolved. So, a preliminary normalization step was carried out to uniform names and values of the fields of the different versions. Moreover, dealing with AIC, as the system is released in four separate files, ETL procedures needed to be trained for importing each of them every time there is an update and checking if mappings to ATC are present in the new AIC files or if they need to be extracted by following the procedure described in Section IV.B.2). All the above mentioned issues are an obstacle to the flexibility and scalability of the service. Furthermore, it was not always easy finding updated versions of the four code systems, especially in computable format, such as csv files, and for some of them both master English and translated Italian files are not available (i.e., ATC). The chance to visualize ontology representation of the clinical terminologies is not usable for all the versions of the systems. This is an interesting possibility offered by the STI that needs to be improved in the future releases of the service. Efficiency and effectiveness of an EHR also depend on the possibility of unambiguously exchanging and understanding incoming information.

Semantic interoperability improves significantly thanks to the implementation of a terminology service, especially if it is compliant to a standard such as HL7 CTS2, which is widely adopted. The offered services (e.g., searching, querying, and cross mapping) are particularly useful when national or local code systems need to be linked to standard classification systems.
This interoperability also strongly depends on the alignment between terminologies and their quality. This work shows the path that has been taken, also thanks to the recent advancements promoted by the law and by the AgID and CNR collaboration within the context of FSE projects, to align Italian FSE with international initiatives that promote the use of integrated management services of medical terminologies. Nonetheless, it is to be considered that the implementation of integrated terminology services is just the beginning of the process. In fact, the most important aspect in managing medical terminologies is the maintenance over time to update resources and coordinate processes such as transcoding, translation, and licensing. In fact, maintenance of such a system is the real challenge: systems change, errors are made, and the lifecycle of mappings and data must be considered. Sometimes, mappings can be contextual and absolute consistency is very hard to achieve. That evidences the need for a dedicated governmental authority to coordinate the entire process.

Among the several advantages provided by STI use in the Italian FSE frame there are:

- the possibility to share official terminologies, and their updates between the FSE central node and the services used by the local/regional FSE nodes;
- the possibility to configure policies (roles and authorizations) and to model the organization of the system (concerning production/editing of the terminological resources) through terminology management roles;
- the compliance of the data model and application services with the CTS2 standard (Normative Standard CTS2 Version 1.2);
- the delivering services of terminological resources with standard protocols and formats (json, CSV);
- the possibility to make advanced searches with personalized filters according to the code system selected, and to find additional semantic information by navigating their ontological graphs;
- the distribution as open source tool, with a GNU GPL license.

Some of these advantages and functionalities characterize STI if compared to existing CTS2 implementations, especially at national level. In fact, the terminology services cited in Section II.A, even if more sophisticated from a technical and architectural point of view (e.g., in the cited DiTAM service, the possibility to have many local terminology service nodes connected to the central DiTAM node in a federated network), are: proprietary, thus more difficult to be used by a Public Administration; less precise in the structuring and visualization of the code systems; and, to our knowledge, do not allow the access to the resources as Linked Data, or their ontological graphs; and, finally, they do not provide bilingual access as provided in STI.

Possible improvements that could be made on the STI in the future include: i) an extension of the service for including and managing also local code systems; ii) the definition of a general structure for importing and mapping in order to make the service more flexible. The ability to share, query and maintain official and up-to-date terminological artifacts using an accepted standard terminology service interface, such as STI will allow standard terminology content to be readily disseminated and validated, and becomes more useful as organizations (healthcare facilities, Regions, Ministry of Health, and national Standard Development Organizations) in the FSE context begin to undertake the enhancement and maintenance of terminologies to support language translations, jurisdictional extensions to standard code

Figure 2. STI Web Application screenshots showing the Cross-mapping between the LOINC code 2339-0 “Glucosio” and ICD-9-CM.
systems, or maintenance and development of local terminologies, avoiding the proliferation of heterogeneous resources, and local tools and technologies to manage terminologies.

Finally, the creation of STI in the context of the Italian FSE, is not only a way to reach semantic interoperability, but it represents a better support to healthcare professionals for improving the quality of clinical data ensuring maximum benefits along the healthcare process and the cooperation among different healthcare providers.
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Abstract—The application of semantic technologies to content on the Web is, in many regards, important and urgent. Search engines, chatbots, intelligent personal assistants and other technologies increasingly rely on content published as semantic structured data. Yet, the process of creating this kind of data is still complicated and widely unknown. The semantify.it platform implements an approach to solve three of the most challenging question regarding the publication of structured semantic data, namely: a) what vocabulary to use, b) how to create annotation files and c) how to publish or integrate annotations within a website without programming. This paper presents the idea and the development of the semantify.it platform. It demonstrates that the creation process of semantically annotated data does not have to be hard, shows use cases and pilot users of the created software and presents where the development of this platform or alike projects lead to in the future.
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I. INTRODUCTION

The creation of annotations for Web content should be neither complicated nor painful, but intuitive and easy for all content creators or Web page editors. Not too long ago, the challenge was to have a well structured and beautiful looking website. This was solved by the establishment of content management systems (CMS). Now, as the focus on the Web shifts away from content- and design based websites towards well structured, high quality content [1], [2] the demand for a CMS like tool to create such structured content grows.

The high demand for annotated data originates in the development of a layer on top of the Web as we know it, called the headless Web [3]. Within this layer, the number one consumer of content is no longer a human browsing the Web, but machines. These machines browse the Web with much higher velocity and accuracy and aim to take over search efforts for humans. Intelligent personal assistants (IPA), like Amazon’s Echo [4], Apple’s Siri [5], Google’s Allo [6] or Microsoft’s Cortana [7], answer questions, asked by humans, based on high quality structured information from the Web. Chatbots, too, aim at replacing humans as Q&A (question and answer) counterparts by retrieving answers from high quality data on the Web. The change in the user interface of popular search engines shows that they also try to answer users’ demands directly within the search engine website, without the need to lead the user to different, linked, pages. See Figure 1, for an example of a search result displayed inside a search engine website.

To structure the content on the Web, there is a variety of vocabularies to choose from but the most widely acknowledged one [8], [9] has proven to be schema.org [10]. Schema.org is an initiative launched by the “big 4” search engine providers Bing, Google, Yahoo! and Yandex in 2011. It is a collection of terms to describe things on the Web in a structured way. It is embedded into the HTML [11] source with either RDFa [12], Microdata [13] or JSON-LD [14], [15]. In this work, we will only focus on the latter one. An analysis conducted by Kärle et al. [16] has shown that schema.org is widely distributed, but used mostly in an incomplete or wrong way. But why is the creation of annotations so hard in the first place? The root of
the problem can be summarized in three questions: (1) which vocabulary to choose, (2) how to create JSON-LD files and (3) how to publish JSON-LD files.

With semantify.it [17] we provide a Web application whose main purpose is to make the creation of annotations easy and intuitive. But it is not only a platform for creation and storage of annotations but also to validate, edit, analyze and publish annotated data.

The Web based software is free of charge and anyone can register, start creating annotations based on pre-built forms made by domain experts or simply upload annotations. The generator is easy and intuitive to use and the resulting JSON-LD files are stored on the server. From there, they can be fetched and integrated into existing websites with the help of content management system plugins or by a unique URL call. In addition to the static data, the platform contains an extension framework, through which applications that map external data sources to schema.org, can push dynamically created annotations to the semantify.it platform.

The remainder of this paper is structured as follows: Section II lists work related to the approach presented in this paper and states the motivation to build the semantify.it platform. Section III shows the technical approach and Section IV describes implementation details. Section V presents the results of the work on the platform and Section VI concludes the paper and gives an outlook to future work and additional projects.

II. RELATED WORK & MOTIVATION

In this Section, we review the existing annotation tools and frameworks as well as CMS extensions and explain our motivation for developing the semantify.it platform to facilitate the annotations process. Annotation of unstructured content on the Web has drawn a lot of interest from the semantic Web community. Since schema.org emerged in 2011, all parties on the Web have gained major motivation for annotating their content, especially for the benefits coming from the support of the major search engines to structured data markup. The recent developments in the intelligent personal assistants (IPA) and chatbots also increased the importance of semantically described structured data on the Web. The content on a webpage can be semantically enriched by embedding the annotation of the content to HTML source in formats such as JSON-LD, Microdata and RDFa. However, without proper tool support, the structured content publishing process can be very challenging for the end-user.

There are many annotation tools and frameworks in the literature with different levels of automation (e.g., automated annotation with natural language processing) [18]. Comprehensive surveys of such tools and frameworks can be found in [19], [20] and [21]. These annotation and knowledge extraction tools aim to semantically enrich documents and to enable semantic search and reasoning. However, these tools did not find major practical use for annotation of webpages, since they do not create full annotations, but mostly recognize and link entities in text. The technical challenge of embedding annotations into the webpage has been tackled by extensions/plugins for popular CMS [22] [23]. Our approach decouples the generation and publication of the annotations, which allows experts who do not necessarily have access to the administration panel of the CMS to create annotations. Then, our generic CMS extensions can find and inject annotations to webpages. Since the CMS extensions share a common PHP (PHP is a server-side scripting language) API (application programming interface) for communicating with our platform, the CMS specific development effort is kept minimal. Besides the creation and publication, another major challenge of the annotation process remains mostly untouched. Schema.org is a relatively large vocabulary with many types and properties and it is not easy for an end-user to pick relevant types and properties for annotations in a certain domain. Moreover, CMS extensions generally support a predefined set of types and properties (Mostly Article and BlogArticle with mappings from metadata fields of CMS posts to corresponding properties of the aforementioned types). An exception could be RDFaCE [22], which allows users to pick desired types from the entire schema.org vocabulary, but the selection is only limited to types, while the properties and ranges cannot be restricted. Additionally, with our approach, we enable the creation of annotations based on the frequently changing data, which is not feasible to annotate manually with a CMS extension. The mappings from an APIs data structure or a relational database schema to the schema.org vocabulary should be done. This task requires major development on the CMS side.

We propose the semantify.it platform which facilitates creation, validation and publication of structured data on the Web. The annotations can be done manually via an editor that is generated automatically based on a domain specification (a specific subset of the schema.org vocabulary (see [24]) or automatically through an extension that maps the data structure of external data sources to a domain specification. The data from the mapped data sources then can be pushed to the system via an open RESTful (REST stands for representational state transfer) API. Creating annotations against a domain specification (e.g., Google structured data guidelines) helps end-users to ensure that their annotations are compliant with search engines’ structured markup guidelines. We are also implementing a rule based validator for semantic validation of the annotations. The publication of the annotations are done by simple generic extensions that we develop for popular CMS, which merely maps generated annotations to Web pages. Additionally, our open RESTful API allows application developers to reuse the annotations hosted in semantify.it, without crawling.

A recent effort from the W3C (World Wide Web Consortium) Web Annotation Working Group, the Web Annotation Data Model [25] and Vocabulary [26], aims to standardize the annotations on the Web. The ultimate goal of the standard is to open and decentralize the comments on the Web content. It also allows more fine-grained annotations, meaning that it is possible to make comments on a part of the content. This effort does not relate to the purpose of our platform directly, since it is actually a vocabulary for describing the annotations. Nevertheless, the idea of separating annotations from content and publishing them on-demand is somewhat parallel to our vision.

To the best of our knowledge, there is no such platform that generates, validates and publishes annotations in a holistic way. By decoupling the annotation creation and publication, we enable content creators who do not have extensive knowledge about schema.org to benefit from semantic annotations, since they can be externally generated by experts and be stored on
In Section I, we introduced the three major challenges when it comes to the annotation of content on the Web. The first and probably most important question to answer is, which vocabulary to use. Due to its growing importance and distribution, we choose to support the schema.org vocabulary [9]. But still, there are hundreds of classes and properties to choose from, which makes it very hard for inexperienced users to select the right set of classes and properties to annotate certain Web content. To solve that challenge, semantify.it provides a set of recommendation files for different domains or use cases which define, case specific, which classes and properties are recommended or even required to create proper annotations. Since those recommendation files always target a certain domain they are called domain specification or DS in short [24]. The second question is how to create proper annotation files in the recommended JSON-LD format [27] (JSON-LD is a JSON-based data format for linked data purposes, which became a W3C recommendation in 2013 [28]). To answer that, semantify.it provides the user with specific editors for specific domains or use cases. The editors are based on the selected classes and properties from question one and are generated dynamically every time the user creates an annotation. The third question semantify.it addresses is the publication of annotations. Of course, the annotation file can be copy-pasted into a script tag of a website, but most Web- or CMS users are not able to fulfill this task. So semantify.it stores all created annotations and provides them through an API and also offers a number of plugins to popular content management systems to automatically retrieve the annotation files from the semantify.it server and inject them into the website.

A. Creation

As depicted in Figure 2, we distinguish between manual and automatic annotation creation. The two options have two more distinctions. Manual annotations can either be completely handwritten, with a text editor (first quarter), or tool driven, like with the semantify.it editor (second quarter). Automatic annotations can be divided, from a service point of view, into internal sources and external sources. We talk about internal sources if the structure of the data is known or agreed upon and the structure is maybe even protected by a service level agreement (third quarter). External sources are such, where the structure is unknown and has to be determined based on an HTML source. The structure can change any time and no agreement between the data provider and the annotation creator exists (fourth quarter).

1) Manual annotation creation: The manual annotation creation process is, as mentioned above, driven by editors based on domain specifications. The concept of defining subsets of schema.org annotations for domain specific usage was first presented by Şimşek et al. in [24] and was adapted for the usage in semantify.it. To build the DS files, the platform features an editor, which lets the domain expert select classes, properties and sub classes just by clicking. No source code has to be written at all. The DS files are then saved and accessible to all users over the annotation editor interface. When starting a new manual annotation, the user selects a DS on which the annotation will be based and gets presented with the corresponding editor. The editor for annotation creation looks like an ordinary HTML form and hence gives the user a good and familiar usability. If all required fields are filled the user can proceed by clicking the ”generate” button and gets presented with the annotation source code in JSON-LD format. This source code can then either be copy-pasted or stored on the semantify.it platform for further usage.

Manual creation of annotations with an editor is only one way to use semantify.it. Of course the platform does not cover domain specification for all use cases. So someone might create annotations in a different way but still wants to utilize semantify.it for storing and distributing those annotations. For this case there is an upload functionality where one or multiple annotations can be posted to the platform where they then are treated exactly as the annotations created with an editor.

To introduce further ways of deploying annotations to the semantify.it platform, we first have to define a distinction between three different types of content, which are static content, dynamic content and active content. Static content hardly changes after having been produced once. For example on a hotel website it is mainly the hotel’s core data: name, address, phone number, email and alike. Dynamic data changes frequently or even constantly. To stick with the hotel example: room availabilities, prices or specialties on the daily menu count as dynamic data. Active data is information about interfaces to interaction software on a website, like, for example, an internet booking engine’s API. The manual creation of annotation with the semantify.it editor targets mostly static data. Due to its nature it makes hardly any sense to annotate dynamic data manually.

2) Automatic annotation creation: For the use with dynamic data, semantify.it offers, similar to the upload functionality, the functionality to send annotation files to an API to be stored on the platform. So annotations created automatically, for example by a wrapper software, can be stored on and distributed by semantify.it as well. Some of those wrappers are even integrated into the platform and provided to the user as extensions (see III-D). To make use of such a wrapper extension, the user has to activate the extension, provide it with its credential to the given data source and set the frequency.
for the wrapping process. Then the data of the source, a WordPress blog or a destination management software, is crawled, mapped and stored on semantify.it recurrently.

B. Validation

Another part of annotation creation is the annotation validation. Semantify.it offers a validation feature based on the ideas mentioned in [24] to give the user feedback if the information he was entering makes sense. The validation process performs a semantic validation where, based on validation rules, a check is performed if the data entered makes sense according to the rules defined by a domain expert. So for every DS mentioned above, there is the option to create a corresponding domain rule file, or DR for short, to perform semantic validation. Currently the prototypical validation feature is being improved on the platform. The developments on the rule editor are ongoing.

C. Storage & Publication

As mentioned above, most content creators are not able to copy-paste annotation files into their content management systems. So semantify.it provides an infrastructure for storage, maintenance, analysis and publication of annotations. Every file created, uploaded or stored through the public API, is assigned to a concept called website. A website is associated with a user who can create several of those websites. Every website has an API key, which is used to fetch annotations from or store annotations to said website. Mostly the website concept of semantify.it, as a collection of annotations, correlates with a real website where the annotations belong to that is the reason for the naming. An annotation is uniquely identified by a nine alphanumeric character long URL safe hash code. To retrieve the annotation from the semantify.it server the user just has to enter the shortener URL [17] and append the hash code. The response is a plain JSON file containing the corresponding annotation in JSON-LD format. On the dashboard the platform shows all annotations grouped by website. Every annotation has the possibility to be previewed or edited. Editing works by loading the corresponding editor, populating the form with the content from the annotation and overwriting the old annotation when the user is done editing. Semantify.it provides an analytics feature for (so far) basic statistics about the number of classes and properties annotated and the overall number of facts stored for each website. This functionality will be extended in the future (see Section VI). There are several ways to publish annotations stored on semantify.it. For static data it might make sense to fetch every annotation separately for a webpage by the hash identifier. For dynamic data there are two possibilities: (1) if an annotation gets stored on semantify.it, the software checks for a valid schema.org/url property. If that property exists it gets URL-encoded and stored as a retrieval key for that annotation file. The annotation can then be fetched by calling the shortener URL followed by “url” and the URL-encoded content of the schema.org/url parameter. This method makes sense when a Web master decides to automatically annotate a huge number of blog entries and store them on semantify.it. The annotations can then be retrieved with a CMS plugin (see IV-C) where each annotation file is identified by its encoded URL. (2) with a custom identifier, called CID. The API call to send annotations to semantify.it offers the possibility to add an optional CID parameter for each annotation. Annotations stored with a CID can be fetched from the server by calling the shortener URL followed by “cid/” and the value of the custom identifier. This makes sense for systems where Web content is stored in a database and then injected into a Web page based on a CID. Those Web pages can be annotated automatically and the annotations can be injected, just as the Web content itself, by the corresponding CID. As part of the publication functionality, semantify.it provides a number of plugins for popular content management systems (so far for WordPress [29] and Typo3 [30], but Joomla [31], Drupal [32] and more are in the pipeline). Those plugins can be downloaded from the CMS provider’s plugin repository. Therefore, the website’s API key has to be stored in the plugin’s settings and the configuration has to be set to either load the annotations manually per Web page or automatically by Web page URL. Then, on every Web page call, the annotations get fetched from semantify.it and injected into the Web pages created by the CMS.

D. Extensions

Besides the possibility to create annotations manually and to use the service as a storage, maintenance, analytics and publication platform, semantify.it also offers an extension functionality, which targets automatic annotation creation. An extension is actually a piece of standalone software, which is integrated into the semantify.it platform. A user can optionally activate extensions and configure them individually. Extensions are developed by the semantify.it team or can be suggested by external developers through Bitbucket [33] or Github [34]. Some examples for extensions are listed below.

1) Data mapping: a lot of websites obtain their content from external sources, which have public APIs. For example a destination management organization’s (DMO) website contains data about room offers or hiking paths and the data is provided by different vendors through their APIs. If the DMO wants the content to be annotated it either has to convince the data provider to annotate all the data (which is probably hard) or use the corresponding semantify.it extension. The extension requires the API access data of the user and then starts to crawl the data, map it to schema.org and store the annotations on semantify.it. A simple plugin can then pull the annotation from semantify.it and inject the right annotation to the corresponding Web page. An example for the use of data mappings for massive annotations of destination management organizations’ websites can be found in [35].

2) WordPress article annotation: another example for an extension is the annotation of blog articles in WordPress. Currently there are no plugins which annotate pages or blog entries in WordPress directly. So, if an author decides to create annotations for all his old articles this can become very painful. So semantify.it provides an extension, which crawls all blog articles of a given website, maps the relevant content to schema.org and stores the annotation file on semantify.it. A plugin, like the one explained above, can then fetch the annotation and inject it into the corresponding WordPress Web page. The same could work for other blog systems too.

IV. IMPLEMENTATION

Semantify.it was designed and implemented to be delivered as a software as a service or SaaS [36]. To support version control during the development we make use of the free
and open source version control software Git [37], hosted on the platform Bitbucket. Through short commit cycles, sophisticated branching and meaningful commit messaging the code is kept as manageable as possible, relatively easy to maintain and easy to roll back in case grave errors should be detected only after a release.

The reference architecture of the semantify.it is depicted in Figure 3. In the following subsections, we will explain the main modules in our architecture and the communication between external applications and the semantify.it platform.

A. Platform Core

The platform core has been implemented with NodeJS and the ExpressJS Web application framework, which allowed us to create a lightweight Web based platform with a RESTful API. We adopt the document-oriented database system MongoDB for persistency. A document-oriented database is a natural decision when working with JSON-LD files, since they can be stored directly as documents. This way, we can serve the annotations as they should appear in the HTML source of a Web page. Another possibility such as using a triple store would be more suitable for developing semantic Web applications based on the stored annotations, however this would make querying the annotations to obtain JSON-LD documents to be embedded into a Web page more challenging. Even though it would be possible to query a single blank node and all the other nodes that are connected to this blank node with the help of property paths, this would still be tricky since an annotation is typically a RDF graph, which consists of many blank nodes connected to each other. Therefore, referring to a specific node without preprocessing the annotations would not be possible. This gets even more complicated when an annotation contains two disconnected graphs. In this case storing each annotation in their own named graph may be a solution. Nevertheless, the main purpose of the semantify.it platform is to serve the annotations to Web pages, therefore we handle the annotations as JSON-LD documents, rather than graphs. The hosted annotations can be then retrieved via the REST API and stored in a triple store in a desired way.

The platform manages the annotations in relation with websites, organization and users. We define the concept of website in our data model, which can host multiple annotations. Every website has a unique API key. An organization can have multiple users and they can manage multiple websites that belong to their organizations. External applications can perform CRUD operations on the core platform via the RESTful API. The API key of a website is used by external applications for creating and retrieving annotations. More sensitive operations, such as updating and deleting annotations require additional security measures. In this case, the authentication of users is handled by JSON Web Tokens (JWT).

B. Web Application

The Web application is developed as an interface to the core platform. In the frontend, the application uses HTML5, CSS, Javascript and Material Design [38] elements. It communicates with the RESTful API of the platform core with JQuery. The application currently supports the fundamental functionality such as user registration, website management, annotation creation based on domain specific editors, domain specification and bulk upload of annotations. Additionally, users can see certain statistics about their websites (e.g., number of annotations, number of statements, number of annotation requests). The Web application has access to all the routes defined in the RESTful API.

C. CMS Plugins

We develop two plugins for the popular CMSs Wordpress and TYPO3. According to Web Technology Surveys [39], Wordpress is the most widespread CMS worldwide, and TYPO3 is very common in German speaking countries. Therefore, plugins for these CMS in the initial phase covers many use cases. Both extensions use a common PHP API to communicate with the RESTful API of semantify.it platform. The front-end development of the plugins is tailored for each CMS since they vary in plugin architecture. The only configuration the CMS plugins need is the API key of a website on semantify.it. The plugins have two main functionalities: (a) they allow the content creator to tie a specific page/post with a specific annotation hosted in the semantify.it platform and (b) the plugin can use the URL of a page and retrieve an annotation that has the same URL as the value of the url property. This feature is very useful in most cases, however, a user can always opt out from using it and select annotations manually.

D. Extensions

One of the most important challenges of semantic annotations on the Web is their maintenance. In many cases, the important data usually changes frequently, therefore keeping the annotations up to date is an important task. For instance in the tourism domain, accommodation offers can change on a daily basis. In the semantify.it platform, we offer an extension mechanism where the data from external data sources (e.g., Feratel) are mapped to domain specifications and annotations are generated automatically with a specified frequency. Annotation of frequently changing data through wrappers has been described in [35]. We also create wrappers as extensions to the semantify.it platform, which can be activated by users when needed. The mapping is currently done within the wrapper’s business logic, but we plan to adopt an RDF Mapping Language (RML) [40] based approach in order to increase re-usability (see Section VI). The automatically generated annotations are stored in the database with a unique custom ID (CID). This ID is generated based on the external data source’s entity identification scheme. For instance, Feratel uses UUID [41] for identifying entities such as accommodations. Based on this, we create CIDs in ”FeratelID-languageCode” format, since we want to identify annotations in different languages separately. The annotations then can be matched on the client’s side with the corresponding webpage where the content about an entity resides in a certain language.

The main challenge of the extension development lies in the mapping of custom data formats and structures to schema.org.
vocabulary. In some cases the entity types in the external source’s data model may be too specific for schema.org vocabulary. We overcome this challenge by using a suitable more generic type from schema.org. Another challenge is that some information may be given in an unstructured way in the external data source, which makes it tricky to map and extract programmatically. In such cases, we try to find patterns in the content and write suitable extractors. If this is not possible, we simply ignore that content.

V. RESULTS & USE CASES

This section will show the use cases of our implementation and present statistics obtained from the initial usage.

The platform started with one ski school as a pilot. Meanwhile the three destination marketing organizations (DMO) of Mayrhofen [42], Seefeld [43] and Fügen [44] are testing semantify.it as pilots and the umbrella organization of Tirol’s tourism organization, Tirolwerbung [45], is about to use semantify.it with a wrapper extension. Besides that, several private websites are working with semantify.it and providing feedback. A more detailed description of those use cases will be presented in V-B. Also, the Wordpress [46] and the Typo3 [47] plugin are used already by pilots and deliver thousands of annotations every day. Section V-A gives more details about that.

A. Results

At the time of the evaluation, semantify.it was hosting 31 users in 27 organizations maintaining 42 websites. There were 37,597 annotation files stored, containing more than three million annotation statements (triples), which where requested over the API more than 82,000 times in the time span between April 5th, 2017 and June 14th, 2017. For the better understanding of the annotation file to annotation request ratio, it is important to mention that not all pilots test the whole work flow of semantify.it. Some are testing the bulk upload feature through data wrapper extensions, which leads to a huge number of annotation files, but the CMS extension not yet, which explains the relatively low annotation request number. Others created their annotation files manually with the semantify.it editor or a text editor but use the CMS extension, which leads to only small number of annotation files but a big number of annotation requests. Every page call on the CMS extension user’s website triggers one annotation request on the semantify.it platform. So only the pilots having installed the CMS extension contribute to that number. As soon as all pilots use any form of CMS extension, the number will increase drastically. Currently the Typo3 plugin counts 127 downloads (which are not unique per website) and the Wordpress plugin counts less than 10 active installs.

To provide SSL (Secure Sockets Layer) capabilities to the users, semantify.it traffic is channeled through Cloudflare [48], a content delivery network. A picture of Cloudflare’s analytics service shows the accesses to semantify.it (over UI as well as over the API) in the time from April 22nd to May 20th (see Figure 4).

To find out if loading annotations for websites from the semantify.it platform is acceptable in terms of response time we performed a series of response time measurements over a testing website [49]. The average response time was at around 150ms, which is an acceptable loading time for external scripts.

B. Use Cases

To test the functionality and the operational readiness we applied several different use cases to semantify.it and tried to find pilots for all four annotation creation scenarios described in Figure 2. We created and uploaded annotations manually and distributed them via the CMS extensions and we used annotations, which were created automatically and were uploaded to semantify.it via the API. Those scenarios will be described below.

1) Manually created annotations: The first pilot of semantify.it was a ski school from Switzerland. Their website consists of 64 sub pages of static, rarely changing, content. For the purpose of being a semantify.it pilot, all annotations were created manually and uploaded through the platforms upload-feature. The total count of annotation statements in all the 64 annotation files is 5312, which means that there are 5312 facts or triples stored on semantify.it. The website uses a Typo3 CMS and has the semantify.it plugin installed. The administrators went through all the 64 sub pages and selected the corresponding annotations manually. This use case matches scenario one in Figure 2.

A use case for scenario two from Figure 2 was a hotel pilot. The annotations for the hotel, the included restaurant and some events were made with the semantify.it editor and integrated into the hotel’s website with the Wordpress plugin.

2) Automatic annotation creation: A use case for automatic annotation creation (Figure 2, third quarter) was the mapping of Feratel’s [50] tourism destination data into schema.org (as described in [35]). The thousands of annotation files of the DMOs of Mayrhofen [42], Seefeld [43] and Fügen [44], first stored in a file system, made a perfect use case for semantify.it. So we extended the existing wrapper and now every night all the data for the corresponding website from the Feratel system, annotated with schema.org, is uploaded to semantify.it. For the three DMOs mentioned above there are currently around 22,000 annotation files containing 3.9 million annotation statements. The annotation files, identified by a UUID stored as CID, are replaced if they already exist, otherwise newly created. The CMS plugin, which is not made by us but by the DMOs’ Web agencies, is not ready yet. But we could find out that semantify.it can easily cope with thousands of annotation files and millions of annotation statements and the performance of the upload API scales.

A similar use case is the example of Tirolwerbung. Their Web agency maintains a self made CMS with an API to the database. We built wrappers for various different domains (hiking routes, ski resorts, accommodations and others) and now daily crawl the API to then store the resulting annotation files (around 6,000) on semantify.it. As in the previous example the annotation retrieval software for the CMS is not yet finished. The annotation files are identified by a CID with which they are also going to be fetched by the CMS plugin.

Another use case is the annotation of a corporate blog with around 220 entries. As an example for scenario four in Figure 2 we wrote a script, which scraped the content, mapped it to schema.org and stored it on semantify.it, which led to 14,191 annotations statements in 223 annotations files. The blog is built on Wordpress and through the use of the plugin the annotations are injected into the blog’s HTML. In this use case the automatic annotation retrieval by URL property (described
in III-C) comes into play. Thus, every annotation is integrated into the blog automatically and the administrator does not have to spend time assigning annotation files to Web sites.

VI. CONCLUSION & FUTURE WORK

This section concludes the work on the semantify.it platform, wraps up the outcome and gives an outlook into the future of developments on the software.

A. Conclusion

This paper describes the semantify.it platform, a multi purpose software-as-a-service to create, store, validate, publish and analyze semantic data. The easy-to-use interface and the comprehensive API make it easy to generate and store semantic annotations. The extension system, which generates annotated data out of different data sources makes annotations even more accessible for different users and purposes. Plugins to popular content management systems make the usage and publication of this structured data simple for non experienced users. Even though the individual parts of semantify.it might not be complete novelties, the idea of a holistic platform for creation, publication and distribution of semantic annotations is novel. As a proof-of-concept, use cases from the tourism field in Austria, Germany and Switzerland show that the semantify.it platform is capable of handling real life traffic reliably.

B. Future Work

There is still a lot to be done to make the creation and publication of semantic annotations easy and intuitive. Our efforts in enhancing semantify.it go in several directions, which will be shortly described below. To ensure the usability of the semantify.it user interface we are about to conduct a usability study, which might lead to further improvements and a qualitative comparison of semantify.it with other annotation tools.

1) Incoming data processing: In the future, we will put a lot of emphasis on processing of data, which is already structured, by a database or an API, but not annotated. For that we are planning on enhancing our extension system (see III-D) towards being more flexible and generic. To reach that we plan on integrating an RML processor [40] and providing templates to easily describe data sources in RML. This will improve the work flow of integrating new structured data sources a lot and help to provide more incoming data sources for semantify.it users.

2) Advanced validation: To improve data quality of annotations we will provide more advanced validation measures to the annotation editor and validation mechanisms to the upload and API interfaces. Based on the ideas presented in Şimşek et al. [24] we will provide a rule designer interface and a set of ready made rules to support users of semantify.it in generating and storing only semantically valid, high quality data.

3) Advanced analysis and reasoning: For more ambitious users of semantify.it we will provide an improved analytics feature. This functionality will let users see statistics about the number of annotations they made, how much classes and properties they are using and detailed statistics about how often and by whom their annotations are fetched. This will provide users with a better inside into who consumes their data and will hence lead to better annotations. And since the semantify.it platform stores a huge amount of public accessible, structured, high quality data we think of also setting up a over-all statistics website with anonymous insides into what data is available and the performance of semantify.it’s user’s websites. The data can maybe also be used, anonymized of course, to make predictions about certain fields in which a lot of websites use semantify.it for annotations. As the part of our future work, we will create a knowledge graph for tourism in Tyrol region in Austria by exporting relevant annotations from the semantify.it via the REST API and loading them into a triple store after preprocessing (e.g., identification, reconciliation). This will help us to apply reasoning and reveal the implicit
knowledge. Additionally, with the help of historical data, we will be able to apply data analytics such as showing the price trend throughout a year in a region.

4) On the fly adaptability to schema.org versions: The consortium behind schema.org tries to drive development by releasing new versions of schema.org in relatively short cycles. The updates mostly feature significant changes to the core vocabulary. In version 3.1, for example, 12 classes and 10 properties for accommodation businesses were introduced (as described in [51]). To keep semantify.it always up to date we are going to implement an on-the-fly adaptability feature where, whenever a new schema.org version is released, the semantify.it editor uses the latest vocabulary from the Github repository of schema.org.
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I. INTRODUCTION

Although the term “Encyclopedia” was first used in the XVI-th century, the most important attempt to code all the mankind knowledge under such name happened in the mid of the XVIII century. It was coordinated by Denis Diderot and had a very important influence on the development of the Age of Enlightenment, which shaped the western culture for the years to come [1]. In our lives, we witnessed another cultural revolution connected with the Encyclopedia concept: the birth and growth of Wikipedia, the largest cultural collaborative writing effort in mankind history. The importance of Wikipedia cannot be overstated. According to Alexa [2], it ranks 5th among the most visited Web sites, and is the first non-commercial one, being surpassed only by Google (www.google.com), YouTube (www.google.com), Facebook (www.facebook.com), and Baidu (www.baidu.com).

Semantic information can be extracted from Wikipedia: the DBPedia initiative pioneered such effort [3], allowing to build semantic applications on top of it (see, e.g., [4-6]). But Wikipedia is not just “one” collaborative Encyclopedia. It is rather a collection of many versions in different languages: presently 295 (but 10 do not reach 100 pages). The English Wikipedia contains more than 5 million articles, while versions in 12 other languages exceed 1 million articles, and 124 more languages contain at least 10.000 entries [7]. Recognizing the importance of the multilingualism, Wikipedia offers special links among pages dealing with the same topic, but written in different languages: the so-called “interlinks”. Interlinks allow users to easily browse the corresponding pages in other languages, and hence to compare and integrate the knowledge contained in a page with the one of the other Wikipedia versions (provided the different language is not a hurdle for the curious reader). In fact, it is quite natural that some entries are richer in a language that in another, as this reflects a “national interest”. For instance, a type of German locomotive not having a special historical value is (probably well) documented in the German Wikipedia, but hardly mentioned in other languages or, when mentioned, the article in languages other than German will possibly be sketchy and contain only some of the most important details. In spite of this, non-German railway historians will nonetheless be interested in finding out more.

A comparison of pages in different languages is also useful for editors, who wish to integrate a page in a language, gathering knowledge via the interlink.

In an attempt to increase the number of pages (especially for languages with a limited coverage), Wikipedia has been recently promoting the translation of pages, which exist in the “main editions” and are absent in other languages. Since there exists a procedure for acknowledging that a page has been translated [8], such form of “plagiarism” has no negative connotation.

It is interesting for various reasons to find out if a Wikipedia page in a given language has been (partially or totally) translated in other languages. We therefore asked ourselves, if there is a way to automatically detect such translations. For instance, it could help identifying semantic difference between papers in different languages (e.g., missing parts) and could be used to automatically signal the necessity or opportunity to improve a page in a given language.

We developed a software tool to deal with such problem. In the present paper, we describe its architecture and working mechanism, and present a sample of the results obtainable with it. Section II presents the relation of our work with the area of Cross-Lingual Plagiarism Detection; Section III discusses how we decided to attack the problem of comparing Wikipedia pages on a given topic, written in different languages; Section IV describes the process of comparing the pages; Section V presents the overall software architecture. In Section VI we briefly present the evaluation, and finally in Section VII we draw our conclusions.

II. RELATION WITH CROSS-LINGUAL PLAGIARISM DETECTION

Our problem has some common traits with Cross-Lingual Plagiarism Detection (CLPD), which has been studied by several authors (see, e.g., [9-12]). There are, however,
differences. Plagiarism Detection aims at finding whether a “suspect” document contains parts of text taken by any document on the Web. In the multilingual case, the problem is exacerbated by the difficulty of finding a set of candidate sources written in other languages, so that the simple strategy of using traditional search engines is not effective. Then, also the comparison of suspect and potential source is more difficult since it has to be performed across languages.

A typical architecture for CLPD [10] comprises heuristic retrieval (i.e., the gathering of possible sources), detailed analysis (to compare the suspect with every document collected by the retrieval) and heuristic post-processing (for merging or discarding possible sources).

Our case is simpler, since our set is predefined by semantics, and it is the set of documents related by interlinks. We can, hence, focus on the second part of the problem, avoiding heuristic retrieval, and have fewer difficulties in dealing with it.

Also, there is another important difference: plagiarism is usually considered as an unacceptable practice. Plagiarists hence often try to disguise the copied parts, e.g., by paraphrasing portions of the text, so as not to be detected by search engines. Instead, in the case we are interested in, copying is a socially accepted and even encouraged practice, which helps spreading the knowledge to other communities, and therefore authors do not need to try to hide it.

Typical strategies for Cross Language analysis include lexicon-based systems, thesaurus-based systems, comparable corpus-based systems, parallel corpus-based systems and machine translation-based systems. We cannot discuss all of them here, as the area is wide, and refer the reader to [13]. The approach we chose, which is machine translation-based, is described in the following sections.

III. CONSIDERING WIKIPEDIA PAGES WRITTEN IN DIFFERENT LANGUAGES: THE NORMALIZATION PROCESS

The problem to solve is to be able to compare a pair of corresponding pages in different versions (i.e., languages) of a Wikipedia: say \( P^X_Y \) and \( P^X_Z \) (Page X in Language Y and Page X in Language Z). The way to compare a pair of pages could be to try to extract the contained semantic information, mapping it to an ontology and comparing it. We think that such an approach is bound to fail. In fact, since both \( P^X_Y \) and \( P^X_Z \) are about x, the semantic meaning obviously matches. The richness of the semantics could be different (as one could contain more details than the other), but even if the richness is the same, this does not imply that a page is the translation of the other. More information about the structure and actual content of the page has to be taken into account.

Such information must come from the texts we want to compare, but they are in different languages. To make them comparable, we decided to translate them. In order to make our approach scalable, we opted to use automatic translation. We were well aware of the limits that today’s machine translation (MT) has, but decided anyway to give it a try to verify if, in spite of them, the approach could work.

Having to compare a German and a French page on the same topic (\( P^G_F \) and \( P^F_F \)) we could decide to translate one of them in the other language, and then compare say \( P^G_{G>F} \) and \( P^F_{F>E} \), where the suffix \( X->Y \) means page “written in language X and translated into language Y”. This introduces an asymmetry, so we could also compare \( P^G_{G>E} \) and \( P^F_{F>G} \) and then match the two results.

However, we thought that such an approach would have presented some problems. First, we were interested in checking not only two languages, but a set of the largest Wikipedia versions (namely, we chose English, French, German and Italian). This would have implied multiple translations. Second, the quality of publicly and freely available MT engines seems far from being uniform when translating between languages. Since the technology used by engines, such as Google Translate is considered a trade secret, it is difficult to find evidence in academic papers on what is going on behind the scenes. There are of course reviews of MT techniques (such as, e.g., [14]), and indications that Google uses “mostly” statistical methods [15], which make unnecessary to “bridge” through an intermediate language or model. In any case, the quality of translation into English seems to be better than the one into other target languages, maybe also because its grammar is far simpler that the one of many other languages, including the ones we have chosen for our exercise, or because of a larger base, since English is today’s lingua franca. We cannot prove this assumption, as we did not find scientific evidence for this fact. However, combining the combinatorial problem with the guess that translation into English is at least not worse than translations into other languages, we decided to “normalize” all the texts (written in other than English languages) by translating them into English. Hence, for every topic X we are interested in, we consider the set \( \{ P^E_E, P^F_{F>E}, P^G_{G>E}, P^I_{I>E} \} \).

We therefore wrote a software component which, given a Wikipedia page in one of the four languages, checks if the interlinks into the other three languages are present, and once they are found it performs the needed translation. We could use several MT engines (Bing, Google, SDL, Yandex). According to evaluations available on the Web, they seem to provide similar performances. Once again, we were facing the impossibility to base our work on scientifically sound grounds, but had to trust information which, in spite of being rather coherent, does not offer scientific rigor. In the end we decided to use the Yandex API [16] to perform the translation, since they were the most inexpensive available option (with up to 2 million characters/month free, and the cheapest option above that threshold).

IV. COMPARING THE PAGES

For a given topic X, we now have four documents: \( P^E_E, P^F_{F>E}, P^G_{G>E}, P^I_{I>E} \). To compare the pages, we first segment the text by breaking their content into sentences. We use a list of abbreviation to avoid getting confused by the punctuation used for abbreviations rather than for ending sentences.

The next step is to apply to each sentence N-Gram segmentation, a technique for breaking a stream of text into units of N ordered adjacent words [17]. Part-of-speech (P.O.S.) tagging is then applied to identify the role of each word in the sentence (e.g., noun, verb, adjective etc.). P.O.S.
tagging is needed to perform the next operation, which is lemmatization: a technique similar to stemming but aware of the context in which a word is situated. This allows replacing, e.g., “better” with “good”, verbs (such as I “am”) into their infinitive form (“be”), etc. Stop words (such as articles, but also any very frequent word) are then removed: since they are very common, their presence in unrelated sentences would generate noise in terms of false positives when comparing their content, so it is better not to have them in the text (even if by doing so some relevant part of “meaning” gets omitted).

At this point, each of the four normalized documents have been exploded in a set of cleaned-up sets of words \{S^*_L,i\}, where \(L\) stands for the original language (although all documents now contain only English words) and \(i\) is the index of the phrase in the document. The documents \(P^*_L,i\) which are at the origin of our sets, generally have different number of sentences, which we will call \(N^*_L,i\), so for each \(S^*_L,i\) the index \(i\) runs from 1 to \(N^*_L,i\).

Let us now try to ascertain that a portion of document \(P^*\), has been copy-translated into \(P^*_B\), or vice versa. We can examine pair or sentences, but we cannot make assumptions on where they are: a portion from the beginning of a document could have been copied onto the central part of the other, so we need to compare each sentence in \(P^*_A\) with every other sentence in \(P^*_B\). This will generate a matrix of dimension \(N^*_A \times N^*_B\), in which the cell \((ij)\) contains a number representing a measure of similarity between the sentences \(S^*_A,i\) and \(S^*_B,j\).

We now need to know how such measure is computed, and what can we do with the matrix.

To evaluate sentence similarity, we tested two different approaches: we used both Cosine similarity [18] and Jaccard similarity [19]. For each pair of sentences \(S^*_A,i, S^*_B,j\) we build a bag of words, containing all the words which appear in at least one of the two sentences (but each word is present only once in the bag, regardless of the actual number of occurrences in the sentences). The words are ordered (in an arbitrary way), defining in this way an \(M\)-dimensional space, where \(M\) is the cardinality of the bag of words. For each sentence, we can then compute its position in such vector space: the number of occurrences of the \(z\)-th word in it gives the value of the \(z\) coordinate. Having the coordinates of the two sentences, their Cosine similarity is evaluated as the scalar product between the vectors, which represent them (such value is in the interval \([0,1]\), since only the positive subspace is considered, as the number of occurrences which determine the coordinates cannot be negative).

The Jaccard Similarity is instead computed as the ratio between the cardinality of two sets: \(\frac{|S^*_A,i \cap S^*_B,j|}{|S^*_A,i \cup S^*_B,j|}\). This value is also in the interval \([0,1]\).

At this point we forked our project, using these two different measures of similarity (Cosine and Jaccard) and then proceeding in the same way. In both cases, we end up with a score matrix for topic \(X\) and the pair of languages \(\{A,B\}\), and in both cases the values of the cells in the matrix are numbers between 0 and 1.

The closest a cell is to one, the highest the similarity between the two corresponding phrases. However, in the Wikipedia page generation case, a “copy-translate” is not just related to one single sentence, but rather to a section of the paper, which consists of multiple adjacent sentences, each with a high similarity value. Hence we are interested in detecting diagonal subsets with high similarity values in the score matrix. For instance, we are interested in finding situations where not only \(S^*_A,i\) and \(S^*_B,j\) are similar, but also the pairs \(S^*_A,i+1, S^*_B,j+1\), \(S^*_A,i+2, S^*_B,j+2\), \ldots, \(S^*_A,i+n, S^*_B,j+n\).

To facilitate the identification of such sequences, we canceled the noise, by putting to 0 all the cells, which have a value less than a given threshold. To define the threshold level, we considered how the data are distributed in the matrix, and assumed a Gaussian distribution for the noise. We kept only the tail of the high values. We then looked for diagonals sequences: these reveal portions of the text, which are very similar and hence are likely to be copy-translated.

V. OVERALL ARCHITECTURE

We summarize the architecture of our system, which is outlined in Figure 1. A harvester (Document Reader) gets the documents and generates a set composed by a given Wikipedia page in one of the four languages and the interlinked pages in the other three languages.

It then translates all the non-English pages into English, obtaining a set of quadruples \(\{P^*_{E}, P^*_{F->E}, P^*_{G->E}, P^*_{I->E}\}\). More details about the Document Reader are given later.

Given the quadruple, each of its documents is passed to the Preprocessing Unit, which performs text segmentation (into phrases), P.O.S. tagging, lemmatization and stop words removal.

The result is given to the Text-Similarity Unit, which evaluates Cosine similarity and Jaccard similarity between each pair of sentences contained in each pair of elements of the quadruple.

The output of the Text-Similarity Unit is passed to the Post Processing Module. Here, for each pair \(P^*_A, P^*_B\) where \(A\) and \(B\) are two different elements of the set \(\{E, F->E, G->E, I->E\}\), the values computed by the text-similarity unit compose the score matrix, which is cleaned discarding the low values, and for which non-null diagonal sequences are searched. If some diagonals are found, we have a candidate “copied” section of the articles. Of course, similarity is symmetric, so we still need to know which is the original, and which the copy. This can be easily understood by checking the version in Wikipedia history. The task is hence accomplished, and we can pass to the evaluation phase.
Figure 1. Overall logical architecture of the system (see text for a description).

Figure 2. Explosion of the Documents Reader component (see text for a description).
Let us now come to a more detailed description of the harvester (Document Reader), which is exploded in Figure 2. It is composed by the Wikipedia Crawler and a Translation Unit. The Wikipedia Crawler is fed with the specification of the user name of a Wikipedia author, a language and a time span running from a start date to an end date. The Crawler extracts the list of all the Wikipedia articles (in the given language) that the user contributed to in the selected time span, and selects those for which the author was the major contributor (according to a customizable percentage parameter). For these, the interlinked articles are retrieved. Article revisions are considered to make sure that the compared versions refer to the same time. This is very important, since an article, which was used as a source for a copy-translation, could have been modified after the translation was performed.

Once the set of four documents has been generated, it is necessary to translate the Italian, French and German ones into English. In our implementation this is done with the Yandex translator, but the Translation Unit could use any other translator.

The main software tools we use are the Wikipedia API [20], DKPro Core Library [21], the UIMA-Unstructured Information Management Architecture [22] and the already mentioned Yandex API.

VI. EVALUATION

Evaluating the results has been a costly operation, since we need an “oracle” able to give us a human evaluation of whether a portion of a page has been copy-translated. The time needed to perform such an operation is non-negligible, and the results are not always clear-cut. Sometimes a portion of the document is not simply translated, but reworked and paraphrased. In other cases, semantic identity of the content pushes the authors to write very similar sentences, even when being unaware of each-other’s work: one has to remember that the topic of the considered pages in a given set is the same, and hence what is classified ad “paraphrase” could well simply be due to “semantic similarity”.

We used 56 topics containing 148 pages generated by 4 authors. Author 1 translated some pages from Italian Wikipedia to the French one. Author 2 translated from German Wikipedia to the Italian one. Author 3 translated from English to French. Author 4 did not rely his/her type of contributions on copy-translation.

Our (human) judgment of these authors is reported in Table 1.

<table>
<thead>
<tr>
<th>Author</th>
<th>Total pages</th>
<th>Partially copied pages</th>
<th>Paraphrased pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author 1</td>
<td>33</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Author 2</td>
<td>30</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Author 3</td>
<td>59</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td>Author 4</td>
<td>26</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

For each pair $P^A$, $P^B$, we manually evaluated whether the version of the pages in other languages had significant, similar sections (we will call this “oracle evaluation”). We categorized the pairs of pages (a topic in two languages) by using three descriptors: copied, paraphrased, not copied (where a page is considered to be “copied” if a significant section of it (at least 4 or 5 sentences) is similar to a page written in a different language.

We then compared the human annotated results with the predictions of our system, and checked if there was a full agreement (both systems stating the same thing), partial agreement (the machine declaring that there was a copy, and the human describing the mapping as a paraphrase) or no agreement (oracle and machine producing opposite statements). The possible cases and the corresponding results are reported in Table 2.

<table>
<thead>
<tr>
<th>Oracle</th>
<th>Prediction</th>
<th>Evaluation</th>
<th>Numerosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>YES</td>
<td>YES</td>
<td>True positive</td>
<td>31</td>
</tr>
<tr>
<td>YES</td>
<td>NO</td>
<td>False negative</td>
<td>10</td>
</tr>
<tr>
<td>NO</td>
<td>YES</td>
<td>False positive</td>
<td>1</td>
</tr>
<tr>
<td>NO</td>
<td>NO</td>
<td>True negative</td>
<td>82</td>
</tr>
<tr>
<td>Paraphrase</td>
<td>YES</td>
<td>Uncertain</td>
<td>7</td>
</tr>
<tr>
<td>Paraphrase</td>
<td>NO</td>
<td>Uncertain</td>
<td>17</td>
</tr>
</tbody>
</table>

In 16% of the cases we examined, the oracle was uncertain whether there had been a copy-translation between the considered pair of documents.

Out of the cases where the oracle decided with certainty for the NO, the system prediction was right 99% of times. Out of those where the oracle decide with certainty for the YES, the system prediction was right 75% of times.

Seen from a different perspective and taking into account also the cases when the oracle was uncertain, whenever the system predicted the presence of copy-translation, it was right 79% of times. When it predicted its absence, it was right 75% of times.

We find no difference in using the matrices obtained using Cosine similarity and Jaccard similarity: both measures yield results of the same quality.

VII. DISCUSSION AND CONCLUSIONS

We presented our work on finding whether a Wikipedia page originated from another one, written on the same topic but in a different language, by translating a portion of the page. The work is somehow close to the domain of Cross-Language Plagiarism Detection, but presents some peculiarity, which distinguishes it from the mainstream in that area.

The work can be the basis for tools, which could be useful for Wikipedia maintainers, and could be used for statistical analysis of the Wikipedia body of knowledge. For instance this work, given a Wikipedia author, could help classifying her/his type of contributions.

The evaluation of the system we developed shows a very good reliability in a domain, where even humans have difficulty to establish with certainty the truth.
In future, it would be interesting to examine if our approach also works with other languages, such as the Asian ones.

The developed software has been released in public domain and is publicly available at [23]. Some more detailed explanations are available there in the readme file, which also reports a sample of the experiment. For any additional clarification, interested people are invited to contact the authors.
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Abstract—The research presented examines the use of negation markers in German customer reviews. The objective is to identify differences, as well as similarities in the use of language for reviews rating material products and services. Therefore, in an annotation study, negation markers and sentiment values of customer reviews rating these product categories had to be assigned. The results obtained confirm the hypothesis that customer reviews relating to services contain more negation markers than customer reviews rating material products. However, there exists no significant difference in token distances between the negation marker and the sentiment decisive part of speech (POS). Finally, the findings should be applied in a machine learning algorithm for extracting relevant information from German customer reviews.
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I. INTRODUCTION

More than 80% of all customers express their experiences with products and services in social media [1]. Being publicly available, information provided by customer reviews in social media is important for both potential customers and companies. 80% of all potential customers base their purchase decision on the experiences of other customers trusting the judgment of strangers more than the recommendations of family and friends [1]. For companies, customer reviews provide insights with respect to not only the product, its functionalities or the service experience but also regarding the person who is the customer, his needs, wishes and persona. In analyzing customer feedback, companies are able to gain up-to-date and authentic knowledge about the product, the service and the customer.

The steadily growing number of customer reviews available in social media requires text mining and machine learning techniques such as sentiment analysis for a detailed understanding of the information provided by customer reviews. A major issue in sentiment analysis is the identification and handling of negation markers [2] - [6]. Negation markers cause valence shifts in customer reviews, e.g., shifting a positive statement into a negative statement and vice versa [7]. Since the use of negation markers is often very language-specific, language dependent approaches and algorithms are needed to analyze the sentiment of customer reviews correctly.

The German language shows a strong tendency for conventional indirectness by using syntactic downgraders. Syntactic downgraders modify the intended illocutionary act, i.e., the meaning conveyed, of the speaker towards the audience [8]. Examples of syntactic downgraders are modal verbs, tense or negation markers [9].

There exist different types of negation markers relating to different language levels. Examples given are firstly listed in the English translation and secondly in the German original word. On the morphological level, negation is expressed using distinct prefixes (e.g., “unhappy”, “unglücklich”) or suffixes (e.g., “senseless”, “sinnlos”). Discrete meaning bearing units in place of morphemes (e.g., “not”, “nicht”) represent the class of syntactic negations. In addition, the use of diminishers (e.g., “hardly”, “kaum”) negates the inherent polarity of an expression [2] [3] [9]. Negation markers either apply to words directly carrying a certain sentiment (local negation) or relate to words that do not carry a sentiment (long distance negation; indirect) [4].

Following Giora et al. [10], negation markers function as an instruction from a speaker to an audience to suppress the negated information. By using negation markers to suppress the negated information for the hearer, the speaker saves his face and remains polite when communicating a negative statement [11]. Politeness is a distinct feature of civilized societies and thus seen as an important social value guiding social interactions [12].

As opposed to evaluating a material product during application, the evaluation of a service includes the evaluation of the person of the service provider during service provision. The customer’s evaluation then applies directly to the professional and personal behavior of the service provider throughout social interaction.

Considering the aspect of politeness and keeping one’s face in social interaction, we hypothesize that customer reviews relating to services contain more negation markers than customer reviews rating material products. Finding significant differences might ameliorate algorithms for extracting relevant information out of social media content. In addition, it could help to identify automatically if a customer judges a product or a service. In particular, this would be of interest for companies providing both services and products.
To examine the above stated hypothesis, an annotation study was conducted. The database consisted of 3,767 German customer reviews in total extracted from different social media platforms. The customer reviews related to material products, as well as services. Three subjects were asked to annotate randomly chosen sentences of the reviews. The subjects’ task was to annotate the sentiment of each given sentence and explicitly reference whether there is a negation marker present or not.

In the following, section 2 deals with related literature covering similar topics. In section 3, the annotation study is described, whereas in section 4 the results are analyzed and discussed. Finally, section 5 finishes this contribution with a brief conclusion and information on future working steps.

II. RELATED WORK

Related work for the presented approach can be divided into at least two research areas: sentiment analysis as part of natural language processing and linguistic research analyzing customer reviews in social media with respect to material products and services. However, there are often overlaps, particularly if the objective has a clear focus on negations. Moreover, there are only very few contributions dealing with German customer reviews in general.

Wiegand et al. [13] give an overview about the role of negations, as well as about different approaches to include negations into sentiment analysis. They state that although integrating negations is very difficult, contributions dealing with this topic generally agreed on its high relevance for sentiment analysis. For instance, Kennedy and Inkpen [7] point out that considering the effects of valence shifters has a generally positive effect on all classification methods for reviews.

Furthermore, Asmi & Ishaya [5] integrate negation calculation rules into the general framework of a rule-based polarity classification. Therein, they defined these rules based on part of speech (POS). One main finding indicates that most negation words are classified as adverbs, suffixes, prefixes or verbs. Using this information, a dependency tree is developed. Its output is the scope of negation, which indicates how negation is interacting with other words in the sentence. Although, their approach already improved the polarity classification as there was a strong correlation between the classification results of the algorithm and those of humans, the authors point out the importance of additionally implementing prepositional negations.

In a rather current contribution, Diamantini et al. [3] apply a dependency-based parse tree to investigate the scope of negation. Implementing the negation handling component just before the sentiment calculation, meaning after all other pre-processing steps have been conducted, increases the accuracy from 64.4% to 67%. In their approach, they also regard a three-class-problem as the sentiment is distinguished between negative, positive and neutral. The authors hypothesize that those samples calculated wrong imply irony. Thus, as a necessity for future work, they suggest to extend their system to consider effects of irony.

In summary, independently from the chosen method, in most cases integrating a negation model should ameliorate the accuracy of the sentiment analysis. Concerning the use of negations in German, Wiegand et al. [13] point out the requirement for more complex processing as the negated expression either precedes or follows the actual statement. Therefore, not all findings discovered e.g., in English texts, can be applied in German texts, at least not without adjustments.

As Wiegand et al. [13] point out, not all negations indicate a negative sentiment. Thus, it is important to use syntactic knowledge and regard the context. Most approaches dealing with sentiment analysis, use reviews, which are not domain-independent, e.g., a collection of reviews of several products found on google.com or movie reviews [14]. Within the group working with corpora built from movie reviews, the classification usually follows the star ratings of the authors of these reviews [15].

Although, there are some contributions, which conducted annotation studies to produce corpora from German customer reviews, they usually aim at sentiment analysis in general and do not consider the usage of negation markers. Moreover, many do not address different domains, and in particular services, as well as material goods. For instance, Boland et al. [16] conducted a study, which focuses on different domains, but does not address the use of negations.

In summary, no study has yet been conducted in which a text corpus of domain-independent customer reviews in German is annotated with regard to sentiment and particularly negations.

A prior study by the authors indicates an influence of personal commitment on customers’ writing styles while formulating a product review. This is particularly the case while rating services. On the one hand, it seems that the writing becomes more precise [17]. On the other, one might argue that the human interaction required in services leads to more polite formulations.

Thus, based on the literature review and this prior study, an investigation of the amount of negations in services compared to material products is intended. Thereby, we look for hints for the application of a more polite form of criticism within German service reviews.

III. ANNOTATION STUDY

The objective of the study was to examine whether customer reviews relating to services contain more negation markers than customer reviews rating material products. The products selected are accessible to the German end-consumer. The two classes contain three product types each. For products a shoe, a hazelnut spread, and a smartphone were chosen, whereas the services contained a hotel, a financial service for online businesses, and a car service station with several stations across Germany.

Altogether 38 different social media platforms, including German discussion forums and shopping sites with user comments, were chosen as data sources. To this end, 3,767 German customer reviews relating to both, material products and services, have been extracted with the open-source Java library jsoup [18]. Prior to annotation, the reviews were parsed into single sentences using the Stanford Parser [19]. The annotation was carried out on sentence level. 1,200
sentences, 600 for products and services each, were randomly chosen for annotation and annotated by three subjects. The subjects were German native-speakers and familiar with the process of annotating. Each subject had to annotate 200 sentences, whereby each sentence was annotated by three subjects.

Subjects were asked to identify the sentiment of each sentence while assigning the POS, which induces the negativity, positivity or neutrality of the given statements, i.e., the level of sentiment. Herein, the opinionated words are called attributes. Moreover, the subjects were asked to determine negation markers if present in the sentence, e.g., mark the indefinite pronoun “no” (“kein”) or the particle “not” (“nicht”). In addition, the negation markers were assigned to the attribute the negation is associated with. For instance, the subjects had to indicate that the negation “not” (“nicht”) is associated with the attribute “good” (“gut”). Thereby, it was possible to mark more than one attribute, aspect and/or negation marker per sentence, e.g., if a conjunction was present.

The annotation process was explained to the subjects with three exemplary sentences. The sentences were chosen to show different characteristics, which influence the grade of simplicity or complexity of identifying the sentiment of a sentence and its possible negation marker. For instance, one sample contained two attributes in one sentences (“The shoe looks nice, but is too heavy”) or another one included only an implicit product review, meaning an attribute without an aspect (“Too heavy.”). The examples ensure that the annotation process was carried out consistently.

IV. RESULTS AND DISCUSSION

First, the interrater reliability was investigated. Fleiss’ Kappa values for assigning aspects, attributes, sentiment, and negation markers between 0.5 and 0.8 are located within a moderate level of agreement [20].

The observed frequencies of the labelled negation markers were displayed and analyzed for material products and services. The frequencies of negation markers were computed based on statements within a sentence, i.e., based on attributes within a sentence.

Figure 1 depicts the most used negation markers for both categories. The most frequent negation marker is the participle “not” (“nicht”). In comparison with the other frequently appearing negation markers, the participle “not” (“nicht”) is not as harsh as the negation marker “any” (“keine”), “nothing” (“nichts”) or “never” (“nie”), for the latter have a clear excluding character. The last item “other” includes all other negation markers, which only appear rarely. However, comparing the distribution of negation markers between material products and services, no significant differences were found.

Table 1: Mean Token Distance Between Attribute and Negation Marker

<table>
<thead>
<tr>
<th>Product Categories</th>
<th>Mean Token Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Services</td>
<td>1.7918</td>
</tr>
<tr>
<td>Material Products</td>
<td>1.9234</td>
</tr>
<tr>
<td>All</td>
<td>1.8576</td>
</tr>
</tbody>
</table>

In the following, the mean token distance between attribute and negation marker was examined (see Table 1). The results show that the distance between attribute and negation marker tends to be shorter within customer reviews relating to services than within customer reviews rating material products. However, the Kruskal-Wallis-Test revealed that with a p-value > 0.05 the token distances are equally distributed. Therefore, the differences in the token distances are not significant.

Third, the frequency of negation marker use was examined between both categories. Figure 2 illustrates the percentages of negation markers used within the different product categories, as well as negation marker used in total. The use of negation markers is displayed with respect to the sentiment value of the sentence. On average, each sentence contained more than 1.7 marked statements respectively attributes evaluating (a part of) a product. Approximately 52% statements were assigned as positive, 41% as negative, and 7% as neutral. The values indicate a difference between the use of negation markers in customer reviews for material products and services. Regarding the negation markers used within all sentiment values, as well as negation markers used
within negative sentiment, customer reviews relating to services contain more negation markers. The results of the distributions also reveal that there seem to be differences in the use of negation markers between customer reviews about services and material products in general. However, a significance test was applied to test whether differences across sentiment values are significant.

For applying an appropriate significance test, we assume that the decisions, whether to use a negation marker associated with an attribute or not, are independent from one another and are the result of a Bernoulli distribution as the decision is either “yes” or “no”. This includes a distributed random variable with success probability p, where p in \{p_{\text{service}}, p_{\text{materialproduct}}\} may or may not be different from customer reviews about services and those about material products. We test the null hypothesis, that \(p_{\text{service}} = p_{\text{materialproduct}}\), with a binomial test using the statistical software R.

For the test, we consider the binomial distributed variable \(X_{\text{service}}\) that counts the number of negation markers used in the attributes in service reviews, and construct a confidence interval on a confidence level of 98% based on the annotated customer reviews. The confidence interval consists of the 0.01- and 0.99-quantiles of the distribution of \(X_{\text{service}} \sim B(p_{\text{service}}, n_{\text{materialproduct}})\). As a result, we observe, that \(p_{\text{materialproduct}} < n_{\text{materialproduct}}\) is not located inside the confidence interval. We repeat the test for \(X_{\text{materialproduct}} \sim B(p_{\text{materialproduct}}, n_{\text{service}})\) and find, that \(p_{\text{service}} < n_{\text{service}}\) is outside the obtained confidence interval.

Therefore, we postulate with a certainty of 98% that \(p_{\text{service}} = p_{\text{materialproduct}}\). Concomitantly, the p-value <0.05 states that a significant difference between these two categories exists. As a consequence, we can confirm our hypothesis that customer reviews relating to services contain more negation markers than customer reviews rating material products.

Additionally, regarding the distributions of negations within neutral sentiment values (see Figure 2), there is a rather large difference in frequency recognizable. Although only 7% of the statements were marked as neutral, we conducted the significance test in the same way as for all sentiment values, but only for neutral sentiment. We receive a p-value <0.05 stating that there exist a significant difference. As an explanation, one might argue that customers judge products in a much less euphoric way than services. Thus, if the sentiment is neutral, for products, people might use formulations like “not so bad”. In contrast, for services they preferably use e.g., “okay”. However, as these are assumptions, it is necessary to examine these in more detail.

V. CONCLUSION

The results obtained in our study confirm our hypothesis about a difference in the use of negation markers in customer reviews rating services compared to customer reviews rating material products.

Human social interaction, as well as the personal commitment towards the person providing the service leads to a more polite writing style. When rating services customers rate the executing individuals and thus, are more moderate and polite in their judgement using negation markers instead of words containing a negative polarity value on a lexical basis. To prove this concept, in our future work we aim to investigate this assumption in more detail.

As our analysis also showed a difference in the use of negation markers in neutral sentiment, but with a reverse distribution, it would be interesting to examine these findings in detail as well. However, as neutral sentiment seems to be not that numerous in customer reviews, a special corpus for this issue needs to be compiled.

In addition, we examined the mean token distance between the attribute and the associated negation marker within the two product categories. In contrast to other features of language use, significant differences in the use of language could not be proven here. However, the mean token distance could still be a useful input variable for sentiment analysis of German customer reviews.

Generally, we strive to use our findings in the analysis of complaints from German customer reviews. In our future work, we aim to filter relevant information about products or services. If a company provides as well services as products, it would be very beneficial to identify automatically if customers speak about the product or about the service. Thus, the information could be allocated directly towards the right product type.
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