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The Eighteenth International Conference on Sensor Technologies and Applications (SENSORCOMM
2024), held on November 3-7, 2024, was a multi-track event covering related topics on theory and
practice on wired and wireless sensors and sensor networks.

Sensors and sensor networks have become a highly active research area because of their potential of
providing diverse services to broad range of applications, not only on science and engineering, but
equally importantly on issues related to critical infrastructure protection and security, health care, the
environment, energy, food safety, and the potential impact on the quality of all areas of life.

Sensor networks and sensor-based systems support many applications today on the ground.
Underwater operations and applications are quite limited by comparison. Most applications refer to
remotely controlled submersibles and wide-area data collection systems at a coarse granularity.

In wireless sensor and micro-sensor networks energy consumption is a key factor for the sensor
lifetime and accuracy of information. Protocols and mechanisms have been proposed for energy
optimization considering various communication factors and types of applications. Conserving energy
and optimizing energy consumption are challenges in wireless sensor networks, requiring energy-
adaptive protocols, self-organization, and balanced forwarding mechanisms.

We take here the opportunity to warmly thank all the members of the SENSORCOMM 2024 technical
program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and effort to contribute to SENSORCOMM 2024. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

We also thank the members of the SENSORCOMM 2024 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that SENSORCOMM 2024 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the area of sensor
technologies and applications. We also hope that Nice provided a pleasant environment during the
conference and everyone saved some time to enjoy the historic charm of the city.
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Fluid Flow Speed Measurement System Using Fiber Bragg Grating  

Temperature Sensor Based on Microwave Heating 

Atsushi Yarai 

Department of Electrical, Electronic and Information Engineering 

Faculty of Engineering, Osaka Sangyo University 

3-1-1 Nakagaito, Daito, Osaka 574-8530 Japan 

e-mail: yarai@osaka-sandai.ac.jp

Abstract—A fluid flow speed measurement system using a 

Fiber Bragg Grating (FBG) temperature sensor based on 

microwave heating is proposed. The technique of this system 
features contamination-free operation with fluids, due to its 

adoption of platinum electrodes for non-contact microwave 

heating and the use of FBG fiber made of fused quartz. The 

results demonstrate that sensing linearity could be achieved. 

This capability is in nearly perfect accord with the sensing 

characteristics of conventional flow sensors using a thermal 

method. 

Keywords- flow speed measurement;  FBG sensor;  fiber ring 

laser; microwave heating;  thermal flow meter. 

I.  INTRODUCTION 

Recently, the necessity of new techniques for measuring low 
fluid flow speeds has been recognized [1]. For example, to 
maintain acceptable quality control, it is necessary to precisely 
control extremely low speeds of injecting solutions [1]. 
Furthermore, each approach to extremely low-speed 
measurement using conventional techniques, such as Doppler 
methods and ultrasonics, has its particular difficulties. This is 
because such means cannot achieve detection of changes in 
physical parameters due to the extremely low speed. 
Consequently, thermal techniques have previously been applied 
for this purpose, and several sensor device configurations have 
been proposed, developed, and commercialized [2]. This 
technique is adequate for extremely low-speed measurement, 
but there remain several unresolved fundamental problems, such 
as chemical contamination, mixing of debris at the sensing 
element, and durability. In medical applications, such problems 
pose the risk of fatal consequences.  

    This paper proposes the construction of a fluid flow speed 
measurement system using a Fiber Bragg Grating (hereinafter 
referred to as FBG) temperature sensor based on microwave 
heating. Basically, such systems have extremely complex 
configurations, and they are very expensive for use in a sensor 
system. On the other hand, the proposed sensor has distinctive 
features including contamination-free operation with fluids, due 
to its adoption of platinum electrodes for non-contact 
microwave heating and the use of FBG fiber made of fused 
quartz; moreover, a flow-cell can certainly be made of quartz. 
Additionally, the mixing of debris at the sensing element into 
the fluid can be almost entirely eliminated. As the first step, in 
this article, a sensing principle is described and a system 
configuration is proposed. Next, experimental data obtained 

from closed cycle water flow are shown. Finally, the measuring 
capabilities are briefly discussed. 

II. MEASUREMENT SYSTEM CONFIGURATION 

Figures 1 (a) and (b) show the experimental apparatus in a 
laboratory, prior to designing the prototype sensor, and its fiber 
optical system composed of a fiber ring laser, respectively. The 
details of the fluid flow system are described in the next section, 
while this section mainly addresses the optical system. In the 
configuration of this apparatus, the following two FBG sensors 
are assembled to function independently as temperature 
measurement elements. FBG-R (reference) operates as a steady 
fluid temperature sensing element, converting the change in 
wavelength to that in the amplitude of the laser beam, as shown 
on the right side of Figure 1 (b). FBG-S (sense) functions as a 
sensing element of the transition temperature change induced by 
the microwave heating, and this is applied to a wavelength 
tunable device using a fiber ring laser, as shown on the left side 
of Figure 1 (b) [3]. 

The microwave heating electrodes are situated across from 
each other, enclosed in the fluid flow tube with a diameter of 2 
mm, and FBG-S is mounted in the center of the tube’s interior. 
Here, FBG functions adequately for high electromagnetic fields 
because the optical device is manufactured solely of fused 
quartz. The microwave with a frequency of 2.45 GHz is fed 
between the two electrodes after the signal power is boosted to 
approximately 2 W by a power amplifier. The frequency of 2.45 
GHz was chosen due to regulations in Japan’s radio law. Here, 
the combination of FBG-R and FBG-S, each with a reflection 
wavelength of 1550 nm, has certain advantages, as follows. 
Even with a steady fluid temperature, the offset temperature 
changes; however, this change and the wavelength transition 
induced by it normally cancel each other due to the differential 
effect achieved by combining these FBGs. 

The fiber ring laser shown in Figure 1 (b) contains the 
Semiconductor Optical Amplifier (SOA; Thorlabs SOA1013S) 
for compensating the optical loss inside the ring loop, resulting 
in laser oscillation. The linewidth of this laser is found by 
adopting a self-delayed heterodyne interferometry method. As a 
result, a linewidth of a few MHz was obtained. This spectrum is 
absolutely a straight line without any uncertainty, when 
considering the spectrum of FBG-R to have a full width at half 
maximum of 0.2 nm. The laser beam branched by a fiber 
coupler is reflected by the FBG-R and then fed to a photo diode. 
The block composed of the circulator, FBG-R, and photo diode 
is equivalent to a demodulator used for “optical wavelength 
modulation.” 
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 (a) Fluid flow system and configuration of sensing elements. 
 

 
(b) Fiber ring laser and demodulator 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

               (b) Fiber ring laser of sensing demodulator. 
 

Figure 1. Experimental apparatus in laboratory (prototype sensor). 

III. MEASUREMENT RESULTS AND DISCUSSION 

The prepared fixed-quantity flow pump shown in Figure 1 

(a) alternates in its operation mode like a “heartbeat” between 

the charge (suction mode) and discharge (extrusion mode) of 

fluid in the cylinder. The volume of the cylinder was fixed to 

7.5 ml constantly in this pump, using the ability to control the 

flow speed by adjusting the time of discharge. The microwave 

heating is toggled to active in extrusion mode and to dormant in 

suction mode, and a PIN diode modulator is installed for these 

operations. Figure 2 shows an example of a signal’s waveform 

detected by the photo diode. The signal of the upper wave is 

driven by the PIN modulator, operating in the above two modes. 

When the fluid flowed to the flow cell is cut off in suction 

mode, the FBG-S detects the transition change in temperature, 

corresponding to the lower wave form drawn. The peak-to-peak 

vale of the lower wave form indicates the magnitude of 

temperature change.  
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2. Typical waveform of detected signal (lower). 
 

     Figure 3 shows an example of the water flow rate 
dependence of the detected signal’s amplitude. As can be seen 
in the figure, it was demonstrated that the sensing linearity could 
be obtained when the flow rate was between approximately 0.2 
and 1.5 ml per second. This result corresponds almost perfectly 
with the sensing characteristics of a conventional flow sensor 
using a thermal method, i.e., the temperature of the flow 
medium is negatively proportional to its flow rate. On the other 
hand, the amplitude of the detected signal decreased 
dramatically when the flow rate was below 0.2 ml per second. 
The reason for this is assumed to be as follows. At first, the 
temperature of the fluid rises sharply due to an exceedingly low 
flow speed. Next, the recovery time of returning to the 
temperature prior to heating becomes longer due to the thermal 
capacity of the fluid after microwave heating is halted. Thus, the 
alternating of temperatures is suppressed, which certainly 
decreases the detected signal’s amplitude to a low level. It is 
important to optimally adjust the power of the microwave. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Water flow rate dependence of detected signal’s amplitude. 
 

IV. CONCLUSION AND FUTURE WORK 

A new fluid flow speed measurement system using a fiber 
Bragg grating temperature sensor based on microwave heating 
was proposed. The key feature of this system is the combination 
of microwave heating and an FBG temperature sensor having a 
high electromagnetic field. Consequently, the system is free of 
chemical contamination due to the use of only platinum and 
fused quartz. Furthermore, results demonstrate that sensing 
linearity could be achieved. This capability is in nearly perfect 
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accord with the sensing characteristics of conventional flow 
sensors using a thermal method. As future work, we will address 
the system design and optimization of several parameters, such 
as microwave power and the mounting positions of FBGs, to 
expand the dynamic range of measurement. After that, we will 
compare the sensing characteristics of the proposed method in 
accord with the conventional flow sensors. 
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Abstract—In order to enable comparison and determination of 

node placement and modulation methods when introducing 

wireless sensor networks in railway environments, we developed 

an easy-to-use simulator. The simulator models the fixed-cycle 

transmission of sensor data and estimates communication paths 

and battery consumption on the network. The simulator is 

designed to be easily accessed from a web browser and 

parameters can be easily configured. This paper introduces the 

simulation model and implementation, as well as several 

examples of simulation results. 

Keywords—wireless sensor network; simulator; routing; 

power consumption. 

I.  INTRODUCTION 

In recent years, there are high demands from Japanese 
railway operators to introduce more efficient and labor-saving 
technologies for the maintenance of railway equipment. One 
solution is to apply Wireless Sensor Networks (WSNs) to 
monitor the condition of equipment scattered along railways 
remotely. By using WSNs to collect equipment condition 
monitoring data, it is possible to reduce the need for frequent 
on-site inspections. When applying this principle, the 
following elements must be considered: communication range, 
modulation method, power consumption, and implementation 
of battery power supply.  Each element affects the others, and 
multiple options are available, making it challenging for 
railway operators to design optimal WSNs. 

Several network simulators are widely used to design 
optimal WSNs. Network Simulator-2 (ns-2) [1], Network 
Simulator-3 (ns-3) [2], and OMNeT++ [3] offer powerful 
tools for network simulation. These simulators can include 
power consumption modeling through additional modules. 
For instance, Energy Framework [4] for ns-3 and INET 
Framework for OMNeT++ provides extensions for simulating 
power consumption. However, these simulators typically 
require advanced technical expertise for command-line 
operations or custom scripting, making them challenging for 
non-technical stakeholders like railway operators. 

This paper presents a user-friendly simulator designed to 
estimate the communication quality and battery consumption 
of WSNs in railway environments. Our tool supports multi-
hop transmissions and mesh networking for nodes extending 
over long distances along railways. Featuring a web-based 
Graphical User Interface (GUI), the simulator allows users to 
easily set parameters, compare node placements and 

communication methods, and view results instantly. Our 
simulator meets the specific needs of WSN deployment 
planning in railway maintenance operations without requiring 
specialized software or technical expertise. 

The rest of this paper is as follows. Section II describes the 
design of the simulation model. Section III shows the 
implementation of the simulator and simulation results. 
Section IV argues about the benefits and future work of the 
simulator. Finally, Section V concludes the article. 

II. DESIGN OF SIMULATION MODEL 

A. Node Types and Placement 

In this model, a “node” consists of a radio transceiver, a 
microcontroller, a battery, and sensors. An arbitrary number 
of nodes can be placed on the simulation field. 

Each node is classified into the following three roles, 
based on the Wi-SUN Field Area Network (FAN) model [1] 
to support multi-hop transmissions. 

• Border Router (BR): 
A node that acts as a boundary with the external network 
and manages the entire network. Sensor data acquired by 
each node is aggregated to the BR, which transmits the 
data to a central unit or other devices via the external 
network. In the simulation, exactly one BR is required to 
be placed. 

• Router node: 
A node with sensing and relay functionality, capable of 
relaying packets from distant router and leaf nodes that 
cannot directly communicate with the BR. 

• Leaf node: 
A terminal node whose main objective is to measure and 
collect sensor data for transmission. The leaf node does 
not have relay functionality. 

In the developed simulator, the position of a node is 
represented in a fixed X-Y coordinate [m]. Antenna height 
[m] and gain [dBi] are also specified for each node. The 
transmission power [dBm] is set to a common value for all 
nodes. Also, the node can be set to either with an external 
power supply or battery-powered, in which case battery 
capacity [mAh] is also specified. 

Leaf and router nodes periodically transmit sensor data to 
the BR. In the simulation, the size of this data [bytes] and the 
transmission cycle [sec] may be specified for each node. 
When applying the WSN to real-world scenarios, the contents 

4Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-207-4

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

SENSORCOMM 2024 : The Eighteenth International Conference on Sensor Technologies and Applications

                            12 / 19



of each sensor and data size may differ, so the data size and 
transmission cycle can be set to different values for each node. 

B. Estimation of Communication Coverage 

To build an estimation model of the communication 
coverage, we conducted an experiment to obtain basic data on 
radio communications. On a straight viaduct, we measured the 
Received Signal Strength Indicator (RSSI) and data arrival 
rate while varying the distance between two nodes. The 
relationship between the distance and RSSI for Wi-SUN and 
LoRa in the 920 MHz band is shown in Figure 1. We 
confirmed that the obtained RSSI generally matches the 
results estimated by the two-ray ground-reflection model [6] 
regardless of the modulation method. The relationship 
between RSSI and the data arrival rate for Wi-SUN is shown 
in Figure 2. While RSSI is above a certain value, the data 
arrival rate is close to 100%. In contrast, when RSSI is below 
that value, the arrival rate decreases significantly. 

From these results, our simulator applies the two-ray 
ground-reflection model to estimate the RSSI value for each 
pair of nodes. Whenever an estimated RSSI value exceeds the 
pre-defined threshold, communication is deemed possible. 
The threshold value should be determined by actual 
measurements or expectations about environmental factors 
such as noise level. 

C. Simulation of Routing 

All router and leaf nodes have to determine a transmission 
path towards the BR to collect and/or distribute data. The 
simulator determines the transmission path from each node to 
the BR using the Routing Protocol for Low-Power and Lossy 
Networks (RPL). RPL is a routing protocol for selecting an 
appropriate route among multiple possible routes. It is used in 

Wi-SUN and other networks capable of multi-hop 
transmission. In RPL, a Destination-Oriented Directed 
Acyclic Graph (DODAG) is constructed based on an objective 
function that defines the criteria for route selection. For 
example, the objective function of Wi-SUN FAN is calculated 
using the hop count and time series data of arrival rate [1]. 
Since our simulation model assumes a static communication 
environment, we use a simple algorithm that considers the hop 
counts and RSSI. The details are described below: 

1) Assign Rank = 0 to the BR, where Rank is the number 
of edges that pass through to reach the BR. 

2) Assign Rank = 1 to the nodes that can communicate 
directly with the BR (Rank = 0) and adopt a route that 
directly connects these nodes to the BR. 

3) Assign Rank = 2 to the nodes that can communicate 
with a node with Rank = 1 but whose route has not yet 
been determined. If there are multiple candidates, the 
route with the highest RSSI value is adopted. 

4) In the same way, the nodes that can communicate with 
the node with Rank = k but the route is not yet 
determined are set to Rank = k+1. 

Figure 3 shows an example of routing simulation. Seven 
nodes are placed on a simulation field and the yellow dashed 
lines represent edges where communication is estimated to be 
possible. The numbers show the estimated RSSI and the 
orange lines represent the selected route. The number above 
each node is the Rank value. For example, there are two nodes 
with Rank = 1 that the upper right router node (Rank = 2) can 
connect to, but the node in the middle with the higher RSSI 
value (-68 > -77) is selected as the parent. The leaf node in the 
lower right can be connected to two router nodes, but the node 
with the smaller Rank value is selected as the parent to 
minimize the number of hops. 

D. Estimation of Power Consumption 

The simulator estimates battery consumption for each 
battery-powered node. The estimation is based on a model 
with a constant voltage output. To calculate the total battery 
consumption over time, we sum up the current [mA] drawn at 
each moment. This gives us the cumulative charge used, 
measured in [mAh]. 

The model of the current consumption is shown in Figure 
4. Each node is assumed to consume 𝑐𝑤𝑎𝑖𝑡  [mA] during the 
time it is not transmitting data, and 𝑐𝑡𝑥  [mA] during data 
transmission. Since the current consumption may differ 
depending on the node type, these parameters can be changed 
for each node type. For example, a leaf node saves power by 

 
Figure 1. Relationship between the distance and RSSI 

 

 

Figure 2. Relationship between RSSI and the arrival rate 

 
Figure 3. Example of routing 

BR
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putting the transceiver to sleep when it is not transmitting, 
while a router node should always be on standby for reception. 

To calculate the cumulative power consumption, it is 
necessary to determine the transmission time t [msec] per data. 
Generally, the transmission time increases linearly with the 
data size. Therefore, in our simulation model, it is expressed 
as t=ax+b, where x [bytes] is the data size to be transmitted. 
The parameters a and b are common values in the simulation 
based on actual measurements with wireless modules. This 
model assumes that each node transmits data once every i 
[sec], which is set for each node. In multi-hop transmissions, 
the router node is required to transmit both its own sensor data 
and the data received from its child nodes to the parent node, 
resulting in higher power consumption. 

III. IMPLEMENTATION OF THE SIMULATOR 

A. Implementation of the Simulator 

Based on the model described in Section II, we developed 
a simulator for WSNs that considers both data transmission 
and power consumption. The simulator was implemented in 
Python 3.11 using the Streamlit 0 library to enable GUI 
controls. Streamlit is an open-source Python library for 
creating web-based GUIs. The simulator was developed on a 
Linux server and made accessible through a specific URL, 
allowing users to interact with it via a web browser on any PC 
connected to the private network. The simulator consists of 
three components described below: 

1) Parameter input interface 
The simulator provides a web-based interface for users to 

input all necessary parameters. These include: 

• Node placement and characteristics (Section II. A) 

• Communication availability estimation (Section II. B) 

• Power consumption estimation (Section II. D) 
The interface features real-time updates, where changes in 

input values are instantly reflected in the corresponding 
graphs, facilitating rapid iteration of simulation parameters. 

2) Network and Communication Path Visualization 
The simulator generates a visual representation based on 

input parameters, illustrating: 

• Node placement 

• Inter-node communication availability 

• Data transmission routes to BR 

A dynamic timeline feature allows users to simulate 
battery consumption over time. This includes dynamic re-
routing when nodes deplete their batteries. 

3) Time-series analysis of battery capacity 
The simulator provides a graph depicting the relationship 

between the elapsed time and the remaining battery capacity 
for each node. Key features include: 

• Simulation continues until all battery capacity is depleted. 

• Time resolution set to 1 day, optimized for planning 
battery replacement strategies for WSN deployments. 

• Visualization of long-term network behavior without 
battery replacement.  

B. Example of Running Simulation 

1) Example simulation for Wi-SUN 
We simulated a WSN including multi-hop transmissions 

under the assumption of Wi-SUN. Node placement is as 
shown in Figure 3. The BR is connected to an external power 
source and the other nodes are connected to 10000-mAh 
batteries.  Each router and leaf node has an antenna height of 
1.5 m and is set to transmit 16 bytes of data at 5-sec intervals. 
The transmission power of each node is 13 dBm. The 
parameters of data transmission time and current consumption 
values were based on the pre-measurement using ROHM’s 
Wi-SUN evaluation module BP35C5-T01. 

The simulation results are shown in Figure 5. At the 
beginning of the simulation (Day 0, as in Figure 3), nodes 4 to 
6 used node 3 as the relay node, leading to rapid battery 
depletion in node 3 (Day 65). Afterward, they switched to 
node 2, which also ran out of battery by Day 78. 

From these results, it can be said that nodes that relay 
information from distant nodes consume a particularly large 
amount of power and are likely to run out of battery power. 
Furthermore, under the same conditions, we conducted a 
simulation assuming that only node 3 could connect to an 
external power source, resulting in which all nodes could 
connect to the BR until Day 79. 

2) Example simulation for LoRa 
We conducted a trial simulation assuming a Long Range 

Wide Area Network (LoRaWAN) [8]. It is possible to 
simulate a network that is limited to a star topology like 
LoRaWAN by considering a gateway as BR and other end 
nodes as leaf nodes. One BR and six leaf nodes are placed and 
each leaf node has an antenna height of 1.5 m and a battery 
capacity of 10000 mAh. The transmission data size is set to a 
common value of 16 bytes for each node, and data 
transmission intervals are set to 5 sec for nodes 1 to 3 and 10 
sec for nodes 4 to 6. The transmission power is 13 dBm. The 
parameters of transmission time and current consumption 
values were based on the datasheet of a LoRa wireless module. 

The simulation results are shown in Figure 6. Initially 
(Day 0), all the leaf nodes are connected to the BR. Nodes 1 
to 3, with shorter transmission intervals, ran out of battery 
earlier (Day 108), followed by all nodes running out of battery 
on Day 215. The LoRa module sleeps the transceiver during 
standby, resulting in very low power consumption. On the 
other hand, due to the long time it takes to transmit data, nodes 
that transmit data frequently run out of battery quickly. 

 
Figure 4. Current Consumption model 
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IV. DISCUSSION 

The simulator we developed allows for easy estimation of 
data transmission paths and battery operating days in WSNs 
by simply inputting the sensor locations and battery capacities. 
In comparison to existing simulators such as ns-2, ns-3, and 
OMNeT++, our tool offers advantages in ease of use and real-
time visualization. Users can configure parameters and view 
simulation results instantly without extensive technical 
knowledge through a web browser-based interface. This 
feature particularly benefits railway operators who need to 
design and evaluate networks quickly and effectively.  

Our simulator’s real-time feedback on power consumption 
and communication path visualization enables quick 
identification of nodes requiring external power or are at risk 
of battery depletion. This interactive functionality 
distinguishes our approach from the more static, script-based 
methods of traditional simulators. 

However, there are several areas where we can enhance 
the accuracy and functionality. Future improvements aim to 
address: 

• Incorporating terrain and railway equipment 

• Simulating retransmission operation based on arrival rate 
estimation 

• Supporting more advanced routing algorithms 

• Modeling modules with multiple state transitions, such as 
sleep, receive standby, and data transmission 

V. CONCLUSION 

To enable comparison and determination of node 
placement and modulation methods for the introduction of 
WSNs in railway environments, we developed an easy-to-use 
simulator. This simulator estimates communication paths and 

battery consumption on the network. It models the fixed-cycle 
transmission of sensor data using the locations of wireless 
sensors, antenna performance, and battery capacity as input 
parameters. The simulator can simulate not only star networks 
but also mesh networks, such as Wi-SUN. Designed for ease 
of access, the simulator can be operated from a web browser, 
and parameters can be easily configured.  

In the future, we plan to build a WSN using actual wireless 
modules to verify the accuracy and effectiveness of the 
simulator's estimates. Additionally, we aim to improve the 
model to accommodate more modulation methods and 
enhance estimation accuracy. 
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Figure 5. Results of example simulation for Wi-SUN 

 
Figure 6. Results of example simulation for LoRa 
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Abstract—Electronic Paper Signage (EPS) is used in various
ways, such as at bus stops and in menu lists. One type of EPS is
a network-updated EPS that updates content via the Internet. In
the network update type EPS, a management computer consumes
power constantly while awaiting contents. Therefore, a feature of
the electronic paper (e-paper), namely, that it does not require
standby power, cannot be utilized. To solve this problem, we
proposed a network-updated EPS system that reduces power
consumption during standby communication. We developed a
prototype of the proposed EPS system and evaluated its power
consumption.

Keywords-Electronic Paper, Signage, Power Saving.

I. INTRODUCTION

Electronic Paper Signage (EPS) is a type of digital signage.
EPS is a signage specialized in displaying still images using
an electronic paper display. Electronic paper displays are
characterized by low power consumption because they can
retain the screen without consuming power after updating the
screen. EPS is being used for floor guides [1] and information
boards in office buildings [2].

One type of EPS is a network-updated EPS that updates
content via the Internet [3]. Network-updated EPSs are used
at bus stops and at certain types of bulletin boards [3]. In
the network-updated EPS, the computer that controls the e-
paper consumes power constantly while waiting for contents.
Therefore, an important characteristic of the e-paper, namely,
that it does not require standby power, cannot be utilized. To
solve this problem, we propose a network-updated EPS that
reduces power consumption during standby. The rest of the
paper is structured as follows. In Section II, we present the
related work. In Section III, we describe the proposed method.
Section IV describes the system configuration and Section V
the implementation. In Section VI we conduct the assessment
of the power reduction. Finally, we conclude in Section VII.

II. RELATED WORK

Tobias et al. [4] have developed a prototype and inves-
tigated the performance of an information display device
that combines photovoltaics, a low-power wireless protocol,
and an electronic paper display. Their results showed that
low-resolution e-paper displays can achieve numerous screen
updates with very limited energy.

Yang et al. [5] proposed two different power supply methods
for e-paper: in-situ triboelectric and wireless power supply
within 30 cm. They showed that each method can successfully

Figure 1. Comparison of the existing and proposed methods.

update the screen and drive the e-paper without using batteries
or power supply modules.

III. PROPOSED METHOD

In this study, a network-updated EPS is converted to a
normally-off to save power. Normally-off [6] is the concept
of turning off the power when a system is not in use.

The network-updated EPS waits for updated content sent via
the Internet. The control PC built into the EPS is responsible
for the process of receiving and displaying content on the e-
paper display. In existing network-updated EPSs, he control
PC is always running and consuming power. Conversely, in
the proposed method, the control PC is turned off. When
updating content, the control PC is activated upon receiving
a notification. When the update of the e-paper display is
completed, the control PC is turned off. In this way, the control
PC spends less time in the startup state, thereby reducing
power consumption. We named the system that realizes EPS
with normally-off network electronic paper signage Normally-
off Network Electronic Paper Signage (NNEPS). Figure 1
shows a comparison of the NNEPS with the existing network-
updated EPS.

IV. SYSTEM CONFIGURATION

The NNEPS is composed of an e-paper, an e-paper control
PC, and a power control plug. The electronic paper is the
display part. The e-paper control PC performs processing
related to e-paper updates. The power control plug stands
by with the communication function turned on and turns
the power supply to the e-paper control PC on and off as
needed for screen updates, thereby enabling the EPS to achieve
normally-off.

V. IMPLEMENTATION

Figure 2 shows the NNEPS. The NNEPS implements a
power control plug using a microcontroller and relay module.
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Figure 2. A picture of the NNEPS.

Figure 3. Configuration chart of the NNEPS System

The M5Stack Core2 for AWS (Amazon Web Services) was
used as the micro-controller that controlled the relay modules.
The M5Stack implements firmware that turns the relay module
on and off in response to notifications via MQTT (Message
Queuing Telemetry Transport).

Figure 3 shows the system configuration of the NNEPS.
Multiple EPSs can be connected using relay modules to
manage power on/off status.

VI. ASSESSMENT OF POWER REDUCTION

In order to compare the power consumption resulting from
different screen update control flows, experiments will be
conducted using the same hardware, and no comparison will be
made with existing solutions We conducted an experiment to
evaluate the power consumption of the NNEPS and that of the
existing network-updated EPS. Each system was prepared, and
the power consumption of each system was measured using a
watt checker. The power consumption of NNEPS is the sum
of the power consumed by the e-paper control PC and the
power supply control PC. The NNEPS measured power for
two different cases, one with one EPS connected to the relay
module and the other with two EPSs connected to the relay
module. The NNEPS with one EPS connected to the relay
module is designated as NNEPS-1, and the NNEPS with two
EPS connected to the relay module is designated as NNEPS-2
(Figure 4). The frequency of screen refreshes was set to once
every five minutes, and power consumption was measured for
one hour.

Figure 5 shows the results of the evaluation experiment. The
power consumption was 1.88 Wh for the existing method in
which the e-paper control PC was always active, and 1.25 Wh
for NNEPS-1. Under these conditions, the proposed method,
NNEPS-1, reduced the amount of electricity by about 33%
compared to the existing method. The value for NNEPS-2 was
2.81 Wh, which is more than twice the value for NNEPS-1.
This result is considered an implementation convenience.

When multiple EPSs are controlled by the NNEPS, screen
updates are performed one by one, so the time required for the

Figure 4. Configuration diagram of NNEPS-1 and NNEPS-2.

Figure 5. Power consumption comparison between existing and proposed
methods.

screen update process increases with the number of connected
units. NNEPS-1 completes the screen update process in an
average of 85 seconds, but when two EPSs are connected,
the process takes an average of 108 seconds. In the case
of NNEPS-2, both e-paper control PCs are turned off when
the screen update process of the EPS to be updated later is
completed. Therefore, the power consumption of both of the
two e-paper control PCs increased due to the longer startup
time, and is considered to be more than twice as much as
when one of the PCs is connected.

VII. CONCLUSION

NNEPS reduces the number of PCs that are always on
standby for communication, it is more effective the more
EPSs there are. In this implementation, a maximum of two
EPSs could be connected, but screen update processing could
not be performed in parallel, resulting in unnecessary power
consumption. In the future, we will work on implementation
to increase the number of EPSs controlled by NNEPS and aim
to compare with existing products.
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Abstract—In research on traffic flow analysis, computer vision
methods using camera images have been the predominant ap-
proach. However, using cameras for flow line analysis presents
challenges, such as creating blind spots caused by obstructions
such as people or objects. Additionally, privacy concerns arise.
These issues can be mitigated using floor pressure sensors for
flow line analysis. To successfully perform flow line analysis
with these sensors, it is essential to identify individuals based
on factors such as weight, stride length, speed, and shoe type.
In this study, we developed a system to identify shoe types from
footprint pressure distribution using a neural network model.
Our focus was on three types of shoes: sneakers, room shoes,
and sandals. We collected data for each category and created a
recognition model, achieving an F-measure of 97.6% in the best
model. The primary challenges for practical implementation are
measurement time and durability.

Keywords-Sensors, Neural networks, Flow Line Analysis,
Pressure-Sensitive Conductive Sheet.

I. INTRODUCTION

Traffic flow analysis in environments such as retail stores,
factories, warehouses, and public facilities is crucial for en-
hancing productivity and mitigating risks. In response to these
needs, several image recognition methods using cameras have
been proposed in recent years [1]. Although these camera-
based methods offer the benefit of using existing surveillance
infrastructure, they have considerable drawbacks, including
difficulties in detecting overlapping people or objects, which
can create blind spots. Additionally, the installation of cam-
eras is often hindered by privacy concerns. However, these
challenges can be circumvented using floor pressure sensors
as an alternative to cameras, which effectively address both
blind spots and privacy issues.

The pressure-sensitive conductive sheet Velostat can be used
to create pressure sensors for installation on floors [2]. Velostat
has the characteristic of reducing resistance when pressure is
applied, allowing for pressure measurements based on changes
in voltage. The benefits of Velostat include its low cost, ease
of arrangement modifications, high density of measurement
points, and excellent portability.

In a previous study on object identification using pressure
sensors with Velostat, Yuan et al. [3] successfully identified ten
different objects, including Lego pieces, a bottle, and an iron
block. However, there have been no studies using Velostat-
based pressure sensors for flow line analysis.

To perform traffic flow analysis, it is essential to determine
whether footprints originate from the same individual. Iden-
tifying a person through their footprints involves analyzing

Figure 1. (a) Structure of pressure sensor (b) Created pressure sensor.

various factors, including weight, stride length, walking speed,
and shoe type. In this study, we developed a floor pressure
sensor using Velostat and a neural network model using sensor
data to identify footwear.

The rest of the paper is structured as follows. In Section II,
we present the pressure sensor. In Section III, we describe the
recognition model. Section IV has the results and discussion.
We conclude the article in Section V.

II. PRESSURE SENSOR

The pressure sensors used in this research were constructed
using Velostat, copper foil tape, and an Arduino platform.

The sensor we developed has copper foil tapes that are 5 mm
wide and spaced 20 mm apart, arranged in a grid formation
consisting of 12 tapes both vertically and horizontally, totaling
144 measurement points (Figure 1).

For power transmission, the Arduino’s digital pin is directly
connected to the copper foil tape aligned parallel to the strip
of Velostat. For data reception, the copper foil tape located at
the point where it intersects vertically with the strip of Velostat
is connected directly to the Arduino’s analog pin to measure
voltage, which is then linked to ground through a 1 kΩ resistor.

Pressure is measured using the following procedure. First,
the Arduino sequentially sends electrical signals to the 12 cop-
per foil tapes positioned parallel to the Velostat. Next, Arduino
measures the voltage across all the copper foil tapes on the
opposite side while supplying electricity to each individual
tape. This process is repeated every 100 ms.

III. RECOGNITION MODEL

A. Structure of the neural network model

The neural network model used for identification is struc-
tured with an input layer, three hidden layers, and an output
layer. The input layer takes in raw sensor data, comprising 12
× 12 = 144 nodes. Each of the three hidden layers is a fully
connected layer, containing 6 × 6 = 36 nodes. The output layer
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Figure 2. Shoes used for data collection.

Figure 3. F-measure graph.

generates probabilities for each of the three types of shoes:
sneakers, room shoes, and sandals. The model uses Rectified
Linear Unit (ReLU) as the activation function for all layers.
The optimizer employed is Stochastic Gradient Descent, set
with a learning rate of 0.8, whereas the loss function used is
cross-entropy loss.

B. Collection of Training Data

Three types of shoes were selected for classification: sneak-
ers, room shoes, and sandals (Figure 2). A 1.5 kg weight was
placed inside each shoe.

During the data collection process, the sensor was first
calibrated for at least 5 s without any weight. The shoe was
then placed on the sensor and allowed to rest for a few seconds
before measuring the pressure distribution.

Each shoe underwent this measurement process 50 times,
resulting in a total of 150 data points per sensor. Additionally,
there were two different waiting times (5 and 10 s) between
placing the shoe on the sensor and measuring the pressure. In
total, 900 data points were collected, comprising two waiting
times and three sensors. We refer to this collection as the
normal dataset. We also created a rotated dataset by rotating
the normal dataset 90, 180, and 270 degrees. Furthermore, we
created a merged dataset that consolidated the data without
differentiating between sensors.

The collected data were split into training, validation, and
test sets with a random distribution. The ratio for all datasets
is 70:15:15.

IV. RESULTS AND DISCUSSION

Figure 3 shows the F-measure for each dataset.
During a waiting period of 10 s, both normal and rotated

measurements exceed 5 s. Possible reasons for this include
unresolved noise, such as vibrations generated when the shoe
is placed on the sensor, which may not dissipate in 5 s, and
insufficient power from the Arduino, which can delay voltage
recovery.

For each sensor, measurements under normal conditions
during the 10-s waiting period were higher than rotated data.
This occurs because the sensor’s sensitivity characteristics
become more pronounced over time. While the model can
estimate sensitivity bias using normal data, it struggles with
data from rotated measurements. Factors contributing to this
biased sensitivity may include non-uniform resistance of the
Velostat, errors in sensor fabrication, and degradation from
use.

This sensor has been designed primarily for traffic flow
analysis. In practical traffic flow analysis, multiple sensors will
be deployed, making it impractical to retrain the model with
each new sensor. Therefore, using the rotated data method for
data collection is advantageous because it mitigates the risk of
sensor sensitivity bias and facilitates an easy increase in the
training dataset.

V. CONCLUSION

In this paper, we developed a pressure sensor using a
pressure-sensitive conductive sheet called Velostat coupled
with a neural network model to identify different types of
shoes. We performed experiments with three different shoe
types. The trained model achieved an impressive F-measure of
97.6%. Using a rotated dataset proved to be the most effective
approach for real-world applications because it involved rotat-
ing the data every 90 degrees, thereby eliminating sensitivity
bias from each sensor.

The following challenges may arise when performing an
actual flow line analysis. In this study, experiments were per-
formed using 1.5 kg weights placed inside the shoe. However,
the pressure readings could surpass the measurable range when
an individual walks on the sensor. To obtain accurate pressure
distribution, measurements were recorded several seconds after
placing the shoe on the sensor. However, this waiting period
is not practical in real-world analyses. Additionally, while this
research used three different types of shoes, there are many
more types in reality, some of which are more difficult to
identify.

To address the issues identified in this research and improve
our responses to projected situations, we will further develop
the following sensors and applications: a sensor with improved
response time and durability, a system capable of managing
multiple sensor errors, and a system that can identify individ-
uals based on various feature values.
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