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Ability of Acoustic Sensor Devices for Medical Analysis 
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Abstract—There is an increasing demand to monitor course of 
disease or therapy success of certain diseases via determining 
concentrations of specific protein markers in blood. For such 
biomedical applications implying the detection of multiple 
proteins a cost-effective and rapid analysis system with small 
sample consumption is required. Biosensor packaging is a 
useful means to interface the biosensor with the surroundings 
while ensuring its integrity and performance. We recently 
developed surface acoustic wave (SAW) biosensor chips, which 
allow the label-free, sensitive and cost-effective detection of 
proteins. For that, single SAW devices first are embedded in 
polymer housings, however, the sensitive sensor area still 
remains accessible for surface modification. The sensor surface 
is modified with capture molecules binding specifically to the 
analyte. Unspecific binding reactions are prevented via 
intermediate hydrogel layers, such as dextran. Advantages of 
those SAW biosensor chips are simple handling, low 
consumption of chemicals used in the coating process and 
enabling parallel analysis of multiple analytes in one sample. 
Hence, when applying biosensor surface modifications to a 
packaging, it is essential that both the effect on the housing and 
the impact on the biosensor signal response in a subsequent 
assay are investigated. Our housed SAW chips enable a user-
friendly, easy and rapid way to detect different clinical 
analytes.  

Keywords-SAW biosensors; array; point-of-care; cancer 
diagnosis  

I.  INTRODUCTION  

In many cases, it is possible to diagnose diseases, such as 
cancer, via determining concentrations of several specific 
protein markers in blood to create a marker profile of the 
patient. Such a marker profile can also be used for 
monitoring the success of the therapy applied to cure those 
diseases. For example, therapy of breast cancer patients often 
has to be modified to achieve best possible chances for 
healing. In many cases, the critical time already lies within 
the first six weeks after therapy start [1]. For such Point of 
Care (POC) applications based on the detection of multiple 
proteins analytes in one sample a cost-effective and rapid 
analysis system with small sample consumption is required.  

It has been shown by numerous publications [2] and 
patents [3] that biosensors allow rapid and accurate detection 
and determination of analyte concentrations in a 
comparatively easy way. Still, compared to the scientific 
output, the number of complete biosensor systems which are 
actually commercialized is rather small. One of the reasons 
could be that research projects often deal with optimization 

of individual biosensor system components only, but real 
system integration into a reliable instrumentation is 
neglected [4]. System integration includes, among others, the 
protection of the biosensor element in the system against 
external negative influences, while its mechanical, electrical, 
and biological integrity is ensured, for instance, accessibility 
to sample solutions. These requirements can be met with an 
appropriate biosensor packaging which provides both 
mechanical protection and suitable connections to the 
system’s surroundings required for operation, such as a 
fluidic delivery system [5].  

SAW biosensors allow the label-free, sensitive and cost-
effective detection of biomolecules. They have been applied 
successfully to detect proteins, desoxyribonucleic acid 
(DNA) and bacteria [6]. For the detection of proteins the 
sensor surface is modified with capture molecules, specific 
analyte binding partner. Unspecific binding reactions were 
prevented by coupling the binding molecules via an 
intermediate hydrogel layer, such as dextran, on the sensor 
surface. This is a crucial issue for all biosensors based on 
label-free detection of analytes in serum samples due to the 
high protein background [7].  Capture molecules can be 
immobilized by amine coupling via reactive esters using a 
carbodiimide, e.g., 1-ethyl-3-(3-dimethylaminopropyl)carbo-
diimide (EDC), and N-hydroxysuccinimide (NHS). Due to 
its flexibility, relative ease of use, high coupling yields and 
robustness, the EDC/NHS coupling procedure is the most 
frequently employed immobilization method [8]. Therefore, 
if hydrogel layers supply amino groups instead of carboxyl 
groups, it might be useful to convert the amino groups to 
carboxyl groups prior to protein coupling, e.g., by means of 
dicarboxylic acid anhydrides [9], to obtain a higher coupling 
yield. 

Our previous set-up was used successfully in several 
affinity binding experiments [10], however, it is not suited 
for medical applications: Aside from the SAW device itself it 
consists of non-disposable components making it 
inappropriate for a POC device.  

We recently developed a SAW biosensor system consists 
of a SAW device embedded in a polymer housing, which is 
connected to an external flow injection analysis (FIA) 
system. Using acoustic biosensors, such as SAW biosensors, 
it additionally has to be considered that aside from mass 
change the change of viscoelasticity of the sensing layer 
(including layer thickness and penetration depth of the 
SAW) also contributes to the SAW biosensor signal 
response. The effect of the latter strongly depends on the 
morphology of the sensing layer and hence could be 

1Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-208-0
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influenced by the surface modification procedure [11] [12]. 
To guarantee the suitability of a newly developed biosensor 
chip, after ensuring intactness of the materials involved, it is 
essential to test the effect of this procedure in a subsequent 
binding experiment. This will be shown in the following, by  
using the example of streptavidin/biotin assay. 

 

II. MATERIALS AND METHODS  

A. SAW device and fluidic set-up 

The shear horizontal SAW resonator is based on a small 
(4 x 4 mm²) 36°YX-LiTaO3 device with gold transducers 
and has a frequency of operation of 428.5 MHz. SAW 
measurements were performed in an oscillator circuit 
developed in-house with the SAW resonator as frequency-
determining element. Difference frequencies relative to a 
permanently oscillating reference oscillator, featuring a 
constant frequency in the range of 434 MHz, were used as 
signal output. The frequency resolution was 1 Hz. 
Experiments were performed using a flow injection analysis 
(FIA) system equipped with two peristaltic pumps (Ismatec, 
Wertheim, Germany) and an injection valve (Besta-Technik, 
Wilhelmsfeld, Germany). PTFE tubes served as connections 
between single units and as sample loop. The SAW resonator 
was included by means of a flow cell which was designed as 
part of an electronic circuit board integrated in the oscillator 
unit. The SAW device was mounted upside down onto 
isolated contact pads on the electronic board and coupled 
capacitively. The milled flow channel in between the contact 
pads allowed the fluid to pass along the SAW path. Details 
of the previous measurement setup (Fig. 1) have been 
described earlier [10].  

Our new developed SAW chips were mounted in a flow 
cell adapter, which connects the sensor device with FIA 
system (Fig. 2). The principle of measurement setup is the 
same as aforementioned.  

 

B. Parylene coating 

All SAW devices used in the following experiments were 
first coated with 0.1 µm parylene C to obtain a chemically 
homogeneous surface. This improves success and 
reproducibility of further preparation steps. Details of the 
process have been published earlier [10].  

C. Covalent binding of hydrogel 

Aminodextrane (AMD) with Mr 3.000 was used as 
intermediate hydrogel layer. The parylene C layer was 
activated by oxidation via plasma treatment and subsequent 
silanization with (3-glycidyloxypropyl)trimethoxysilane. 
After rinsing with acetone the sensors were treated overnight 
with an aqueous solution of hydrogel, c = 2 mg/ml. Then 
sensors were rinsed thoroughly with bidestilled water and 
dried. 

D. Immobilization of biotinylated BSA (b-BSA) 

The affinity system of streptavidin with biotin was used 
for exemplary measurements. The capture molecule b-BSA 

was immobilized on the AMD coated sensors. The amino 
groups were converted to carboxyl groups via glutaric 
anhydride dissolved in aqueous solution, c = 2 mg/µl. Details 
of the process have been published earlier [11]. Protein 
immobilization was performed on-line by means of the 
external FIA system. Phosphate-buffered saline (PBS) was 
used as carrier stream. First, the carboxylized surface was 
activated with a solution of 0.05 M N-hydroxy succinimide 
and 0.2 M N-(3-dimethylamino-propyl)-N’-ethylcarbodi-
imide hydrochloride in bidistilled water and rinsed with PBS. 
Second, the surface was incubated with a solution of 1.8 µM 
b-BSA in acetate buffer, pH 5, and rinsed with PBS. Third, 
the remaining reactive groups on the surface were 
deactivated by flushing with a solution of 1 M ethanolamine, 
pH 8.5. After rinsing with PBS, the sensor was immediately 
used for the assay. 

E. Streptavidin assay 

Experiments were performed with PBS, pH 7.4, as carrier 
stream. The flow rate was set to 0.05 ml/min. Samples were 
loaded in the sample loop, injected into the carrier stream via 
the injection valve, and transported to the sensor. The 
injection interval was set to 60-300 s. After each injection 
the sensor was rinsed with PBS. Sensors with covalently 
immobilized b-BSA or BSA were used. Samples containing, 
c = 0 (1; 5; 10) µg/ml streptavidin were injected in the carrier 
stream. 

 

III. RESULTS AND DISCUSSION 

SAW biosensors enable label-free and direct detection of 
DNA, proteins, and bacteria in real-time. Aiming at multi-
parameter analysis, we developed a disposable SAW 
biosensor chip based on an array-compatible biosensor 
housing  which encapsulated a SAW sensor (Fig. 1 A) except 
for an opening in the area of the active sensing structure (Fig. 
2 A) to permit common surface modification steps for 
immobilizing the sensing layer as described in section II. 

The effects of the packaging of the newly developed 
SAW biosensor chips on the signal responses were compared 
to those of the previous SAW biosensor devices to 
investigate the suitability of the new housing regarding the 
biosensor’s performance. Therefore, SAW measurements 
based on the affinity system streptavidin/biotin were 
performed with SAW biosensors integrated in the flow cell 
(Fig.1) and with newly developed SAW biosensor chips in 
the flow cell adapter (Fig.2) with the external FIA system. 
Biotinylated BSA was immobilized on the SAW sensor 
surface via an intermediate AMD layer, samples contained 
streptavidin. Each sensor was tested by injection of several 
concentrations of streptavidin, c = 0 (1; 5; 10) µg/ml. 
Exemplary signal responses are shown in Figure 3, the 
signals were reproducible (data not shown). Using a sensor 
with immobilized binding partner, i.e., b-BSA, the SAW 
signal response increases with higher concentrations of 
streptavidin until saturation is reached (Fig. 3A).  
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In this work, the ability of the use of SAW biosensor for 
specific protein detection was shown with measurements in 
our previous flow cell in general. Significant streptavidin 
signals were obtained when the corresponding binding 
partner, b-BSA, was immobilized on the SAW biosensor 
surface. Aside from being specific, direct and label-free, the 
protein binding is monitored time-resolved enabling the 
determination of kinetic parameters of the binding reaction. 
However, the SAW set-up with flow cell is not suitable for 
medical applications. It contains mainly non-disposable 
components which could lead to carry-over effects between 
different measurements. An additional disadvantage is the 
comparatively large dimensions of flow cell (and tubing) 
leading to a significant delay of signal response times and 
increase of sample volumes. In consequence, the flow cells 
are not array compatible.  

 

     A  B  C                                               

Figure 1.  Previous set-up with inserting of the SAW device. SAW device 
(a), flow cell, open (b) and flow cell, closed.  

 

 
  A  B  C                                                  

Therefore, we investigated if inserting SAW devices in 
disposable polymer housings are not only enable simple 
handling and reduction of coating chemicals but also the 
signal response of streptavidin assay is comparable to those 
obtained with unpacked SAW devices. The signal response 
of SAW biosensor chips resulting from binding of different 
concentrations of streptavidin to b-BSA on the surface is 
significantly higher (Fig. 3 B) than obtained with the 
previous set-up (Fig. 3 A). We think that the increased 
signals obtained with SAW biosensor chips result from the 
different channel geometry of the two described setups. In 
consequence, this would apply the use of SAW biosensor 
chip system to develop a suitable platform for biomedical 
applications.  

Figure 2.  Current set-up with inserting of the SAW chip. SAW chip 
(SAW device embedded in a polymer housing) (A), cavity of flow cell 

adapter, open (B) and flow cell adapter, closed (C). 
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Figure 3.  Streptavidin assay. Typical measurement curves of the SAW biosensor. Biotinylated BSA  immobilized on sensor surface coated with AMD 
3.000. Different concentrations of  streptavidin (0 – 10 µg/ml) were used as analyte.  (A) Previous set-up with SAW devices. (B) Actual set-up with housed 

SAW devices (B).

IV. CONCLUSIONS AND FUTURE WORK 

We presented a set-up for analysis of future POC 
applications. In particular, this set-up offers a simple and 
cost-effective method for the detection of multiple protein 

analytes out of one sample, i.e., a protein marker profile. 
Such a profile could give a quick answer about the state of  
health of a patient (Figure 4) allowing an immediate 
adaptation of therapy. In the next step, the SAW biosensor 
chip array is optimized for biological applications with 
regard to real samples and required detection limits.  
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In this work, we investigated that surface modification 
procedure established for unpacked SAW biosensors was 
successfully adapted to SAW biosensor chips in which the 
SAW devices were integrated in polymer housings. SAW 
biosensor signal responses obtained with 
streptavidin/biotin affinity system were not only similar to 
signals obtained with the previous setup, but even higher. 
Therefore, SAW biosensor chips permit a better biosensor 
efficiency.  Our housed SAW chips will now used for 
medical applications, e.g., detection of different disease 
markers.  
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Abstract—A cell chip is an useful tool for the toxicity 
assessment of various kinds of chemicals, drugs or 
nanomaterials. Nanoscale film was fabricated on a conducting 
electrode surface to establish a cell-friendly environment which 
is effective for increasing cell adhesion, spreading and 
proliferations. Biofilm was further developed to three 
dimensional peptide nanopillar arrays which were more 
efficient than two dimensional peptide film in regard to various 
kinds of cellular functions. The electrochemical signals 
obtained from cells were found to be proportional to the cell 
viability which can be used as indicator for the toxicity 
evaluation of various kinds of toxic chemicals and 
nanomaterials quickly and sensitively. Surface-enhanced 
Raman spectroscopy (SERS) was further developed as 
powerful supplementary tool to identify cell cycles at different 
stage, to distinguish different cell lines, to discriminate alive- or 
dead- cells and to investigate toxicity of anticancer drugs on 
target cells. The combination of electrical detection and SERS 
technique was found to be excellent to investigate the changes 
of intracellular composition of cells, as well as to study the 
internal redox properties of single neural cell. Proposed cell 
chip based on spectroelectrochemical technique that combined 
electrochemical and SERS methods can be applied as an in 
vitro analysis tool in various kinds of biotechnology fields. 

Keywords-Toxicity assessment; Spectroelectrochemical 
method; Surface-enhanced Raman spectroscopy; Cell chip 

I.  INTRODUCTION 
In vitro techniques are efficient tools for the assessment 

of toxic effects of newly developed chemicals and 
environmental toxins on human beings, as well as for the 
cytological diagnosis which are not possible in DNA-, 
proteins- or even animal-based researches [1-2]. However, 
most of the in vitro methods utilize optical and/or biological 
tools that are laborious and hard to integrate. Moreover, 
materials containing fluorescence dyes or fluorphores itself 
used for cellular study can cause light/fluoresence 
interference and also cause the variations of optical signals 
that directly affect the determination of cell viability [3]. A 
variety of electrochemical methods have been carried out to 
detect the cell viability without utilizing optical sources, such 
as electrochemical impedance spectroscopy (EIS), 
amperometry and cyclic voltammetry (CV) [4-6]. Most of 
these techniques showed proper performance for the 
detection of cell viability; however, the sensitivity of 
electrochemical methods was found to be not enough to 
overcome the problems of conventional optical techniques.  

We have previously reported a cell-based chip composed 
of nano-scale peptide layer to attach cells directly on 
electrode surface and to enhance the sensitivity of 

electrochemical signals [7-9]. Since the intensities of redox 
signal generated or transferred from cells are the indicator of 
cell viability, establishment of cell-friendly environment on 
the artificial electrode surface using biomaterials is most 
important factor for the enhancement of sensitivity of cell 
chip. RGD-MAP-C peptide, a peptide containing arginine-
glycine-aspartic acid (RGD) and cysteine terminal, was 
proved as very effective material for enhancing cell 
proliferation and electrochemical signals of cells [10-11]. 
The RGD-MAP-C peptide modified cell chip further used as 
efficient drug screening tool that successfully monitoring the 
effects of various kinds of anticancer drugs on cancer cells 
with high sensitivity and reproducibility.  

In this paper, we report a cell chip composed RGD-
MAP-C peptide layer or nanopillar array to detect 
electrochemical characteristics of neural cells and to evaluate 
the toxicity of environmental toxins, chemicals and 
nanoparticles. Surface-enhanced Raman spectroscopy 
(SERS) technique was further utilized to detect intracellular 
composition of target cells, as well as to assess the toxicity of 
anticancer drugs on several cell lines. Finally, both 
electrochemical and SERS methods were combined as 
spectroelectrochemical tool to monitor the changes of cell 
viability and bio-composition of target cells simultaneously 
(Fig. 1). 

II.  TOXICITY ASSESSMENT BASED ON ELECTROCHEMICAL 
METHODS 

Although the exact origin of redox signals generated 
from cells were not fully discovered yet, electrochemical 
tools are still very effective label-free tool for the 
determination cell viability. The redox signals obtained 
from target cells can be translated to cell viability which are 
excellent indicator for assessing various kinds of materials 
of interest. Almost all of the materials including drugs, 
chemicals, biological materials and even nanoparticles are 
the candidates whose toxicity can be assessed by cell chip 
based on electrochemical tools. 

A. Modification of cell chip using RGD-MAP-C peptide 
Cell-friendly environment was established by using 

RGD-MAP-C synthetic peptide. Since RGD-MAP-C peptide 
contains cysteine residue at the end of its sequence, 
nanoscale RGD peptide film was fabricated by simple self-
assembly technique via strong Au-S bond. RGD peptide film 
was very effective for enhancing cell adhesion on the 
artificial electrode surface; however, peptide that physically 
absorbed on the electrode surface increased the thickness of 
biofilm and contributed to increase of the resistance between 
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cell and electrode interface which was a big barrier for 
enhancing the sensitivity of cell chip based on 
electrochemical methods.  

Anodic aluminum oxide (AAO) mask consist of 
homogeneous cylindrical nanopores was used to fabricate 
peptide nanopatterned array on the artificial electrode surface 
[12]. The structures of peptide could be easily controlled by 
adjusting the concentrations of RGD-MAP-C peptide that 
resulted in the different shapes of peptide structures such as 
nanodots, nanorods and nanopillars. The peptide nanopillar 
array among several RGD peptide nanopatterned array was 
found to provide the best condition for enhancing various 
kinds of cell functions including cell adhesion, spreading and 
proliferation rates. The enhanced cell functions contributed 
to the increase of sensitivity of cell chip which was 50% 
higher than RGD-MAP-C peptide monolayered surface [13]. 

B. Toxicity assessment of environmental toxins  
Cells on RGD-MAP-C functionalized surface were 

exposed to two kinds of toxic chemicals to assess its 
cytotoxicity on neural cells. 2,2’,4,4’,5,5’-
Hexachlorobiphenyl (PCB) was exposed to rat neural cancer 
(PC12) cells for 24 hours and its toxicity was analyzed by 
differential pulse voltammetry. Current intensities 
representing cell viability were linearly decreased with 
increasing the concentrations of PCB from 40nM to 80nM 
[13]. In case of bisphenol A (BPA), a common plastic 
monomer widely used in the manufacture products, dual-
mode correlation was found between the concentrations of 
BPA and the current intensities from neural cells (SH-SY5Y). 
The intensities of peak current increased with the 
concentration of BPA up to 300nM and then start to decrease 
at the concentration of BPA above 300 nM due to the 
stimulation and cytotoxic effects of BPA on cancer cells, 
respectively [14].  

C. Toxicity assessment of nanoparticles 
Next, we tested potential cytotoxicity of two kinds of 

nanomaterials which have been widely applied in various 
kinds of cell-based research fields. 100nm-sized silica 
nanoparticles (SNP) with positive charge on its surface were 
added to SH-SY5Y cells on chip and its toxicity was 
evaluated by cyclic voltammetry (CV). 50 μg/ml SNP was 
found to be slightly toxic for neural cells; however, acute 
toxicity was found at 200 μg/ml SNP that decreased the 
current intensity as almost 70% versus control group [15]. 
We also evaluated the cytotoxicity of mercaptoacetic acid 
(MAA) functionalized green- and red-emitting CdSe/ZnS 
quantum dots (QDs) via CV (Fig 2a, c). Cathodic (Epc) and 
anodic potential (Epa) of neuroblastoma cells were 210mV 
and 290mV, respectively, and the Epc values were used as 
indicators for determining cell viability. As a result, red-
emitting QDs (6.3nm in diameter) were found to decrease 
cell viability slightly at 5 μg/ml while green-emitting QDs 
(2.1nm in diameter) hugely decreased cell viability at 1 
μg/ml (Fig. 2b). Huge decrease of cell viability was observed 
when cells were exposed to 30 μg/ml of red-emitting QDs, 
indicating that green-emitting QDs were more toxic for the 
human neural cells than red-emitting QDs (Fig. 2d).  

D. Toxicity assessment of graphene oxide  
Graphene, planar sheets of carbon atoms densely packed 

in a honeycomb structure, is an excellent conducting material 
with high optical transparency and rigidity. Unlike graphene, 
graphene oxide (GO) is an insulating material that contains 
many hydroxyl groups on its surface suitable for drug 
carriers and/or photothermal therapeutic agents. Hence, we 
evaluated the toxicity of GO nanopellets using neural stem 
cell chip. Unfortunately, GO itself was found to be toxic for 
human neural stem cells even at the low concentration of GO 
(25 μg/ml). Similar toxicity was found from MTT viability 
assay, indicating that GO have acute toxicity for human 
neural cells and should be functionalized with cell-friendly 
materials to reduce its toxicity.  

III. TOXICITY ASSESSMENT BASED ON  
SERS METHOD 

SERS phenomenon offers an exciting opportunity to 
overcome the weak intensity of normal Raman method. 
Using the SERS technique, the intensity of Raman signal can 
be increased by the structured metal surface and measured 
effectively by low laser power with short signal acquisition 
time suitable for biological applications. Although metal 
nanostructures or nanogaps are essential for the enhancement 
of Raman signals, SERS method is still powerful for 
detecting the toxicity of target materials on cells with high 
sensitivity.  
A. Fabrication of SERS-active surface 

Since the enhancement of Raman signal is generated in 
‘hot spots’ which normally exist in the gap between the 
metal nanostructures, a great deal of attention has been 
focused on synthesis of shape-controlled SERS structures 
with different morphologies. However, a fabrication of 
SERS-active surface was found to have numerous problems 
such as low signal enhancement, uniformity and further 
removal process of the template and/or byproducts. 
Therefore, an improved technique for fabrication of the 
substrate that enhance Raman signal effectively is still 
crucial for more effective enhancement of Raman signals. 
We fabricated uniformly deposited Au nanopatterned surface 
on an ITO electrode using AAO mask as a template, which 
provides low signal variances with high intensity and 
reproducibility of SERS signals [16].  

The superiority of AAO-assisted Au nanopatterned ITO 
substrate as SERS-active surface was confirmed by 
comparing the signals intensities and variations of peak 
intensities of aminothiophenol (ATP) with that from 
randomly distributed Au nanoparticle on ITO surface. The 
Raman signals of PATP/Au nanopatterned surface from nine 
different positions showed significantly enhanced signal 
intensities with very low variations. These results indicate 
that the newly fabricated SERS-active surface is proper for 
analyzing the characteristics of cells and also useful for 
assessing the toxicity of various kinds of chemicals. 
B. Characterization of target cells  

The intracellular composition of target cells was 
detectable by analyzing each peak from various kinds of cell 
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lines [17]. Based on the Raman spectra of each cell, 
identification of different cancer cell lines was also possible 
using SERS method due to the difference of intracellular 
composition of each cell. We also successfully characterized 
the difference between normal and cancer cells which was 
derived from same organ and species. From the results, we 
concluded that cancer cell might express more proteins 
containing β-pleated sheet structures than normal cell, which 
induce the mitotic activity. The discrimination of alive- or 
dead- cells were also available by comparing the Raman 
spectra obtained from each cell. 

C. Toxicity assessment of anticancer drugs 
Cells were treated with anticancer drug to confirm the 

application potentialities of cell chip based on SERS method 
as effective in vitro analysis tool. Living HepG2 cells were 
exposed to hydroxyurea (200 μM) and the Raman spectra 
from HepG2 cells was recorded 5 times in 24 hours to assess 
the time-dependent toxicity of hydroxyurea. Intensities of 
several peaks in Raman spectra were found to decrease in 
time-dependent manner, indicating that the changes of cell 
viability can be sensitively measured by SERS method [18].  

IV. TOXICITY ASSESSMENT BASED ON 
SPECTROELECTROCHEMICAL METHOD 

Integration of electrochemical and SERS method is not 
simple process; however, this combined technology can give 
an opportunity to investigate the biochemical changes of 
various kinds of cellular components (signaling molecules, 
DNA/RNA, proteins, enzymes, etc.) simply and sensitively. 
Hence, we combined linear sweep voltammetry and SERS as 
spectroelectrochemical tool to evaluate the toxicity of 
anticancer drug on neural cancer cells precisely. The DNA 
components in Raman spectra and the electrochemical 
responses of PC12 cells were significantly decreased when 
cells were exposed to 50 μM cisplatin for 24 hours (data not 
shown). Hence, we concluded that the proposed 
spectroelectrochemical tool provide many invaluable 
information including the damages caused by anticancer 
drugs for whole cells, single cell and even for the specific 
region in single cell, which is not possible in conventional in 
vitro tool, electrochemical and SERS method itself. 

V. CONCLUSION 
A cell chip was fabricated to determine toxicity of 

various kinds of environmental toxins, drugs and functional 
nanoparticles based on electrochemical and/or SERS method. 
Both electrochemical and SERS method were proved as 
suitable in vitro tool for evaluating the cytotoxicity of 
materials that showed high sensitivity and reproducibility. 
Remarkably, electrochemical method was found to be more 
proper than SERS for the toxicity assessment on large 
numbers of cells, while SERS method showed superior 
characteristics to voltammetric tool for the toxicity 
evaluation of specific materials on single cell and/or the 
specific region in single cell. Hence, the proposed cell chip 
based on spectroelectrochemical technique that enables both 
electrochemical and Raman analysis is very promising for 
toxicity assessment, drug screening and diagnostics. 
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Figure 1. Schematic diagram of cell chip based on spectroelectrochemical method. A Gold attached transparent ITO electrode was 
first modified with RGD-MAP-C peptide for successful cell adhesion on the artificial electrode surface. RGD-MAP-C peptide can 

be directly self-assembled on the gold surface due to the cysteine residue via Au-S bond. After the cell adhesion, both 
electrochemical and Raman spectroscopy can be applied for intensive cell analysis. 

 
 

Figure 2. Voltammetric response of SH-SY5Y cells treated with different concentrations of (a) Red-MAA QDs and (c) Green-MAA 
QDs. (b) and (d) represent the intensities of cathodic currents (Ipc) obtained from (a) and (c), respectively. Data represent mean ± SE 
of three different experiments under similar condition. Cyclic voltammetry was measured using phosphate buffered saline (10mM, 

pH 7.4) as electrolyte at a scan rate of 50mV s-1. 
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Abstract—Vibration analysis is a promising approach in
order to detect early hip prosthesis loosening, with the potential
to extend the range of diagnostic tools currently available in
clinical routine. Ongoing research efforts and developments in
the area of smart implants, which integrate sensors, wireless
power supply, communication and signal processing, provide
means to obtain valuable in vivo information otherwise not
available. In the current work a medical wireless measurement
system is presented, which is integrated in the femoral head
of a hip prosthesis. The passive miniaturized system includes
a 3-axis acceleration sensor and signal pre-processing through
a lock-in amplifier circuit. Bidirectional data communication
and power supply is reached through inductive coupling with
an operating frequency of 125 kHz in accordance with the ISO
18000-2 protocol standard. The system allows the acquisition
of the acceleration frequency response of the femur-prosthesis
system between 500 to 2500 Hz. Applied laboratory measure-
ments with system prototypes on artificial bones and integrated
prostheses demonstrate the feasibility of the measurement
system approach, clearly showing differences in the vibration
behavior due to an implant loosening.

Keywords-hip prosthesis loosening detection; vibration
analysis; wireless medical system.

I. INTRODUCTION

Established and widely used diagnostic techniques in
clinical routine, such as plain radiography, bone scintigraphy
or arthrography (subtraction or nuclear), are yet to unreliable
in order to determine the fixation state of a hip prosthesis in
the bone as for example discussed in [1],[2],[3]. Under these
circumstances, a reliable predication of the loosening state
is still challenging and leaves room for misinterpretation.
This leads to either revision of sufficiently osseointegrated
endoprostheses (false-positive result) or a late diagnosis with
bone stock destruction and difficulties in implant revision
(false-negative result ).

Therefore, there are continuing efforts to establish new
or enhance established diagnosis techniques to increase
sensitivity and specificity. In [4], a shaft integrated loosening
sensor based on the conservation of momentum theory is
described and evaluated with an oversized demonstrator; in
[5], an ultrasound based extracorporeal testing method is

transponder coil acceleration sensor

smarttag controller

femur

prosthesis 

femoral ball head 
integrated sensor tag

Figure 1. Medical wireless system (cross sectional cut) integrated in the
femoral head of the hip implant.

presented. A promising alternative approach to determine
the loosening state is vibration analysis, e.g., frequently used
in mechanical structural analysis. A measurement system,
capable of delivering amplitude and phase information of a
femurs’ frequency acceleration response due to a mechanical
excitation, is the required base to extract system resonance
frequencies. By monitoring the shift of these resonances,
predictions about the loosening state are possible. Several
early attempts used both extracorporeal vibration excitation
and extracorporeal acceleration measurement in order to
determine the system response in frequency or time domain.
Especially for an extracorporeal acceleration measurement
the obtained signal amplitude is heavily damped due to
the influence of tissue. Is a miniaturized system directly
incorporated into the prosthesis, as, e.g., realized by Puers
[6], the negative influences of tissue in the measurement
path are minimized. In difference to a previous realization
with a prosthesis shaft integrated system [7], a solution
with a femoral ball head integrated measurement system is
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presented (Fig. 1). Within this work the proposed overall
medical system is described, a detailed view of the integrated
lock-in amplifier is given and experimental results of ap-
plied measurements on an artificial bone-prosthesis system,
demonstrating the influence of loosening, are presented.

II. DIAGNOSTIC MEASUREMENT SYSTEM

The diagnostic measurement system (Fig. 2) consists of
two main components: the prosthesis integrated wireless
sensor system (intracorporeal unit) and a reader station
combined with a mechanical vibration excitation and mea-
surement system, both connected to a PC (extracorporeal
unit).

The wireless sensor tag is placed in the femoral ball head
of the hip implant, in difference to the previous placement
in the stem [7]. This approach follows the request of the
medical industry project partners due to the following rea-
sons: 1) it simplifies the manufacturing process (modifying
stems involves higher costs) 2) it permits an unproblematic
sterilization process (stems exhibit a special micro porous
surface coating supporting osseointegration, which requires
a gamma sterilization process with devastating effect on
integrated hard- and firmware) and 3) it reduces the required
number of system variations (there are less femoral ball
head types and embodiments). The intracorporeal system is
built around a freely programmable transponder unit called
Smart Tag 1 (Fraunhofer IPMS ST1). A solution on chip
designed specifically for transponder applications requiring
a sensor interface in order to monitor physical quantities
besides providing identification information. It includes a
16 bit MSP430 microcontroller core, 16 kByte Flash, 8
kByte RAM and 512 Byte EEPROM memory, 16 digital
I/O signals, 2 counter/interval timers, a Real-time clock, RF
front end, 10 bit A/D converter with four channels, I2C
bus module and an integrated voltage regulator. Wireless
energy transmission and bidirectional data communication
via inductive coupling and amplitude modulation between
tag and reader is in accordance to ISO 18000-2 standard
at a carrier frequency of 125 kHz. Transponder coil and a
tuning resonance capacity are connected directly to the chip.

In order to perform vibration analysis, the application
specific circuitry incorporates a low power acceleration
sensor (ADXL327, Analog Devices) for x, y and z axis
measurements with a mechanical resonance frequency of
5.5 kHz. It provides a typical measurement frequency range
(3dB cutoff frequency) of 0.5 to 1600 Hz in x, y direction
and 0.5 to 550 Hz in z direction and a typical mechanic
sensitivity of 420 mV/g with a measurement range of ±2.5g.
Since the acceleration sensor output is strongly affected by
noise, additional signal preprocessing is required. For this
purpose a lock-in amplifier, based on the chopper principle,
has been integrated in the sensor tag in order to improve the
signal-to-noise ratio.

Figure 2. Overview of the diagnostic measurement system.

The mechanic excitation system consists of an electro
dynamic vibration excitation (S50018, TIRAvib) with a
maximum force of 18 N (unloaded) and a working frequency
range from 2 Hz to 18 kHz. It is connected to a power
amplifier and measurement unit. Besides amplification of
the excitation signal provided by the reader, it is responsible
for measurements of excitation current and voltage as well
as acceleration and static pressure at the point of force
application. For a medical diagnosis system, these additional
measurements are necessary in order to detect faults and to
ensure reproducibility between different measurements.

The external reader unit is responsible for magnetic field
generation, data extraction and provides the low frequency
input signal for the sinusoidal mechanical vibration exci-
tation. Further measurement flow control, processing and
visualization of measurement data as well as data storage
and maintenance is carried out on a PC connected to the
reader.

III. INTEGRATED LOCK-IN MEASUREMENT

The lock-in measurement technique, as an application of
cross-correlation in signal processing, has been identified as
a very useful approach to reduce the noise influence in the
measured acceleration sensor signal [8]. It is integrated in
the wireless sensor tag as a discrete circuit. The approach
is feasible due to the facts that the mechanical system
(prosthesis, femur and surrounding tissue) is excited through
the shaker with a signal of known frequency and phase, the
acceleration response is time-periodic and shows a fix phase
relation for each frequency, and the mechanical excitation
signals frequency and phase information is available in the
wireless sensor tag in order to generate the lock-in reference
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signal. The integrated lock-in can be described through Eq.
1, in which UL is the voltage after applying the lock-
in technique, UM is the measured signal amplitude, ωM

the measured signal frequency, ωref the reference signal
frequency and φref the reference signal phase, which are
averaged over the time period T.

UL =
1

T

∫ t0+T

t0

UM sin(ωM t)︸ ︷︷ ︸
measured

· sin(ωref t+ φref )︸ ︷︷ ︸
reference

dt (1)

When the excitation signal has the same frequency as the
reference signal (ωM = ωref ) and an integration time from
0 ≤ t ≤ T is used, the integral solves to Eq. 2.

UL =
UM cos(φref )

2︸ ︷︷ ︸
wanted

+
UM

4Tω
· [sin(φref )− sin(φref + 2Tω)]︸ ︷︷ ︸

unwanted
(2)

The unwanted parts in Eq. 2 are of increasing influence in
the case of small integration times and signal frequencies.
If for a given frequency a phase match is reached (phase
difference φref = 0) the lock-in amplified signal reaches its
maximum signal output (Eq. 3).

UL =
UM

2
(3)

Due to technical constraints, such as available energy
and space in the sensor tag, the generation of a sinusoidal
reference can be to costly. In this case a periodic rectangular
signal can be used, as reference for the lock-in amplifier
(chopper principle), an approach also chosen for the sensor
tag. The associated special circumstances (i.e., higher order
harmonics) have been discussed in [7].

The acceleration sensor signal is AC coupled and split into
two signal paths, which are separately amplified (inverted
and non-inverted) and passed through a switch to an integra-
tor (low pass). Switching is controlled with the rectangular
reference signal (with ωref , φref ) by the transponder unit
ST1. The base frequency, for both excitation and lock-
in reference signal, is the 125 kHz telemetry frequency
of an internal oscillator (synchronized with reader station),
which is divided by the factor n. This leads to a large step
width with increasing frequencies. The controller can adjust
the phase shift to obtain measurements with an arbitrary
phase angle. A disadvantage of the chopper principle is the
occurrence of harmonics, due to the fact that the reference
signal is rectangular. These are damped by the low pass
before digitized through the 10 bit A/D converter in the
sensor tag.

The magnitude information, in general, is easier to in-
terpret in order to identify the initially unknown system
resonances. If the extrema of a single phase measurement
are evaluated a changing phase relation (i.e., change of

1000 2000 3000 4000 5000
−1.5

−1

−0.5

0

0.5

1

1.5

frequency f in Hz

re
al

 p
ar

t o
f m

ec
ha

ni
ca

l s
ys

te
m

 r
es

po
ns

e

 

 

PHI=0°
PHI=180°
PHI=  0°
PHI= 13°
PHI= 26°
PHI= 39°
PHI= 51°
PHI= 64°
PHI= 77°
PHI= 90°
PHI=103°
PHI=116°
PHI=129°
PHI=141°
PHI=154°
PHI=167°
PHI=180°

Figure 3. Influence of a varying reference phase onto real part of simu-
lated mechanical system response, leading to falsely interpreted resonance
frequency values (extremal value frequency in plot).

excitation or measurement equipment) can influence a deter-
mined extrema frequency value (Fig. 3). By performing two
measurements for each examined frequency (UL,A,UL,B),
with a 90◦ phase difference, the magnitude can be calculated.
The result is independent from an unknown reference phase
angle (Eq. 4) and the behavior of a dual phase lock-in
amplifier can be reproduced (regarding the magnitude).

|UL| =
√
U2
L,A + U2

L,B =
UM

2

√
cos(φref )2 + sin(φref )2

(4)
Fig. 4 and Fig. 5 demonstrate the feasibility of the ap-

proach with both numerically simulated and experimentally
obtained data from the measurement system. For the applied
measurements with the measurement system, the reference
phase value has been varied in steps of 10◦ between 0◦ and
90◦. For each frequency point the two consecutive measure-
ments (φref =x◦, φref =x◦+90◦) were made instantly after
each other.

IV. EXPERIMENTAL RESULTS

The overall system prototype has been tested in a mea-
surement setup, which allows a varying anchorage of a
prosthesis (Bicontact S, Aesculap) in an artificial femur
(Sawbone). The housed sensor tag prototype is placed at
the proximal end of the prosthesis stem and pressed onto
the stem (Fig. 6). A reproducible anchorage variation is
realized through threaded sleeves, placed in the artificial
femur, which are distributed evenly around the prosthesis. In
order to verify the feasibility of the measurement approach,
the influence of loosening (decreasing prosthesis anchorage)
on the resonance frequencies in the frequency spectrum
is of interest. Therefore, the mechanical setup focuses on
this behavior. Other influencing mechanical factors (i.e.,
surrounding tissue, hip and knee boundary conditions, etc.)
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Figure 4. Advantage of combining two measurements with 90◦ phase
difference - the calculated magnitude is independent from an unknown
phase angle of excitation and measurement path.
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Figure 5. Applied measurement with the INHUEPRO system on a
mechanical resonator around a resonance frequency with varied reference
phase (φref =0◦..90◦) of the lock-in amplifier. The top-left plot shows
the measurement in the first quadrant (φref =x◦), the top-right plot shows
the measurement in the second quadrant (φref =x◦+90◦), the bottom plot
shows the calculated magnitude (dashed line is averaged and additionally
interpolated to increase the frequency resolution since frequency step width
increases with increasing frequency). The magnitude response maxima
frequency is almost independent from the reference phase angle (φref ).

are not in the scope of this work. The femur-prosthesis
system is attached to an electro-dynamic vibration exciter
(TIRAvib S522). The mechanic connection is realized via
a clamp, placed at the central part of the femur, and a
thread bar attached to the shaker. The reader station (with
attached coil establishing communication and energy supply)
is connected to a PC running the user application. It also
provides the mechanic excitation signal for the shaker, which
is amplified by a power amplifier (TIRA BAA 60). During

Figure 6. Measurement example with a prosthesis integrated in an artificial
bone allowing an adjustable state of anchorage.
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Figure 7. Measurement example with an artificial bone and an artificial
prosthesis showing I. quadrant (0◦, referenced as real part, top) and II.
quadrant measurement (90◦, referenced as imaginary part, bottom).

the experiment the state of anchorage has been gradually
increased. For each measurement run, screws were fixed
step-by-step starting from the distal end, until the well fixed
case was reached. The obtained measurement results for a
measurement with an initially unknown phase (1. quadrant
measurement - claimed real part) and a measurement with
a 90◦ degree offset (2. quadrant measurement - claimed
imaginary part) are presented in Fig. 7. For each frequency
value the magnitude is calculated, which leads to the results
in Fig. 8. The first four magnitude resonance frequencies
where evaluated. The absolute values for each loosening case
as well as the frequency difference to the initial loose case
are presented in Fig. 9.

V. CONCLUSION AND FUTURE WORK

Vibration analysis can be a valuable extension in the range
of diagnostic measurement techniques and has the potential
to detect hip prosthesis loosening. Through integration of a
miniaturized vibration measurement system directly into the
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Figure 9. First four extracted resonances as identified with the diagnosis
system under the influence of a step-by-step increase of prosthesis fixation
(individual bars). The top plot shows the absolute frequency value for each
fixation step. The bottom plot shows the absolute difference to the initial
loose state.

implant, the damping effects of tissue in the measurement
path can be overcome. Different loosening states of the
implant can be distinguished in the mechanic frequency
response of the bone-prosthesis system as demonstrated in
the experimental section. In general, resonance frequencies
are shifted to lower values if the loosening increases. When
later on performing measurements with real patients, the
obtained frequency spectra will be very different between
patients (bone and tissue mass/stiffness, muscle tension,
etc.). Therefore, a reference data set, obtained from a mea-
surement after the hip replacement and finished prosthesis
osseointegration, is needed for each patient. It can serve as
a reference for long term patient monitoring and can be
part of a medical case database. Additional experiments, not

in the scope of this paper, indicate that mechanic cross-
sensitivities, such as static load or mass of surrounding
tissue, also influence the detected resonances and need fur-
ther analysis. Current work focuses on the identification of
additional affecting factors and their impact (e.g., influence
of lubrication) onto resonance shifts, the improvement of the
wireless data transmission within the challenging metal en-
vironment (stem and backing), an improved bio-compatible
housing and the preparation of the medical approval as
well as the development of meaningful data visualization
strategies supporting the diagnostic system.
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Abstract: Sensing of cow functional state of fertility is 
important for the cattle and diary industries. Usual medical 
techniques, like the hormone test in urine or milk and the 
liquid based cytology, are not ideal when farm environment is 
considered and there is a need to develop improved methods. 
The method presented in this paper is based on fiber optic 
capillaries techniques using neural network analysis. We have 
investigated the vaginal fluids of healthy cows and of those 
suffering from vaginits and have proved that the method 
allows establishing the estrous state and distinguishing between 
healthy and sick animals. We present the experimental setup 
and analyze various aspects of the sensor design and operation 
principle with special consideration to the ANN part. The 
results of the measured signals analysis of ANN training 
showed a correlation of 0.987 for estrus and 0.986 for the 
classification of functional state of fertile phase. The proposed 
sensor introduced automatically precise information of 
possible vaginitis obtained by establishing the presence of 
antibodies in the vaginal fluid.  

Keywords: cow estrous detection; cow vaginitis detection; 
leukocytes detection; fiber optic sensors, fiber optic capillary 
sensors.  

I.  INTRODUCTION 
The estrous cycle of cows has been investigated with 

increasing intensity in the recent years [1-8]. Nowadays, the 
estrous cycles of cows are often resynchronized [9]. Methods 
of fertile phase of estrus detection are under continuous 
investigation and improvement [10-18]. Mathematical, 
methods and methods using fuzzy logic have also been in 
development [19-20]. Of interest are methods using 
radiotelemetry [21] and the future may well see mobile radio 
networks being used for monitoring [22], in which case the 
energy consumption is an issue [23].  

The state of the art of estrus cycle determination was 
presented in a comparison of four methods for detection of 
estrus in dairy cows with resynchronized by artificial 
insemination estrus cycles by Cavalieri et al. [24]. In that 

study the sensitivity and predictive values of pedometers, 
radiotelemetric transmitters (HeatWatch) tail-paint and heat-
mount detectors were compared. The semi-laboratory 
method based on measuring the milk progesterone 
concentration was used as the reference standard for cows 
being in estrus. Sensitivity was defined as the percentage of 
estrus cows detected to the number of cows in estrus and the 
positive predictive value as the number of correct detections 
divided by the sum of correct and false positive detections. 
The conclusion was that all four methods gave over 80% of 
the sensitivity, with the pedometer method scoring lowest at 
81.4% and the tail-paint method scoring highest at 91.3%. In 
terms of positive predictive value, the results were closer and 
ranged from 87.5% for the pedometer method to 100% for 
the radiotelemetry method, with the other two methods 
showing about 92% predictive value [24]. 

An important problem of cow reproduction is keeping the 
health of the vaginal duct. These are known methods of 
veterinary medicine used for that purpose, but they are not 
automated and when the vaginal changes are visible the 
illness is usually seriously advanced. Moreover, the bacterial 
vaginitis can be in its initial and hidden state invisible [25]. 

Therefore, we set ourselves the following objectives: 
• To investigate and develop a sensor which would 

provide the information of functional state of fertility 
useable to make decisions on insemination of the 
cows with a significantly higher sensitivity than the 
existing field methods, 

• To develop a sensor which also could be operated in 
the farm environment, not only in laboratory 
environment, 

• A developing a method that would yield itself easily 
to automation, miniaturization and be of low cost, 

• To evaluate and further optimize the technology of 
fiber optic capillary sensors with artificial neural 
network analysis of data from the point of view of 
the above main objectives. 
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II. SENSOR SET-UP 

A. Principle of sensor work 
In this work we present new developments and advances 

on intelligent photonic sensors and their applications 
working on the principle of monitoring optical intensity 
changes that take place in dynamically forced measurement 
cycles that were first postulated in [26]. The sensors use fiber 
optic capillaries in which the phase of the filling liquid 
changes locally to gas when forced by local heating, while 
the propagation of light across the capillary is monitored, 
Fig. 1. Therefore, the sensors examine simultaneously many 
liquid parameters which are then processed in artificial 
neural networks [27]. When analyzing biological fluids, in 
order to achieve good reproducibility and to avoid cross-
contamination from sample to sample, it is advantageous to 
use disposable optrodes. The low cost of capillaries make 
their disposability practically possible [28].  

Before the test the capillary optrode is partially filed with 
liquid, after which both its ends are closed. Care must be 
taken that there are no bubbles of gas present after filling the 
optrode; otherwise the optrode has to be eliminated from the 
tests [29]. When the capillaries are filled uniformly by the 
liquid, the initial levels of reflected and scattered signals are 
measured. As the cow’s vaginal fluid in functional state is 
semitransparent, we expect initially high reflection signal 
levels and low scatter signal levels. When the bubble 
appears, the reflected and scatter signal decrease. 
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Figure 1.  Schematic construction of the capillary head. 

When the reflected signal decreases rapidly it gives the 
impulse to switch off the microheater. Depending on the 
thermo-dynamical conditions, the gas phase is absorbed in 
the liquid or remains in the form of a series of small bubbles. 
Due to structural changes in vaginal fluid induced by 
heating, the scattered signal can increase. 

B. Sensor construction 
The capillaries used in our experiments were cut into 10 

cm long sections from Polymicro Inc. TSP 700 850 fiber. 
They had both ends closed. In the measuring head we also 
installed large core optical fibers BFH 37-600 from 
Thorlabs, the outer diameter of cladding of which is almost 
the same as the outer diameter of the capillary. In the 
previous sensor construction for fertility phase examination 
we used separate bases and replaceable capillary optrodes 
[30]. In the present work we implemented improvements of 
the fiber positioning method in the head base, which were 
key factors for improvement of the repeatability of signal 
measured from head to head. We also introduced the 
detection of the scattered signal, Fig 1. As the light source 
we used the fiber coupled laser source S1FC675 from 
Thorlabs at a level from 0.01 to 0.2mW. The light source 
was modulated with a function generator DG2021 from 
Rigol. The signal was transmitted to the BFH 37-600 fiber 
by graded-index multimode patch cables with a FC/SMA 
adapter. The optoelectronic detection unit of our own 
construction had an SMA fiber input and consisted of an 
integrated photo-amplifier and a band-pass filter with 
amplification and RMS detection. The optoelectronic unit 
was connected to a personal computer by analog input of 
IOtech personal Daq 3000 16bit/1MHz USB data acquisition 
system. We fed the heater from the laboratory power supply 
through an electric switch. The hybrid micro heater was 
powered with 5W in periods shorter than 30s during which 
time it showed resistance changes of 0.5% that can be 
considered as being stable. We also used two LM35DT [31] 
circuits connected, with the Daq 3000 system, by low pass 
filters to monitor the temperatures of the measuring head 
base and of the surrounding ambient. To operate the system 
we designed a script in DasyLab 10 with 0.1s sampling rate.  

The sensor was calibrated by filling the capillary with 
deionized water and performing a measurement procedure as 
on Fig. 2. The deionized water started boiling in a time range 
from 17.1 to 18.5 seconds of the measurement cycle for 
different disposable optrodes, but the characteristic shape of 
the signal was considered repeatable. The formation of the 
gas bubble caused a decrease of the reflected and the 
scattered signals. The scattered signal in this experiment 
came from two layers of capillary coating. However, when 
the bubble was present the scattered signal came mainly 
from one only layer of capillary coating and that was the 
reason of the decrease of the signal. After the heater was 
switched off, the bubble in the water changed from the gas to 
the liquid phase. There were no changes in the scattered 
signal after gas phase resorption. We performed experiments 
when the ambient temperature was in range from 22°C to 
24°C and when the head base temperature was not greater 
than 0.5°C over the surrounding ambient. 
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Figure 2.  Measurement procedure signals of deionized water. 

During the calibration cycle we also registered the 
temperature distribution in the capillary optrode with a R300 
NEC thermo-vision camera and InfReC Analyzer software. 
The map of temperature just before local boiling of water is 
presented in Fig. 3. The temperature map at the moment just 
after the start of boiling is presented in Fig. 4. The positions 
of the capillary on Fig. 3 and Fig. 4 are rotated by 90 degrees 
compared with Fig. 1. 

The points a, b, c in Figs. 3 and 4 are on the axis of the 
capillary. The temperature of the capillary was measured in 
points over the outer edges of the micro-heater. The 
temperature in point b was determined by the power 
dissipated in the micro-heater, and exceeded the boiling 
point of water, putting the steam in the bubble in a 
superheated condition. Due to good heat conductivity of 
water the temperature inside the capillary could be 
considered as almost uniform on the line a-c.  
 

 
Figure 3.  Temperature map just before boiling at 17s of the measurement 

procedure. 

 
Figure 4.  Temperature map just after boiling at 18s of the measurement 
procedure. The movement of the boiling vapor phase is visible in point a.  
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Figure 5.  The temperature versus time curve of deionized water filling the 

capillary measured in the points showed in Fig. 4 and Fig. 5. 

The temperature increase in the liquid was considered 
almost stable in time (see Fig. 5). 

III. EXPERIMENT RESULTS 
Our experiments were divided in two parts. In the first 

part we analyzed the optical signals from different 
components of the vaginal fluids. In the second part we 
examined the vaginal fluid of cows in the most fertile phase 
for healthy cows and for cows suffering from vaginitis. 

A. Examination of components of vaginal fluid 
We used Permeabilization and Blocking Solutions (PBS) 

from Sigma Aldrich Inc to fabricate the mixture containing 
antibodies. The purified PBS measurement procedure gave 
signals very close to those for deionized water. The 
measurement procedure with PBS antibodies solution is 
presented in Fig. 6. The gas phase was created in 5.1 second 
of the measuring procedure, which was three times earlier 
than for case of deionized water. This phenomenon was 
repeatable but we found it not easy to interpret. The scattered 
signal increased significantly from 0.18 a.u. at the initial 
point of procedure to 0.3 a.u. just before turning the heating 
off and to average level 1.2 a.u. at the end of procedure. The 
liquid just above the heater after heating off resorbs the gas 
phase, the color of this liquid becomes foggy white. This can 
be explained as antibody protein denaturation. Glycerol is 
sometimes used as lubricant of cow’s vaginal duct. 
Therefore, we examined next the mixture of e-coli bacteria 
with glycerol (see Fig. 7). Glycerol and water showed 
different characteristics of signal reflection, but when the 
bubble was resorbed, a small increase of the scattered signal 
from initial 0.76 a.u. to 1.1 a.u. was observed. 

The mixtures of antibody and bacteria that we analyzed 
had similar concentrations of biological components, which 
combined with the similarity of the amount of energy 
transferred to the capillary, led us to the conclusion that the 
analyzed antibody was easier denaturated by temperature 
than e-coli, and that the scattered signal changes that could 
be connected with their presence may enable the detection of 
vaginitis. 
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Figure 6.  Measurement procedure signals of pbs antibody mixture 
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Figure 7.   Measurement procedure signals of glicerol e-coli mixture. 

B. Examination of cow’s vaginal fluid 
We analyzed vaginal fluids of Holstein-Friesian and 

Jersey cow breeds that are typical cattle in Poland. The cows 
were selected randomly from herds counting from 10 to 100 
animals. We examined samples of 15 cows classified as 
healthy. The vaginal fluid was collected in estrus and the 
post-estrus state. The vaginal fluid was also collected from 2 
cows which were in estrus and had vaginitis diagnosed by a 
veterinary doctor on the farm and confirmed by 
microbiological analysis, Fig. 8. The difference between 
healthy and ill state was not great by the count of the bacteria 
colony forming units. The vaginal fluid arborization test of 
cow in functional state of fertility is presented on Fig. 9. The 
observations of filling of the capillaries with various kinds of 
vaginal fluids are presented in Table 1. 

The vaginal fluid of not fertile phase did not enter the 
capillary without pumping. This was the simplest test for 
most fertile period of estrus. When the cow had serious 
problems of its vaginal duct, the vaginal fluid changes were 
visible and further diagnostic methods were not required, but 
there were no visual differences between vaginal fluids of 
cow with vaginitis or functional state, which called for 
additional diagnostic tests. 
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Figure 8.  Microbiology classyfication of vaginal fluids. 

 
Figure 9.  Vaginal fluid arborization test of cow in functional state of 

fertility, photo made with AFM S3400 

TABLE I.  OBSERVATION OF FILLING OF THE CAPPILARIES 

Liquid type Capillary action 
[mm] 

Capillary filling  

Water 28 capillary action 
Vaginal fluid at most fertile 
phase with ovulation 

20 capillary action 

Vaginal fluid at most fertile 
phase without ovulation 

0  syringe pumping 
working well 

Vaginal fluid of cow with 
vaginosis 

20 capillary action 

Vaginal fluid of cow with 
ovarian cysts 

0  syringe pumping 
working badly 

 
Measurements of healthy cow’s vaginal fluid using our 

method showed conformity with the results of examinations 
just discussed, Fig. 10. We observed that the vapor phase 
creation time was short and was about 5 seconds. The vapor 
phase existed for 2 seconds. The scatter signal did not exceed 
after heating the level of 1.5 a.u. but would increase 
correspondingly with the count of present bacteria. The 
limits of the increase of the signal are marked as red lines on 
the part B in Fig. 10 and Fig. 11. The result of the 
examination of the vaginal fluid of cows with vaginitis is 
presented in Fig. 11.  
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Figure 10.  Measurement procedure signals for cows classified as healthy 

and in estrus state. 
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Figure 11.  Measurement procedure signal of vaginal fluid of cows with 

vaginosis. 

 
We observed that the gas phase was either not present or 

was masked by the denaturation of proteins that would give a 
significant increase of the scattered signal from the stable 
level after turning the heating off. 

The cow in late estrus state approaches the limits of its 
readiness for insemination. In our observations on Fig. 12, 
the signals of vaginal fluid changed compared to Fig. 10. The 
time of gas phase creation increased significantly to over 10 
seconds of the measurement procedure. The generated gas 
phase accumulated the energy that did not allow the bubble 
to be resorbed. 
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Figure 12.  Measurement procedure signals of vaginal fluid of cows after 
estrus. 

IV. ARTIFICIAL NEURAL NETWORK FOR FUNCTIONAL 
STATE OF FERTILITY CLASSIFICATION 

The Qnet artificial neural network ANN used for 
classification of the vaginal fluid samples showed its 
advantages in sensor data processing. We examined the 
multilayer perceptron for classification of measured signals. 
We assumed two output information levels: a) 
healthy/unhealthy, b) ready for reproduction/ not ready for 
reproduction. While the cow is in the unhealthy state we 
assumed that it was not ready for reproduction, but is ready 
for veterinary treatment. The input information was the 
levels of signals and timing of the gas phase creation and the 
duration of the gas phase. The gas phase creation was 
evidenced by a rapid drop of the reflected signal. The gas 
phase duration was defined by the difference of time of the 
maximum level of the scatter signal and the mentioned drop 
of the reflected signal when the drop of the reflected signal 
undershot the level of 0.8 a.u. As the levels of the reflected 
signal we included into the ANN input: the initial level, the 
minimal level and the level at the measurement end. For the 
scattered signal we analyzed the: initial level, the maximum 
level and the last measured level. Therefore our ANN had 8 
inputs, 2 outputs and 4 hidden layers in which the perception 
used the sigmoid activation function and one hidden input 
with constant -1 value.  

Such ANN training gave a 0.986 correlation coefficient 
in the training set and a 5% RMS error of outputs when cases 
from monitored cows but not contained in the training set 
were analyzed. The output responsible for healthy state with 
a correlation coefficient of 0.999 was more precise than the 
estrus output where it was 0.987.  

We made test of network output for cow that is not 
included in training set and has first estrus after miscarry. 
The RMS error of most fertile state was 21%. It is a large 
figure, but the third estrus state after miscarry is standard 
consider as fertile and a question arise of mentioned cow 
healthy state. Therefore, the 5% of output tolerance of fertile 
state classification seems reasonable. 

The QNet software enabled us to analyze the input node 
contribution of output signals, Tab. 2. The data analysis 
showed that in our method the functional state of the cow 
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examined on base of vaginal fluid was directly and firmly 
connected with gas phase creation. Taking into account the 
time of gas phase creation and the time of its lasting, we 
have a level of 84% of contribution for cow functional state 
classification. We also could see that the gas creation was 
also the main information for cow readiness for reproduction 
at a level of 65% of contribution. 

TABLE II.  ANN ANALYSIS OF INPUT TO OUTPUT CONTRIBUTION  

Input contribution [%] Input 
Output for cows 

ready for 
reproduction 

Output for cows 
in functional 

state 
Initial level of reflected signal 14 1 
Time of gas phase creation 35 83 
Time of gas phase lasting 30 1 
Minimal level of reflected signal 8 3 
End level of reflected signal 2 0.5 
Initial level of scattered signal 5 0.5 
Maximum level of scattered signal 4 0.5 
End level of scattered signal 2 0.5 

V. CONCLUSION AND FUTURE WORK 
We have proved that the fiber optic capillary sensors with 

artificial network analysis can provide information on cow 
estrus state with a sensitivity superior to other existing 
methods and in addition provide information as to the 
presence of cow vaginitis. 

The results of the measured signals analysis of ANN 
training showed a correlation of 0.987 for estrus and 0.986 
for the classification of functional state of fertile phase. The 
proposed sensor introduced automatically precise 
information of possible vaginitis which can be of practical 
usefulness. We showed that the information on vaginitis was 
obtained mainly by establishing the presence of antibodies in 
the vaginal fluid. These antibodies are normally transparent 
in visible light in standard situations. Moreover, the capillary 
filling capability can act as an indicator of the most fertile 
state of cow estrus.  

Therefore, we conclude that the proposed construction 
may be in future the base of commercially marketable 
instruments. For this purpose the sensor construction has to 
be integrated into a complete instrument and therefore more 
resistant to use in harsh environment. The examination of 
greater number of cases could lead to artificial multilayer 
perceptron network optimization, mainly by precise the 
range of output tolerances for cows contained and not 
contained in training set.  
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Abstract—Investigation on the more suitable technologies 
to register human body movements in 3D space with great 
spatial accuracy is a very challenging task, because a wide 
range of applications are concerned, from registration of 
post-stroke rehabilitation or sports performance, to 
monitoring of movement of disabled or elderly people, only 
to give some examples. In this paper, the possibilities offered 
by resistive bend sensors to register joint bend angles, for 
human posture recognition and motion analysis, have been 
explored. This paper suggests to extract an electrical model 
either to simulate their electrical behavior during bending 
and extension movements, and to recover the true bending 
angles from model simulation. To give an example, the 
proposed model was applied to track human joint 
movements, and it was demonstrated that it can lead to 
recover the original signal waveform, which represents the 
true joint rotation, also for the fastest human speed.  

Keywords– bend sensor; sensor modeling; motion analysis; 
posture recognition. 

I. INTRODUCTION 

Technology progress in the last decades have provided 
the opportunity to observe human behavior in 3D space 
with great spatial accuracy, thanks to image-based 
methods or virtual reality tools. This is a very challenging 
task, because a wide range of applications are concerned, 
from registration of post-stroke rehabilitation and sports 
performance, to monitoring of movement of disabled and 
elderly people, only to give some examples [1]. 

In order to measure human body kinematics, it is 
convenient to adopt sensors, which can measure bending 
angles with good precision despite a low cost. Resistive 
bend sensors can be made of a polyester base material 
printed on with a special carbon ink. The polyester acts as 
a support while the ink's resistance decreases the more it is 
bent. The ink is screen printed so it can be applied on 
virtually any custom shape and size film to fit to each 
body joint. The substrate film material is usually formed 
by Kapton and/or Mylar for their properties, stands the 
fact that substrate must be able to bend repeatedly without 
failure for the sensor to work [2]. The sensor can be over-
molded (for instance with silicon or urethane) and it can 
work in dirty environments (oil, dust). This kind of 
sensors are available on the market (e.g., Images SI Inc. 
[3], Flexpoint Sensor Systems Inc. [4]). Figure 1 provides 
a photo of a sensor strip sample. 

Resistive bend sensors can be applied to body joint as 
electronic goniometers, to realize goniometric sock for 
rotation assessment of body segments in human posture 
recognition, or to goniometric gloves, which enable 

multiple finger joint positions to be acquired 
simultaneously, and allow hand patterns to be recognized 
[5,6,7,8]. However, in order to useful exploit sensor's 
properties, a complete electromechanical characterization 
is mandatory [9]. Moreover, a new modeling technique 
will be developed. Available resistive bend sensor models, 
in fact, continue to incorrectly employ a merely variable 
resistance to model the sensor electrical properties under a 
bending strength. Little experimental study and theoretical 
analysis has been undertaken on the effect of a range of 
bend angles and rates on sensor response, as well as 
investigation on repeatability testing under static and 
dynamic bending strength [7]. One perceived problem is 
to calibrate sensor performance in terms of prediction 
error in high precision and/or high speed applications. As 
a result, an electrical model is required that not only 
models the static resistive response, but also characterizes 
the electrical behavior during bending transitions [10]. A 
logical choice seems to investigate on sensor behavioral 
models, as a consequence of the most important 
manufacturers of commercial bend sensors do not provide 
any description of their own technological process.  
 

 

Fig. 1. Photograph of a unidirectional bend sensor, length 4.5”, width 
.25”, thickness .020” (Images SI Inc. Staten Island NY USA, 
http://www.imagesco.com/sensors/bend-sensor.html). 

 
In Section II, the experimental apparatus for static and 

dynamic measurements is described, and the static 
performance of bend sensors to different bend angles, is 
provided. In Section III, a new approach to extract 
electrical behavioral models is described. In Section IV, 
the behavioral model was applied either to predict sensor 
performance in tracking slow and fast rotations, and to 
recover the true sensor rotation angles. Finally, some 
conclusions are drawn in Section V. 

II. EXPERIMENTAL   APPARATUS 

The apparatus employed for this analysis was designed 
to emulate, in a controlled environment, the behavior of 
commercial carbon-ink bend sensors, printed on pet strip 
substrates, when applied to body joints to track segment 
rotations. Figure 2 shows a schematic of the experimental 
set-up. The sensor sample was laid as a cantilever beam 
on a metal hinge. In order to bend the sensor from 0 to 
150 degrees (for set-up mechanical constraints) with 
different bending rates, the sample side connected to the 

8.5 cm 
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electrodes was locked in a stationary clamp, fixed to a 
rotating platform operated by a step motor. The other side 
of the sensor strip was put in a sliding clamp to avoid the 
sample stretching. Bending angle step amplitude was 
changed reliably with one degree resolution from a 
Labview interface serial connected to a PC. The step 
motor is a PD-109-57 sample from Trinamic, connected to 
the PC through a RS-232 cable. Motor speed rate can be 
set changing the TMLC (Trinamic Motion Control 
Language) units (1000 TMCL units correspond to 9.537 
RPS or rounds-per-second). In this way, the sensor 
resistance can be characterized in terms of the expected 
bending angles at different speed rates [11]. 

 

 

Fig. 2.  Schematic of the experimental set-up. 

Connecting a digital multimeter, a quasi-static 
resistance characterization against the bending angle of a 
bend sensor from Images SI Inc. has been accomplished. 
Since body segment rotations approximately range from 0 
to 150 degrees, they will be tracked exploiting only 
outward rotations. In this case, the sensor resistive strip 
must be external with respect to the body joint. Sensor 
resistance behavior is almost linear with bending rotation 
degrees, as shown in Fig. 3. 
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Fig. 3. Static electrical sensor characterization, in terms of resistance 

and output voltage from a voltage divider. 

In most applications, however, the response of the 
sensor device under test (DUT) is acquired throughout its 
voltage response in a resistive divider, as shown in Fig. 4. 
In this case, a linear resistance response does not imply a 
linear voltage as also reported Fig. 3. As brought out in 
Fig. 5, the choice of a low or high series reference 
resistance Rref  changes the sensor sensitivity at low or 
high bending degrees, respectively. To enhance sensor 
sensitivity at low bending angles, a series resistance equal 
to the starting value (at 0°) of the sensor resistance is often 
chosen. 

 

Fig. 4. Resistive divider to read the sensor voltage. 
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Fig. 5. Derivative of the sensor voltage from a resistive divider shows 
a sensitivity enhancement at low bending angles for a low value 
of reference resistance. 

 
Dynamic measurements have been performed at 

different rotation rates through an LX.1746 impedance 
meter [12], connected to a PC through its USB interface, 
where it is controlled by the Visual Analyzer program, a 
free software of virtual instrumentation [13]. The 
measurement file data can be saved on a text file. This set-
up allows to perform sensor resistance measurements with 
a great noise immunity. The set-up hardware and software 
interfaces are described by the block schematic in Fig. 6. 

 

 
 

Fig. 6. Block schematic of the electrical characterization set-up. 
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III.  ELECTRICAL  MODELS 

The most important manufacturers of commercial 
sensors do not provide any description of their 
technological process, and, in any case, this kind of 
investigation does not concern design engineers of sensor 
cognitive systems. From observation of sensor resistance 
response under fast bending rates, that is rotation speed, it 
has been observed a distortion of measured resistance 
waveform respect to that which should corresponds to the 
true forced rotations. If sensor displacement over the 
hinge has been carefully accomplished, avoiding any 
obstacle or friction which can hinder the sensor slide 
inside the hinge guide, this distortion can be accounted 
only to  material relaxation delays. Authors suggest to 
model this behavior through an electrical model 
represented by a low-pass RLC circuit, shown in Fig. 7.  

 

 

Fig. 7. Schematic representation of a resistive divider containing the 
sensor equivalent circuit to describe its dynamic behavior. 

 
The resistance R corresponds to the static sensor 

resistance, corresponding to each bending angle. In order 
to hold linear analysis, R was represented as a piecewise-
constant model, changing its value for each rotation 
degree. The sensor response was therefore obtained from 
an iterative routine, which performs linear circuit analysis 
computing successive step solutions, where the initial 
conditions at each step are the last values of the previous 
one. The global sensor response is obtained as a chain of 
successive solutions. The other two circuit parameters L 
and C can be represented by the resonant factor Q and 
frequency f0 , which can be tuned in a reasonable range to 
fit the model simulation to the measured waveform, with 
no account on their physical meaning [14]. 

This approach has a twofold advantage: from one hand 
the model can predict the sensor performance for different 
bending ranges and rates, especially useful in that 
applications where high speed movements have to be 
monitored, from the other hand, a new method to recover 
the waveform corresponding to the true rotation can be 
developed. 

IV.  SIGNAL  RECOVERY 

Once the RLC electrical model parameters have been 
fit to the sensor dynamic measurement, the sensor 
performance can be yield either from sensor 
measurements with the impedance meter, or circuit model 
simulation from the equation 
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The method suggests to recover the ideal sensor 
resistance Rsens from simulation data derivatives, as 
developed in the following equations 
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=
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v
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i
          (8) 

Equation (8) provide the recovered sensor resistance 
waveform corresponding to the true bending degree of 
joint rotation. In order to avoid spurious spikes on 
simulated data derivatives, a twofold strategy has been 
followed: first of all selecting a model not only on the 
basis of error minimization but also continuity of second 
order derivatives, then adopting smoothing techniques 
based on derivative average and digital lowpass filtering. 
This approach has been also applied to different circuit 
topology, which here are not reported for sake of brevity. 

This method has been applied to distorted sensor 
measurements, obtained from the test equipment setting 
the step motor speed for fast sawtooth rotations of the 
hinge where the sensor is lied, between 0 and 150 degrees, 
at 5 Hz cycle rate, which are, respectively, the maximum 
registered human joint rotation amplitude and speed. 
Look-up tables can map the sensor resistance response in 
the corresponding bending angles through interpolation of 
static characterization shown in Fig. 3. Results are plotted 
in Fig. 8, where it is evident that the suggested method has 
been succeeded to recover the signal waveform 
corresponding to the true hinge rotation, because the two 
traces are almost superimposed. 
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Fig. 8. Recovered sawtooth signal at 5 Hz of true joint rotation 

extracted from model fitted to dynamic measurements (••• meas, 
⋅⋅⋅⋅ model,  true, ———— recovered). 
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In order to validate the method, the same modeling 
circuit has been used to recover the true hinge rotation 
from the simulated waveform with less distortion at a 
lower frequency (2 Hz). Results have been plotted in    
Fig. 9, which shows a perfect agreement between the true 
and recovered hinge rotation. 
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Fig. 9. Recovered sawtooth signal at 2 Hz of true joint rotation 
extracted from model fitted to dynamic measurements (••• meas, 
⋅⋅⋅⋅ model,  true, ———— recovered). 

Next developments of this method are foreseen where 
the true signal recovery will be performed in real time by 
digital signal processing routines, applied on input data 
stream from one or more bend sensors in a powered 
microcontroller or digital signal processor [15]. 

V. CONCLUSION 

This paper aimed to demonstrate that resistive bend 
sensor can be applied for human posture and motion 
recognition. Even if static characterization has revealed 
that bend sensors change their resistance nonlinearly with 
bending rotation degrees, true bending angles would be 
correctly detected through corresponding look-up tables, if 
material relaxation delays would not cause signal 
distortion. Nevertheless, modeling the sensor behavior 
with appropriate circuit models, with no mind to the 
physical meaning of the circuit parameters, can lead to 
estimate the sensor performance for different rotation 
speed and amplitude, and to recover the original signal 
waveform which represents the true joint rotation from 
sensor measurements. The method has been successfully 
applied to track the fastest human joint rotation 
movements. 
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Abstract— Stacked layered pin a-SiC/a-Si devices based on a 

filter design are approached from a reconfigurable point of 

view. This paper shows that a double SiC/Si pin photodiode 

can be de-composed into two photonic active filters changeable 

in function. Reconfiguration is provided by optical control 

signals to the optoelectronic front and back pin building 

blocks. Depending on the wavelength and irradiation side of 

the external optical bias the device acts either as a short- and a 

long- pass band filter or as a band-stop filter, amplifying or 

rejecting a specific wavelength range. Particular attention is 

given to the amplification coefficient weights, which allow 

taking into account the wavelength background effects. We 

illustrate these effects in detail and discuss the filters transfer 

function characteristics. We present examples of filters and we 

propose a reconfigurable device for directed optical logic. An 

algorithm to decode the information is presented. An 

optoelectronic model supports the optoelectronic logic 

architecture. 

Keywords-Optical filters,  Photonics, multilayer devices, 

integrated filters 

I.  INTRODUCTION 

Multilayered structures based on amorphous silicon 
technology are expected to become reconfigurable to 
perform WDM optoelectronic logic functions and provide 
photonic functions such as signal amplification and 
switching [1, 2]. They will be a solution in WDM technique 
for information transmission and decoding in the visible 
range [3]. The basic operating principle is the exploitation of 

the physical properties of a nonlinear element to perform a 
logic function, with the potential to be rapidly biasing tuned. 
Amplification and amplitude change are two key 
functionality properties outcome of a balanced interaction 
between frequency and wavelength of the optical signal and 
background wavelength and placement within a WDM link. 
Any change in any of these factors will result in filter 
readjustments. Here, signal variations with and without front 
and back backgrounds move electric field action up and 
down in a known time frame. A numerical simulation 
support new optoelectronic logic architecture. 

II. DEVICE CONFIGURATION AND OPERATION 

The active device consists of a p-i'(a-SiC:H)-n/p-i(a-
Si:H)-n heterostructure with low conductivity doped layers 
(Fig.1). The thicknesses and optical gap of the front í'- (200 
nm; 2.1 eV) and back i- (1000 nm; 1.8 eV) layers are 
optimized for light absorption in the blue and red ranges, 
respectively. Several monochromatic pulsed lights, 

separately (λR,G,B input channels) or in a polychromatic 
mixture (multiplexed signal), at different bit rates illuminated 
the device from the glass side. Steady state optical bias with 
different wavelength are superimposed (400nm-800 nm) 
from the front or from the back sides and the generated 
photocurrent measured at -8 V. The device operates within 
the visible range using as input color channels (data) the 
wave square modulated light (external regulation of 
frequency and intensity) supplied by a red (R: 626 nm; 51 
µW/cm

2
), a green (G: 524 nm; 73 µW/cm

2
) and a blue (B: 
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470 nm; 115 µW/cm
2
) LED. Additionally, steady state red, 

green, blue and violet (background) was superimposed by 
LEDS driven at a constant current value (R: 625 µW/cm

2
, G: 

515 µW/cm
2
, B: 680 µW/cm

2
, V: 2800 µW/cm

2
). 
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Figure 1.  Device design and operation. 

 

III. TRANSFER FUNCTION CHARACTERISTICS 

The transfer function magnitude (or gain) allows to 
determine the ability of the optical filter to distinguish 
between signals at different wavelengths. The spectral 
sensitivity was tested through spectral response 
measurements under different frequencies, with and without 
steady state optical bias applied either from the front or back 
side (Fig.1). 
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Figure 2.  Photocurrent without and with front (a) and back (b) 

backgrounds. The current of the individual photodiodes are superimposed 

(dash lines). 

In Fig. 2, at 500 Hz, the spectral photocurrent (symbols) 
is displayed under red, green, blue and violet background 
and without it. In Fig. 2a the steady state optical bias was 
applied from the front side and in Fig. 2b from the back side. 
For comparison the normalized spectral photocurrent for the 
front, p-i’-n, and the back, p-i-n, photodiodes (dash lines) are 
superimposed. 

Experimental data shows that the front and back building 
blocks, separately, presents the typical response of single p-i-
n cells with intrinsic layers based on a-SiC:H or a-Si:H 
materials, respectively. The front diode cuts the wavelengths 
higher than 550 nm while the back one rejects the ones lower 
than 500 nm. The overall device presents an enlarged 
sensitivity when compared with the individual ones. Results 
show that under front irradiation the sensitivity is much 
higher than under back irradiation. Under front irradiation 
(Fig.2a) the violet background amplifies the spectral 
sensitivity in the visible range while the blue optical bias 
only enhances the spectral sensitivity in the long wavelength 
range (>550 nm) and quenches it in the others. Under red 
bias, the photocurrent is strongly enhanced at short 
wavelengths and disappears for wavelengths higher than 550 
nm. Under green the sensitivity is strongly reduced in all the 
visible spectra. In Fig. 2b, whatever the wavelength of the 
backgrounds, the back irradiation strongly quenches the 
sensitivity in the long wavelength range (> 550nm) and 
enhances the short wavelength range. So, back irradiation, 
tunes the front diode while front irradiation, depending on 
the wavelength used, tunes the back one. 

 

IV. OPTICAL BIAS AMPLIFICATION 

In Fig. 3 the spectral gain, defined as the ratio between 
the spectral photocurrents under red (α

R
), green (α

G
) blue 

(α
B
) and Violet (α

V
) illumination and without it is plotted at 

500 Hz and 3500 Hz. The optical bias is applied from the 
front side, in Fig. 3a and from the back side, in Fig. 3b. 

Under front bias and red irradiation the gain is high at 
short wavelengths and strongly lowers for wavelengths 
higher than 550 nm, acting as a short-pass filter. Under green 
background and high frequencies, the device behaves as a 
band-stop filter that screens out the medium wavelength 
range (green) enhancing only the photocurrent for 
wavelengths outside of that range. Under blue and violet 
light the devices works as a long-pass filter for wavelengths 
higher than 550 nm, blocking the shorter wavelengths. Back 
light, whatever the frequency, leads to a short-pass filter 
performance. Experintal results show that by combining the 
background wavelengths and the irradiation side the short-, 
medium- and long- spectral region can be sequentially tuned. 
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Figure 3.  Spectral gain under red (αR), green (αG), and blue (αB) optical 

bias, applied from the front (a) and the back (b) sides at different 

frequencies. 

In Fig. 4 the front and back gains as a function of the 
frequency, at fixed wavelengths: 470 nm (blue channel), 526 
nm (green channel) and as 624 nm (red channel) is plotted 
under 400 nm applied optical bias from the front (symbols) 
and back (lines) sides. Results show that, no matter what the 
irradiation side, the blue and green channel gain does not 
depend on the frequencies, while the red one increases under 
front illumination and is strongly reduced under back light. 
In Fig. 5 under front and back violet irradiation, it is 
displayed the spectral gain for three different frequencies. 

 Results show that, whatever the frequency, the device 
acts as an active long-pass filter under front irradiation and a 
low-pass filter under back irradiation. Under front bias the 
gain is higher than the unity for wavelengths above 500nm 
resulting in an amplification of the green and red spectral 
ranges. Back irradiation only amplifies the short wavelength 
range and extinguishes the others. 
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Figure 4.  Input front (symbols) and back (lines) channel gains (αR, αG, 

αB), as a function of the frequency. 
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Figure 5.  Spectral gain under violet optical bias (αV) for different 

frequencies. 

V. ENCODER AND DECODER DEVICE 

To analyze the device under information-modulated 
wave and uniform irradiation, three monochromatic pulsed 
lights separately (red, green and blue input channels, Fig. 6a) 
or combined (multiplexed signal, Fig. 6b) illuminated the 
device at 6000 bps. Steady state violet optical bias was 
superimposed separately from the front (solid lies, pin1) and 
the back (dash lines, pin2) sides and the photocurrent 
generated measured at -8 V. The transient signals were 
normalized to their values without background. In Fig. 6b the 
multiplexed signal without and with background are 
displayed (solid lines). Here the input channels without 
optical bias (dash lines) are also superimposed. On the top of 
the figure the signals used to drive the input channels are 
shown. 
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Figure 6.  a) Normalized red, green and blue transient signals at -8V with 

violet (400 nm) steady state optical bias applied from the front side (αpin1) 

and from the back side (αpin2). b) Input R,G,B channels and multiplexed 

output without (no bias) and under front (pin1) and back (pin2) irradiation.  

 
Even under transient conditions, as in Fig 3, the front 

background presents the same nonlinear dependence on the 
wavelength. It enhances mainly the light-to-dark sensitivity 
in the medium-long wavelength ranges. Violet radiation is 
absorbed at the top of the front diode, increasing the electric 
field at the least absorbing cell [4], the back diode, where the 
red and part of the green channels generate optical carriers. 
So the collection is strongly enhanced (α

V
Gpin1=2.2, 

α
V

Rpin1=3.1) while the blue collection stays near its dark 
value (α

V
Bpin1=1.1).  

Under back irradiation the small absorption depth of the 
violet photons across the back diode quenches the electric 
field and so, the red collection almost disappears 
(α

V
Rpin2=0.2). Blue channel is absorbed across the front diode 

where the electric field is enhanced resulting in an increase 
collection of the blue channel (α

V
Bpin1=1.6). 
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Figure 7.  MUX signal under front and back irradiation. On the top the 

DEMUX signals obtained using the decoder algorithm is displayed as well 

as the binary bit sequences. 

Since the green channel is absorbed across front and back 
diodes its collection is balanced by the increased collection 
in the front diode and its reduction at the back one 
(α

V
Gpin2=0.7). Under front irradiation, the encoded 

multiplexed signal presents eight separate levels (2
3
) each 

one related with an RGB bit sequence (right side of the Fig. 
6b). Those levels can be grouped into two main classes due 
to the high amplification of the red channel under front 
irradiation. The upper four levels are ascribed to the presence 
of the red channel ON and the lower four to its absence 
allowing the red channel decoder. Since under front 
irradiation the green channel is amplified, the two highest 
levels, in both classes, are ascribed to the presence of the 
green channel and the two lower ones to its lack. Under back 
irradiation, the red channel is suppressed, the blue enhanced 
and the green reduced, so the encoded multiplexed signal 
presents only four main separate levels (2

2
). The two higher 

levels correspond to the presence of the blue channel ON 
with or without the green ON respectively, and the other two 
to its absence. The blue channel is then decoded. We have 
used this simple algorithm to decode the multiplex signal. 
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The results are displayed in Fig. 7 for two different bit 
sequences. An excellent fit was obtained. 

Results show that the pinpi´n multilayered structure 
become reconfigurable under front and back irradiation. 
They perform WDM optoelectronic logic functions 
providing photonic functions such as signal amplification, 
filtering and switching. So, by means of optical control 
applied to the front or back diodes, the photonic function is 
modified from a long- to a short-pass filter, giving a step 
reconfiguration of the device. 

VI. PHOTONIC ACTIVE FILTERS 

In the pi’n/pin device the morphology of filter system 
results from the interaction of the electric field under applied 
optical bias (red, green, blue, violet) and the transient electric 
field induced by the input channels. This interaction results 
in electric field lines that guides the photocarrriers generated 
by the input channels. The flow rate of the optical carriers 
through those field lines towards the output depends on the 
on/off state of the color channels.  
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Figure 8.  MUX signal outputs (a) and truth table (b) of the encoders that 

perform 8-to-1 multiplexer (MUX) function, under front violet irradiations. 

 

In Fig. 8a an output MUX signal under front violet 
irradiation is displayed. On the top the signals used to drive 
the input channels are displayed showing the presence of all 
the possible 2

3
 on/off states (x0….x7). Fig. 8b shows the truth 

table of an encoder that performs 8-to-1 multiplexer (MUX) 
function. In the inputs (x0….x7) the index of each bit is 
related with of the first (highest) nonzero logic input. To 
understand this mapping, in Fig. 8b, for the input x7 and 
output S2, the first nonzero logic input is 7 (2

2
+2

1
+2

0
), which 

corresponds an output [111]. That OR gate is expressed as 
S2=x7+x6+x5+x4. Under front violet irradiation, α

V
R>>1, 

α
V

G>1 and α
V

B~1(Fig. 5). So, the correspondence between 
the outputs S2, S1, S0 and the on/off state of the input 
channels, SR, SG, SB, is obvious.  

The DEMUX, on the other hand, sends the input logic 
signal to one of its eight outputs (yS = x), according to the 
optoelectronic demux algorithm.  

To convert from a particular logic function (8-to-1 MUX) 
to another (FILTER), one needs only to redefine the input 
and output signals and to reconfigure the operation mode. 
Taking into account Fig. 5a, under back violet bias control, a 
step change in configuration occurs. Here, the encoded four 
level signal is grouped in two classes, the uppers two levels, 
where the blue channel is ON and the others where it is OFF 
(4-to-1 multiplexer; short-pass filter function). 

VII. OPTOELECTRONIC MODEL  

Based on the experimental results and device 
configuration an optoelectronic model, made out of a short-
pass and a long-pass filter (see Fig. 4 and Fig. 5) and 
supported by the complete dynamical large signal Ebers-
Moll model, was developed [5, 6]. The equivalent circuit, 
made out of a short-pass filter (front phototransistor, Q1) and 
a long-pass filter (back phototransistor, Q2) sections 
connected in parallel is displayed in Fig. 9a. The charge 
stored in the space-charge layers is modeled by the capacitor 
C1 and C2. R1 and R2 model the dynamical resistances of the 
internal and back junctions under different dc bias 
conditions. To allow independent blue, red and green 
channels transmission four square-wave current sources with 
different intensities are used; two of them, α1IB and α2IR, with 
different frequencies to simulate the input blue and red 
channels and the other two, α1IGpi’n and α2IGpin, with the same 
frequency but different intensities, to simulate the green 
channel due to its asymmetrical absorption across both front 
and back phototransistors. 

When the pi’npin device is reverse-biased, the base-
emitter junction of both transistors are inversely polarized 
and conceived as phototransistors, taking, so, advantage of 
the amplifier action of adjacent collector junctions which are 
polarized directly. This results in a current gain proportional 
to the ratio between both collector currents. The amplifying 

elements, α1 and α2, can provide gain if needed and attenuate 
unwanted wavelengths (<1) while amplifying (>1) desired 
ones. The values and the strategic placement of the resistors 
determine the basic shape of the output signals. So, the flow 
of current through the resistor connecting the two transistor 
bases, R1, is proportional to the difference in the voltages 
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across both capacitors (charge storage buckets). The device 
is formed by two reconfigurable building-blocks (the front 
and the back diodes) interconnected both optical and 

electrically, each of which has a distinct function. 
Depending on the side and wavelength of the optical bias 

control, the magnitude of the signals are changed by an α 
factor, and so the voltages across the front and the back or 
both photodiodes. The device behaves like an optoelectronic 
controlled transmission system that stores, amplifies and 
transports the minority carriers generated by the current 
pulses, through capacitors C1 and C2. 

To validate the model under front and back irradiation, in 
Fig. 9b, the experimental (solid lines) and the simulated 
(symbols) waveform under negative bias and violet front and 
back backgrounds is shown. The bit sequences to drive the 
channels are shown in the top of the figure to guide the eyes. 
To simulate the violet background, the current sources 
intensities that model the input channels (individual 
channels, Fig. 6b) were multiplied by the on/off ratio 
between the input channels with and without optical bias 
(α

V
R,G,B pin1,2 , Fig. 6a). A good agreement between 

experimental and simulated data was achieved.  
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Figure 9.  Simulated (symbols) and experimental (solid lines) multiplex 

signals under front and back violet background. 

The device is formed by two reconfigurable building-
blocks (the front and the back diodes) interconnected both 

optical and electrically, each of which has a distinct 

function. Depending on the side and wavelength of the 

optical bias control, the magnitude of the signals are changed 

by an α factor, and so the voltages across the front and the 
back or both photodiodes. Under front irradiation the 
expected optical amplification in the short wavelength range 
and quenching in the long ones is observed due to the effect 
of the active multiple-feedback filter when the back diode is 
light triggered. The opposite occurs under back irradiation. 

 

VIII. CONCLUSIONS  

Combined tunable converters based on SiC multilayer 
photonics active filters are analyzed. Results show that the 
light-activated pi’n/pin a-SiC:H devices combine the 
demultiplexing operation with the simultaneous 
photodetection and self amplification of an optical signal. 
The output waveform presents a nonlinear amplitude-
dependent response to the wavelengths of the input channels. 
Depending on the wavelength of the external background it 
acts either as a short- or a long- pass band filter or as a band-
stop filter. A two stage active circuit is presented and gives 
insight into the physics of the device.  
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Abstract-The conventional flexure parallel micromanipulators 
(FPM) usually suffer from small stroke. The performances of a 
FPM are highly related with the stroke of each actuated limb 
and the constraints including the non-actuated limbs. To 
conquer the drawbacks of the small workspace of the 
conventional FPM, the mechanism for displacement 
amplification would make a great contribution when it is 
imported into the design of the actuated limbs. This research is 
focused on a unique FPM based on multi-level displacement 
amplifier. Firstly, the structure modeling based on compact 
modular design is introduced. The macro/micro analysis of the 
displacement amplifier is conducted. Then, the comprehensive 
finite-element modeling including the strain and total 
deformation are implemented to examine the actual 
mechanical behavior of the proposed mechanism. The 
developed method and technology provide a promising solution 
to enhance the performance of the generic FPMs. 
 
    Keywords-Flexure parallel micromanipulator; multi-level 
displacement amplifier; finite-element analysis; symmetrical 
topology structure 

I.  INTRODUCTION  

    With the rapid and extensive development in both 
theories and applications in the past several decades, parallel 
manipulator has become a nondisplaceable technology 
which reflect its merits in areas of machine tools [1-6], 
sensors and transducers [7-10], micro devices and MEMS 
systems [11-15], and motion platforms [16-18], majorly due 
to its distinct advantages including higher positioning 
precision, higher dynamic performance, higher stiffness, 
less accumulative error and easier for inverse kinematic 
modeling.   
    In the area of multi-axis micro-positioning, many scholars 
have developed different types of flexure parallel 
micromanipulators to achieve the expected goals [19-25]. In 
[20], a 3-limb 6-DOF parallel micromanipulator with 3PPSP 
structure was investigated. In each limb, there are two 
actuator joints which are integrated in a x-y plane attached 
to the base. In [21], the special materials including 
olyvinylidene fluoride and lead zirconium titanate were 

utilized to develop the piezoelectric actuators for the 
vibration control of a planar compliant parallel manipulator. 
In [22], a nanopositioning parallel stage which has high 
bandwidth, high motion range and low cross-coupling was 
developed so that control strategies based on single-input 
single-output for trajectory tracking was available. In [23], a 
compliant positioned based on parallel kinematic structure 
was dually driven by six piezoelectric actuators and six 
piezoelectric ceramics. Through testing, it could be found 
that this structure simultaneously generated wide motion 
range and high precision. In [24], the pseudo rigid-body 
model was calculated for a 3-DOF flexure parallel 
micromanipulator in which three limbs are perpendicular to 
each other. In [25], the electromagnetic actuators with less 
than 0.1% full-scale position error were fabricated to drive a 
six-axis compliant parallel mechanism.   
    However, since every coin has its opposite side, 
especially for the case of parallel micromanipulators, the 
natural limitation of the small stroke of the traditional 
actuators restrict the workspace and the limb displacement 
in a small region. Regarding this, a unique FPM with 3-
DOF based on multi-level displacement amplifier is 
designed for the potential application situations where large 
motion range is required in a micro- or nano- positioning 
environment. The proposed multi-level displacement 
amplifier based on a series of flexure hinges is integrated in 
each compliant limb as a monolithic structure which is 
driven by piezoelectric actuator.  
    The rest part of this paper is organized as follows: the 
conceptual designs and the kinematics modeling of the 
displacement amplifier and related planar/spatial flexure 
parallel micromanipulators are introduced Sections 2 and 3. 
In Section 4, the finite-element analysis is conducted to 
examine the static performance of the proposed FPM. Final 
section gives the conclusion. 

II. CONCEPTUAL DESIGN 

As the key part of the flexure parallel micromanipulators, 
the conceptual structure of the multi-level displacement 
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amplifier is illustrated in Fig. 1. The piezoelectric actuator 
will be placed in the middle of the mechanism between the 
two convex stages connected to the inner bars. The four free 
lower/upper ends are attached to a fixed base. Through 
multi-stage amplification of the original displacement, large 
workspace of the end-effector can be achieved.   

  
Figure 1. The CAD model of the proposed displacement amplifier 

   The following figure shows how to combine two multi-
level displacement amplifiers to develop a high-precision 
XY positioning stage.  

 
Figure 2. Planar flexure parallel micromanipulator based on displacement 
amplifier  

    Figure 3 displays a spatial FPM with large motion range 
for the potential application in micro positioning 
environment. The mechanism is utilized as the case study in 
this research to verify its characteristics. 

 
Figure 3. Spatial flexure parallel micromanipulator based on displacement 
amplifier  

III. ANALYSIS OF THE DISPLACEMENT AMPLIFIER 

A. Macro Analysis  

    In this subsection, it is focused on the amplification 
analysis of the proposed displacement amplifier based on 
the macro dimensions which are shown in Fig. 4.  

 
Figure 4. The macro dimensions of the proposed displacement amplifier 

 
     When the deformation Δy1 occurs, it has 

2 1y y
b

a
                                             (1) 

3 2y y
d

c
                                           (2) 

Then, the output displacement can be derived as, 

2 2 2
3

2 2
1 1

( y )

2 y ( y )

x n m n m

b d b d
n n m

a c a c

      

        
         (3) 

 Thus, the amplification k is given as, 
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      (4) 

B. Micro Analysis  

    The circular flexure hinge can be expressed with the 
following compliance matrix, 
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As the most important element, z

z

Mc is written as, 
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where, R denotes the radius of circular arc. E is the elastic 
modulus of selected material. b represents the width of the 
hinge. t is the thickness of the thinnest part of the circular 
flexure hinge. 
    The elastic potential energy of the half part of a single 
displacement amplifier can be derived as, 

9
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    The above equation can be rewritten as, 
9

1

3 2 3

2 2 2 1

1

48

(2 )(4 )

4
[ (4 )(6 4 ) 6 (2 ) (4 ) tan 1 ]

e
i

zi

E
R

Ebt R t R t

R
t R t R Rt t R R t t R t

t






 

 

      

 (8) 

IV. FINITE ELEMENT ANALYSIS  

    Finite element analysis (FEA) is a paramount method to 
test the performance of the flexure based compliant parallel 
manipulator. The different selection of materials also 
affects the practical characteristics. With a critical 
evaluation of design criteria based on various materials, 
stainless steel is chosen whose properties is described in 
Table 1.  

TABLE I.  MATERIAL PROPERTIES 

Density 7.85e-006 kg mm-3 
Coefficient of Thermal Expansion 1.2e-005 C-1 

Specific Heat 4.34e+005 mJ kg-1 C-1 

Thermal Conductivity 6.05e-002 W mm-1 C-1 
Resistivity 1.7e-004 ohm mm 

    Figure 5 illustrates the strain and deformation results 
under external forces applied on one displacement amplifier. 
When F = 1N, the maximal/minimal equivalent elastic strain 
is 2.8858×10-7 mm/mm and 0 respectively, and the maximal 
total deformation is 3.198×10-5 mm. When F = 6N, the 
maximal/minimal equivalent elastic strain is 1.7351×10-6 
mm/mm and 4.4355×10-20 mm/mm respectively, and the 
maximal total deformation is 1.9188×10-4 mm. When F = 
11N, the maximal/minimal equivalent elastic strain is 
3.1744×10-6 mm/mm and 8.1323×10-20 mm/mm respectively, 
and the maximal total deformation is 3.5178×10-4 mm. 
When F = 16N, the maximal/minimal equivalent elastic 
strain is 4.6173×10-6 mm/mm and 1.1828×10-19 mm/mm 
respectively, and the maximal total deformation is 
5.1168×10-4 mm. When F = 21N, the maximal/minimal 
equivalent elastic strain is 6.0601×10-6 mm/mm and 
1.5524×10-19 mm/mm respectively, and the maximal total 
deformation is 6.7158×10-4 mm. 

 
(a) 

 
(b) 
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Figure 5. The strain and deformation results under external forces applied 
on one displacement amplifier 

Figure 6 (a) shows the fitting curve of the maximal total 
deformation under different external forces. Figure 6 (b) 
and (c) describes the fitting curve of the maximal/minimal 
equivalent elastic strain under different external forces 
respectively. It can be found that the proposed FPM based 
on displacement amplifier has advantageous characteristics 
in terms of linearity and sensitivity. 
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Figure 6. The fitting curve of the deformation and strain 

 

The resonant frequency of FPM can be utilized for its 
modal analysis. The classic sample of a mechanical 
resonance is a discrete system consisting of a mass attached 
to a spring with a constant force. The proposed FPM based 
on displacement amplifier is more complicated than a 
simple spring, which implies that it may contain more than 
one resonance frequency. Through simulation, it can be 
found in Fig. 7 that there are at least four resonance 
frequencies. The total deformation under different 
frequency inputs are depicted in Fig. 8.    

 
Figure 7. Mode and resonance frequency 

(a) 

(b) 
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(c) 

(d) 
Figure 8. Modal analysis of the total deformation under different frequency 
conditions; (1) the first modal with the resonance frequency 56.282Hz, (2) 
the second modal with the resonance frequency 57.627Hz, (3) the third 
modal with the resonance frequency 66.079Hz, (4) the fourth modal with 
the resonance frequency 96.477Hz.   

    To analysis the forced vibrations and the steady-state 
response, harmonic response can be analyzed when the 
following assumptions are given: static structural modeling 
is implemented firstly and damping is neglected for modal 
analysis. Figure 9 reflects the frequency response of the 
directional deformation in z-axis, normal elastic strain and 
directional acceleration in z-axis. An external force of 10N 
is applied on the moving platform in z-direction.    

 
(a) 

 
(b) 

 
(c) 

Figure 9. Frequency response when an external force of 10N is applied on 
the moving platform in z-direction when the first level mode 56.282 Hz is 
attached; a) directional deformation, b) normal elastic strain, c) directional 
acceleration  

V. CONCLUSIONS AND FUTURE WORK 

This research investigates on the conceptual design and 
performance analysis of a novel multi-level displacement 
amplifier based flexure parallel micromanipulator in which 
the stroke direction is perpendicular to the translation of the 
end-effector. The displacement amplifier is analyzed in 
macro and micro aspects. The finite element analysis proves 
the feasibility of the proposed design and it can be found 
that the proposed FPM has advantageous characteristics 
including high compliance, high linearity and high 
sensitivity. The proposed models and methods provide a 
new viewpoint for the development of compliant parallel 
micromanipulators. To eliminate the bending in undesired 
points, the improved symmetrical topology structures both 
in plane and in space will be developed for the future study. 
A physical prototype will be fabricated and tested. The 
experiments will be conducted to deeply explore the actual 
performances of the proposed design. 
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Abstract— The temperature behavior of dark current in SiPM 
pixels was studied for two fabrication technologies differing in 
the anode contact. The first (old) technology had the contact on 
the front, while the second (new) has the anode contact on the 
back. The layout changes allowed us to obtain a strong 
reduction of the dark current diffusive component thus 
strongly improving the device performances.  

Keywords-Silicon Photomultipliers (SiPM); Dark Counts.  

I.  INTRODUCTION 
Silicon Photomultipliers (SiPMs) are a very promising 

technology to complement or even replace conventional 
vacuum tube photomultipliers, given their strong advantages 
in terms of cost, mechanical robustness, reliability, and 
insensitivity to magnetic field [1-4]. These devices are the 
parallel connection of pixels, each one consisting in a p-n 
junction suitably doped in order to have avalanche 
breakdown in a well defined active area with a quenching 
resistance in series. The active area is formed by creating an 
enriched well, generally doped by ion implantation followed 
by thermal processing for dopant activation and defect 
annealing. This dopant local enrichment generates regions 
where the vertical junction electric field is higher, and these 
become the device active areas for photon detection [5]. The 
p-n junction devices are operated in Geiger mode [6], that is, 
they are biased above the junction breakdown voltage (BV). 
The single pixel operation is as follows: when the device is 
quiescent its active area is characterized by an electric field 
well above the breakdown field. In such a condition the 
absorption of a single photon in the active area will trigger, 
through the generation of an electron-hole pair, with a nearly 
100% probability, the onset of the junction avalanche. The 
voltage drop across the series resistance, which decreases the 
voltage applied to the p-n junction, quickly quenches the 
avalanche. Therefore the photon arrival results in a current 
pulse which can then be easily measured by an external 
circuit. The avalanche quenching, moreover, restores the 
pixel to the original condition of electric field above BV, 

rendering the pixel ready to the detection of a new photon 
[6]. The operation of the overall SiPM is simply the sum of 
the behaviors of the various pixels. Therefore, this device 
compared to the original design of the Single-Photon 
Avalanche Diode (SPAD) has the advantage of having a 
relatively large dynamic range response proportional to the 
flux of photons impinging on the detector at the same time 
[7].  

The SiPM major drawback is the relatively large dark 
current, due to the combination of a diffusion current 
produced at the quasi-neutral regions at the boundaries of the 
device active region, and of generation of carriers due to 
point defects and/or metallic impurities in the active area 
depletion layer emitting carriers through the Schockley-Hall-
Read (SHR) mechanisms, eventually boosted by the Poole-
Frenkel effect [8]. 

In previous works [9-12], we investigated the dark 
current of SiPM devices produced by STMicroelectronics. 
After the first two work [9-10] that was essential to 
comprehend that that the single pixel dark current in the first 
developed SiPM technology is due to the above two 
mentioned processes and that have different weight varying 
the temperature, we finally understood [12] that the first 
process, the diffusion of minority carriers, is relevant for 
temperatures below 10 °C and it is primary localized at the 
lateral border of the pixel, while the latter, the carriers 
generation through SHR mechanism, dominates at higher 
temperatures and is localized in the active area of the pixel. 
Hence, at 25 °C, the dark current is limited by the lateral 
diffusion of minority carriers. This is an intrinsic effect, due 
to the diffusion of minority carriers towards the p-n junction 
depletion layer, inversely proportional to the doping level 
and, therefore, larger at the perimeter of the active area, 
where the dopant concentration is lower. Being an intrinsic 
effect, one may conclude that the dark current levels of the 
above mentioned SiPM devices, at least at 25 °C, are the 
ultimate limit, which cannot be subjected to further 
improvements. In principle, however, this is not true, since  
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Figure 1.  Schematic cross-section of a SiPM pixel (not in scale). (a) Old technology with double epitaxial layer, n-substrate and trenches crossing the 
sinker diffusion. (b) New technology with single epitaxial layer, p-substrate,  and isolated sinker diffusion. Dotted black lines remark the depleted region 

extension. 

the diffusion currents that leads to the dark current is 
expected to be also inversely proportional to the square root 
of minority carrier lifetime. Any strong improvement in the 
minority carrier lifetime would therefore translate into a dark 
current improvement. 

In this paper, we show that a new device architecture, 
investigated in [11], does provide such a strong lifetime and 
the dark current improvement. 

II. EXPERIMENTAL 
The full device fabrication details can be found in [13]. 

In this paper, we want to focus our attention on similarities 
and differences between the two technologies in study. They 
have the same active part and guard ring of the device, 
fabricated and discussed in [9-13], thus producing the same 
BV (-28V at 25°C). The main difference between the two 
technologies is in the substrate: in the first technology a 
double epitaxial layer, first p+, then followed by a p- is grown 
on a low doped n-type (100) oriented Si substrate [9,10,12]. 
In the second technology [11,13], only a single p- epitaxial 
layer is grown on a highly doped p+ (100) Si substrate. In 
both cases deep optical trenches are realized for the optical 
and electrical isolation between the pixels. Figure 1 shows 
the schematic cross section of the device, not in scale, for the 
two technologies, old and new (Fig. 1a and b, respectively). 
A further difference in the two devices is that in the new 
technology is not needed the presence of the anode contact 
on the front, hence the p+ region between the active area and 
the optical trench has been removed (see Fig. 1).  

Electrical characterization was performed at wafer level 
using a Cascade Microtech Probe Station 11000. The 
samples were cooled using a Temptronic TPO 3200A 
ThermoChuck that provide a stabilized temperature between 
-60°C and 200°C. Current vs. voltage measurements (I-V) 
were acquired using an HP 4156B precision semiconductor 
parameter analyzer using an integration time of 1s. The dark 
count was obtained using a Tektronix DPO 7104 Digital 
Oscilloscope with 1 GHz bandwidth and 20 Gsa/s. The I-V 
characteristics have been measured on more than 30 SiPM 

pixels of old and new technologies, showing a very good 
uniformity. 

III. RESULTS AND DISCUSSIONS 
Dark currents of single SiPM pixels fabricated in the two 

different technologies were investigated with respect to 
voltage and temperature (from -25°C to 65°C). Figure 2 
shows the dark currents as a function of voltage at three 
different temperatures, -25°C (circles), 25°C (triangles) and 
65°C (squares) of a SiPM pixel fabricated in the old 
technology (filled symbols) compared to the dark current of 
a pixel in the new technology (open symbols). At -25°C the 
dark currents (circles) are of the same order of magnitude, 
while by increasing the temperature they show remarkable 
differences. At 25°C and at VBIAS = -32V (+ 4V overvoltage, 
OV) the dark current in the old technology is one order of 
magnitude higher than that of the new technology one. At 
65°C the difference increases (two orders of magnitude of 
difference). 

In order to understand the reason of such reduction, we 
extracted the activation energy of the dark current for the two 
devices as a function of the temperature. The Arrhenius plot 
of the dark current for a constant OV (+4V in Fig. 3) 
evidences a clear reduction of the diffusion component in the 
new technology. In particular, at low temperatures the dark 
current is dominated by SHR generation from mid-gap level 
defects of similar density in both technologies, as 
demonstrated by the measured activation energies, reported 
 

TABLE I.  MEASURED VALUE OF THE DC AT 25°C; ACTIVATION 
ENERGIES EXTRACTED FROM THE ARRHENIUS PLOT OF FIGURE 3; SOME OF 

THE PARAMETERS USED IN THE DC SIMULATION. 

Technology DC 
(s-1) 

EA1 
(eV) 

EA2 
(eV) 

NDEF 
(cm-3) 

EC-ET 
(eV) 

τn 

 (s) 
Old 600 0.57 1.18 10-9 0.55eV 10×10-6 

New 4600 0.59 1.12 10-9 0.55eV 3×10-3 
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Figure 2.  Dark currents at three different temperatures, -25°C (circles), 
25°C (triangles) and 65°C (squares) of SiPM pixels fabricated in the old 

technology (filled symbols) and new technology (open symbols). 

in Table I. At higher temperatures, the diffusion of minority 
carriers becomes the dominant mechanism of dark current. 
Note, however, that this mechanism becomes the leading 
effect at different temperatures for the two technologies. For 
the old one the diffusion mechanism dominates for 
temperatures above 10°C, while for the second one it 
prevails at temperatures above 40°C.  

To get a further insight, the dark count (DC) rates for the 
two devices were measured as a function of temperature and 
bias voltage (Fig. 4). In general, it has been demonstrated 
that the DC rate in a pixel is well described by the following 
equation [10,12]: 

 
DIFFSHR DCDCDC +=       (1) 

 
The first term, DCSHR, takes into account the SHR generation 
from mid-gap level defects located in the depleted active 
volume of the pixel p-n junction: 
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where NDef is the defect concentration, W the depletion layer 
width, AACT the pixel active area, γn the universal constant for 
emissivity [14], σn the defect cross-section, EC-ET the defect 
ionization energy [14], T the temperature, and k the 
Boltzmann constant. 

The second term DCDIFF is the component due to the 
minority carrier diffusion from the perimeter of the pixel 
active area into the active depleted volume, given by: 
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Figure 3.  Arrhenius plot of the dark currents at constant +4 V overvoltage 
for a SiPM pixel fabricated in the old technology (filled squares) and in the 

new (open circles) technology. 

where ni is intrinsic carrier concentration, Na is the dopant 
concentration of the epitaxial layer in the active area 
perimeter, Dn is the electron diffusivity, τn is the minority 
carrier lifetime and AP the area of the perimeter zone 
surrounding the active area. 

Figure 4 shows the comparison of the experimental  
(symbols) and the simulated DC rates (continuous and 
dashed line) using Eqs. (1), (2) and (3) for the old and the 
new technology respectively at different temperatures. The 
agreement between data and simulation is extremely good in 
the full temperature range explored. We modeled the 
experimental data by assuming NDef = 109 cm-3, EC-ET = 0.55 
eV, σn = 1.6×10-15 cm2, with the universal constant γn = 
1.78×1021 cm-2 s-2 K-2 for the SHR term (Eq. (2)) in both 
technologies. For the diffusion term (Eq. (3)) we assumed: 
µn=1500 cm2/Vs and Na= 1015 cm-3, that is the dopant 
concentration of the p- epitaxial layer. To explain the large 
difference in the DC rate in the diffusion regime, we have to 
assume drastically different values of minority carrier 
lifetime: τn = 10 µs for the old technology and τn = 3 ms for 
the new technology. The large lifetime improvement results 
in a noticeable improvement of the DC rate diffusive 
component, as shown in Figs. 3 and 4. The reason for such 
radical improvement of both lifetime and DC rate in the 
diffusive regime may be ascribed to the different device 
architecture (see Fig. 1). In the old technology a large p-type 
dopant concentration in the device periphery, up to a B 
concentration of the order of 2×1018/cm3, is present, while it 
is completely absent in the new technology. By considering 
that the Auger effect [15-16] for such a large dopant 
concentration becomes a relevant recombination mechanism, 
with lifetimes of the order of 1 µs in correspondence with the 
peak B concentrations at the periphery, we propose that the 
low effective minority carrier lifetimes observed in the old 
technology are due to Auger recombination occurring at the 
device periphery. Such effect disappears in the new 
technology, resulting in a noticeable improvement of lifetime 
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and, therefore, of DC rate in the diffusive regime. In the 
present new generation technology, the defect concentration 
is of the order of 109/cm3, hence the diffusive component 
dominates the DC rate at about 50°C and above. By further 
decreasing the concentration of SHR defects, the DC rate 
would be limited only by the diffusive regime also at room 
temperature (25 °C), which would result in a level of DC rate 
of a few tens of counts per second for our pixel size. 

 

IV. CONCLUSIONS 
In this paper, we have reported on the comparison of two 

SiPM pixel architectures: the first one has a double epitaxial 
layer p+/p on an n-type Si substrate and the anode contact is 
on the top of the structure; the second one has only a single 
p- epitaxial layer grown on a highly doped p+ Si substrate 
with the anode contact at the bottom of the structure. In both 
cases deep optical trenches are realized.  

The dark current behavior of SiPM pixels with respect to 
the temperature was studied for the two fabrication 
technologies. The realization of a back-side anode contact 
results in a major improvement of the minority carrier 
lifetime, probably due to the reduction and/or removal of 
Auger recombination at the device periphery taking place 
when a high B doping is used to provide the front side anode 
contact. This results in a noticeable improvement of the 
diffusive component of the DC rate and then to a reduction 
of the pixel DC for temperature higher than 10°C. 
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Figure 4.  Comparison of DC at three different temperatures, -25°C 
(circles), 25°C (triangles) and 65°C (squares) of the two SiPM pixels 

fabricated in the old (filled symbols) and new (opens symbols) 
technologies. Continuous and dashed lines are the simulated DC as 
described in text for the old and the new technology respectively. 
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Abstract – The paper deals with a gas sensing device based 
on Vanadium oxide (V2O5)/ Porous Si (PS) /Si structure 
used to detect Ethanol gas at different concentration. The 
V2O5 thin films were deposited on   porous silicon by the 
sol-gel (Dip-coating) technique. The Vanadium oxide has 
been produced from vanadium alcoxide precursor. Current-
voltage and admittance characterizations show that the 
sensor characteristics are modified in the presence of gases. 
Conductance measurements at low frequencies indicate the 
presence of interface states.  
 

Keywords- vanadium oxide; porous silicon; gas sensor. 

I. INTRODUCTION 

During the two last decades, the interest in environment 
issues, particularly in pollution, has become a major key 
factor in the industrial development. Recently, immense 
efforts have been done in the development of sensing 
devices based on porous silicon (PS) [1, 2]. Because of its 
high reactivity and high specific surface (200-600 m2/cm3), 
porous silicon has been shown to be an interesting base 
material for gas sensing application [3, 4]. Porous silicon 
has been found highly sensitive against organic vapours 
such as methanol, ethane, propane or ethanol and acetone 
[3, 5-8]. However, PS-based sensors showed a relatively 
long response time, and a degradation of the structure due to 
porous silicon surface oxidation .Many recent efforts that 
are devoted to materials exploration for better sensor 
performance have appeared. 

Metal oxides have been widely exploited as 
sensing elements in semiconductor gas sensors, because 
they provide featured active sites to adsorb gas molecules 
and catalyze reactions. Their surface states and chemical 
reducibility favor gas sensor operation at low temperatures.   

Presently, only transition-metal oxides with d0 or d10 
electronic configurations (e.g., SnO2 and ZnO with d10; TiO2 
and V2O5 with d0) find their real gas sensor application 
[9].Vanadium oxides have attracted attention because of 
their potential applications as chemical sensors and as the 
active components of various electrical and optical devices 
[10]. Thin films of vanadium oxides for ethanol sensor 
applications with the best sensitivity and selectivity were 
been prepared by several authors [11, 12]; however, the 
mechanism sensing is not yet fully understood. 

In the present work, we will present current-voltage, 
capacitance and conductance results of a gas sensing device 
based on Vanadium oxide (V2O5)/Porous Si (PS) /Si 
structure subjected to ethanol vapor. 
 

II.  EXPERIMENTAL 

Porous silicon (PS) was obtained by electrochemical etching 
of p-type silicon wafer (450 µm thickness, 1 - 10 Ωcm 
resistivity). The etching solution was prepared by adding         
50 vol. % of ethanol to 50 vol.% of  HF aqueous solution 
(49 wt. %).Current density and etching time were varied to 
obtain porosity ranging from 40 to 75% and thickness of PS 
layer 2 - 15 µm, respectively. Nanostructured vanadium 
pentoxide films deposited on PS surface were prepared by 
mixing vanadium (V) oxytriisopropoxide (VO(OPri)3) 
(Sigma Aldrich) with isopropanol (PriOH))  in presence of 
acetylacetate. The obtained gel was deposited by dip coating 
technique and dried in air at room temperature.  

Current-voltage and impedance spectroscopy are 
employed for electrical characterizations of the sensor in a 
controlled gas environment.  
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Figure 1. A schematic diagram of the V2O5/PS/Si sensor. 

 

Sensor prototype structure of 5 mm x 5 mm cells was 
realized (Figure 1). 
 

III.  RESULTS AND DISCUSSION  

III.1 Current-voltage characteristics 

The current-voltage (I-V) characteristic of V2O5/PS/Si 
structure, shown in Figure 2, was measured in air 
environment and ethanol vapor environment. The current 
response of the devices shows generally that for bias 
potential values less than 1 V, an ideality factor of 1.72 is 
calculated. The value of the ideality factor n as obtained 
here could indicate that the current transport mechanism 
consists of both the trap-assisted tunneling and the 
thermionic emission [13, 14]. 
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Figure 2.  I-V characteristics of the structure against ethanol vapor at a 

concentration of 160 ppm. 
 
 
A rectifying behavior is also observed when the ethanol 
vapor is in contact with the structure with no change in the 
shape of current-voltage curve, only a change in current 
magnitude at fixed potential in observed. 
 
 

III.2 Capacitance and conductance measurements 

The current-voltage characteristic does not provide 
sufficient information to model the device operation. 
Complementary information’s can be  obtained from the 
small signal impedance measurements . The measurements 
were made as a function of frequency in the range 1 Hz - 
100 kHz. 

Figure 3a which gives the variations of the capacitance 
versus bias (C-V) at constant frequency of 1 kHz shows that 
it behaves as Metal-Insulator-Semiconductor (MIS) 
structures as observed by several authors for Al/PS/Si 
structure [15]. The capacitance decreases monotically and 
stabilizes at potential values lower than -1 V. When the gas 
is in contact with the ethanol vapor a large variation of the 
capacitance is observed, as shown in Figure 3b. For 
structure biased negatively C decreases monotically with 
bias voltage. 
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Figure 3. Variation of the capacitance vs. bias voltage at constant frequency 

of 1kHz, (a) under air, (b) ethanol vapor. 
 
 

Figure 4 shows the dependence of the conductance on 
the voltage at 1 kHz frequency before and after introducing 
ethanol vapor. One can note that the introduction of ethanol 
vapor onto sensitive V2O5/PS surface causes, here again, 
changes in the conductance measurement. The conductance 
variations were seen to increase monotically with negative 
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bias voltage when the gas is in contact with the device, the 
conductance value decreases with bias voltage. However a 
change in the variation shape of the conductance has been 
observed at low frequencies between 10 and 100 Hz, as 
shown in Figure 5, where it shows that in the potential range 
(0 - -1.5 V) the conductance presents a large “cavity” 
centered at about - 0.4  V. 
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Figure 4. Variation of the conductance vs. bias voltage at constant 

frequency of 1 kHz under air and ethanol vapor. 
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Figure 5. Dependence of the conductance on the voltage at constant 
frequency of 10 Hz. 

 
 
This behavior could be related to the presence of interface 
states distributed in this bias potential range. This statement 
is confirmed by contacting the structure with the gas 
ethanol. In this case the interface states are filled with 
charges due to adsorption of ethanol vapor. In principle the 
evaluation of an interface density of states can be obtained 
from the dependence of the conductance G, divided by the 
frequency: G/ω as a function of w. From the G/ω curve it is 
easy to calculate the density of the interface state [15, 16]. 

The capacitance and conductance as a function of frequency 
at a bias potential of -1 V are shown in Figure 6. It is shown 
that the capacitance is higher for very low frequencies then 
decreases monotically to low values for higher frequencies 
(Figure 6a). 
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Figure 6. Capacitance and conductance of the V2O5/PS/Si structure as a 

function of frequency. 
 
 

The conductance is seen to increase linearly in the 
range 1 Hz to 1 kHz then tend to stabilize for higher 
frequency values (Figure 6b).  It is clear that more results 
are needed in order to understand this behavior and 
elaborate an equivalent electrical circuit of the structure. 

 

VI. CONCLUSION 

In this work, we reported on the deposition of vanadium 
oxide on porous silicon and the application of V2O5/PS/Si as 
structure for ethanol vapor sensing. Capacitance, 
conductance and current-voltage measurements show that 
the device response is modified by the ethanol vapor on the 
V2O5/PS surface. The results of impedance measurements at 
low frequency clearly demonstrate the presence of interface 
states at -0.4V. 
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Abstract—Surface acoustic waves have been studied for more
than 50 years and are mainly used as passive components
(resonators, frequency filters, sensors, etc.) for signal pro-
cessing, and more specifically. As demonstrated by Bao et
al, surface acoustic wave devices can operate without on-
board power supply using a dedicated interrogation unit. Using
appropriate design considerations, these devices are sensitive to
external conditions including temperature, pressure, strain or
chemical/biological mass loading. Therefore, the unique charac-
teristics of such devices allows for an effective implementation
providing new opportunities for remote control of physical and
chemical parameters.

Keywords-Surface acoustic wave; high temperature; sensor;
langasite; quartz; aging; radiofrequency; reader; passive.

I. INTRODUCTION

The work presented in this paper has been achieved
within the SAWHOT European project frame [1], devoted to
the development of sensor and interrogation system for an
unprecedented temperature range (from cryogenic conditions
to temperature in excess of 650oC). In the following, the
development of temperature sensors operating from room
to high temperature is described, the application concern-
ing high temperature furnace monitoring, turbine operation
control. Two different types of substrate have been used for
the fabrication of SAW (Surface Acoustic Wave) sensors to
assess first the possibility for accurate measurements using a
differential structure, second to reach temperatures in excess
of 700oC using a single resonator sensor to demonstrate
the capability of these devices to withstand such operation
conditions. Quartz [2] and Langasite-based [3] solutions
have been respectively implemented in that purpose [4].

The first part of the paper briefly recalls the principle
of wireless SAW sensors. Design rules are subsequently
reported considering the specific problem of temperature
robustness. Particularly, the specific problem of packaging
and antenna assembly is discussed. The final sections are
devoted to effective temperature measurements in the above-
mentioned ranges. As a conclusion, the capability of LGS-

based sensors to reach temperature in excess of 700oC is
discussed.

II. WIRELESS SAW SENSOR INTERROGATION PRINCIPLE

SAW sensors are based either on delay lines on Lithium
Niobate operating in the Industrial-Scientific-Medical (ISM)
2.45 GHz band or on resonators working at lower frequen-
cies, i.e. ISM bands centered in 434, 868 or 915 MHz. For
the later case, the basic principle of the interrogation strategy
is a combination of a frequency-sweep network analyzer
used to identify the resonance frequencies of the device, and
a monostatic pulse-mode RADAR strategy [5] for improving
the isolation between emission and reception stages. The
whole interrogation system is usually called reader as it
actually reads the resonance frequencies. A radio-frequency
pulse gates a carrier at variable frequencies within the ISM
band. If the emitted pulse spectrum overlaps the bandpass of
one resonator, the acoustic device stores the energy. Once the
antenna of the interrogation unit switched from the emission
to the reception stages of the reader, the resonator restores
the loaded energy at its own resonance frequency, shifting
with the variation of the physical parameter measured by
the resonator [6]. This pulse is received by the interrogation
unit using a wideband power detector. The returned power
vs frequency curves allows for the identification of the
resonance frequency [7].

III. SAW SENSOR DESIGN FOR HIGH TEMPERATURE
MEASUREMENTS

An important knowledge has been developed for 20 years
based on work devoted to the simulation and computation of
surface acoustic wave devices (SAW), [8]. The two mainly
exploited methods are FEM (Finite Element Method) [9]
and BEM (Boundary Element method) [10], both combined
to accurately represent effective SAW boundary conditions.
FEM is used to account for the inhomogeneous part of
the transducer whereas of BEM is used to represent the
contribution of the substrate. This later function is achieved

46Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-208-0

SENSORDEVICES 2012 : The Third International Conference on Sensor Device Technologies and Applications

                           56 / 163



using Green’s function of any layered substrates (Fig. 1)
assuming flat interface between each layer of the stack.
These computations are used to derive mixed-matrix or
Coupling-Of-Mode (COM) parameters necessary to simulate
the electrical response of actual devices.

Meshed part : 
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Radiation : Green function

Junction by BEM
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Figure 1. FEM/BEM synoptic.

Two high temperature ranges are targeted, below and over
500oC. For “low temperature”, sensors based on Quartz are
used with aluminum-copper electrodes allowing for high
quality factor resonances (≥ 10000) [11]. Regarding the
Curie temperature of Quartz, this material can not be used
at temperature higher than 573oC (limited to 540oC in
practice); therefore Langasite (lanthanum gallium silicate)
substrate [12] has been chosen for temperature measurement
over 500oC [13], [14].

Quartz sensors used for first tests are TSEAS10 (5x5
mm2, Fig. 2) from SENSeOR (Mougins, France), this device
uses two resonators for differential measurements reducing
the influence of correlated noise and aging effect on the re-
sponse. SAW devices based on Quartz with Al-Cu electrodes
provide high Q factor as required for wireless interrogation
considering the capability of the sensor to store energy from
the RF wave, and to restore it at its own frequency depending
of environmental physical parameters [15].

Fig. 2 shows a quasi-perfect match between the simulation
and the experiment for this type of sensor (association of
quartz substrate with aluminum for interdigital transducers,
IDT).

IV. PACKAGING OF SAW DEVICES FOR HIGH
TEMPERATURE

Packaging is one key-point of the project. The device must
be mounted on a carrier to avoid applying any stress on the
device. Therefore, package and substrate materials require
coefficients of thermal expansion as close one another as
possible. The whole package is composed of a standard
SMD ceramic case with tungsten/molybdenum pads (Ky-

Figure 2. Comparison between computation and measurement of the
TSEAS10 double resonators sensor.

ocera 7.1*9.1 mm2 A440), connected to device by gold wire-
bonding (Fig. 3).

Figure 3. The different stages of the packaging process.

At the moment, devices are sealed using another upside-
down package as lid. The case is connected to an alumina
plate with patterned connection, this footprint is realized in
AgPb alloy to avoid the migration of the solder, stainless
steel antennas and case are connected to the pattern thanks
to tin solder.

An additional conditioning is required to preserve the
device integrity when exposed to high temperature. The
corresponding process is currently under patent application
process and will be described when presented at the confer-
ence.

V. TEMPERATURE MEASUREMENTS WITH SAW SENSORS
BASED ON QUARTZ

The first experiment helps us to understand what happens
to Quartz-based sensor between 25 oC and 250 oC.

The interrogator includes adapted SAW filters yielding
operating in the 434MHz-centered ISM frequency band
(434 MHz±0.85MHz). The algorithm used by the reader
is based on the separation of the above 1.7MHz band in
two equilibrated frequency sub-bands. Each resonance of
the differential sensor is located in one of the band for
the whole temperature excursion. The problem in our case
is that the sensor is used out of its specifications (room
temperature to 250oC instead of -15oC to 165oC); therefore
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Figure 4. Behavior of resonator at intermediate temperatures, exhibiting
the crossing of the higher frequency resonance (starting as the green curve)
into the low-frequency band between dates 500 and 600, for temperatures
above 180oC.

the resonance frequencies are overlapping over 180oC. With
this algorithm, the first band begins at 433.05MHz and
finishes at 433.89MHz, while the second band starts at
433.89MHz and stops at 434.83MHz. Each band is used to
measure only one frequency. if two resonance frequencies
arise in the same band, the measured signal is the one
with the largest amplitude. On Fig. 4, the first frequency
(green curve) is leaving the upper band to penetrates the
second one (>434 MHz), the power received by the reader
corresponding to this resonance is larger than for the other
one (red curve).

The second experiment aims at using Quartz sensor at
temperature up to 450oC without frequency band program
of the reader (the contrary of the last experiment), providing
the flexibility needed to measure SAW sensors out of their
specifications.
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Figure 5. Behavior of resonator at intermediate temperature (around
450oC).

The sensor is based on differential measurements, but
the two corresponding resonators do not exhibit the same
behavior versus temperature. The 434 MHz frequency (blue
between 0 and 5000s) is the reference mode exhibiting
less frequency variation than the sensor mode (433 MHz)
corresponding to the sensor mode. The turnover of the
reference mode is situated in the temperature range from

room temperature to 200oC, then, the frequency is dra-
maticaly decreasing as shown from 5000s to 10000s. The
turnover of the other mode is situated at higher temperature,
therefore the frequency shift of this mode versus temperature
is less important than for the reference mode. The higher
frequency is crossing the other resonance between 5000s
and 7500s, then both frequencies have changed their places
in the frequency band when the oven stoped to heat up
at 22500s. With this later algorithm, the reader is able
to measure frequencies, which are separated from at least
200 kHz (depending of the averages number performed and
the frequency band measured,considering 150 steps in a 4
MHz wideband, each “valid” measure separated by 7 steps).
More experiments have been led on Quartz-based sensors to
evaluate if a solution with this substrate can be an alternative
to high temperature substrate at intermediate temperatures
(room temperature to 500oC). As shown on Fig. 6, this
resonator suffered 50h at 450oC without visible damages.

Figure 6. Picture of the IDT of TSEAS10 sensor used during 50 hours at
450oC while measured by wireless interrogator. IDT are polluted after the
opening of the ceramic package using milling tools.

VI. AGING AND TEMPERATURE MEASUREMENTS WITH
SAW SENSORS BASED ON LANGASITE

The first steps of the experiments are focusing on the
evaluation of the efficiency of the wireless sensor at inter-
mediate (Fig. 8), and then at high temperature (Fig. 13).
Moreover, the frequency measurements of the devices will
help understanding and evaluating the frequency variations
of the resonators. The necessity of a “preaging” process for
Langasite sensors then will be emphasized.

For the first experiment, the resonator was placed in a
ceramic oven (able to warm up up to 1200oC, Fig7).

The resonator has been submitted at a temperature of
500oC during 50h. Meanwhile, its resonance frequency has
been wirelessly monitored with a refreashing rate of about
one measurement per second.

As expected, the temperature cycle applied to the res-
onator did operate as an aging process and the frequency of
the resonator has evolved. As shown on Fig. 8, a difference
of 300 kHz is observed at room temperature before and after
the 50h-500oC cycle (at dates 50000s and 320000s). The
frequency is shifting along time (during the 500oC heating
process), showing a difference of 50 kHz between the dates

48Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-208-0

SENSORDEVICES 2012 : The Third International Conference on Sensor Device Technologies and Applications

                           58 / 163



Figure 7. High temperature bench : ceramic oven with non-metallic back
for RF wireless measurement associated with oscilloscope for debugging
signal issue from reader unit, another temperature probe is used to measure
temperature as close as possible of the device.
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Figure 8. Wireless measurement of the sensor at 500oC during 50h.
Between 0s and 50000s, the sensor is packaged (Fig3) and placed in the
oven for a first preliminary cycle (100oC for 2h, 270oC for 2h and 360oC
for 2h). Between 80000s and 280000s, the sensor withstands a temperature
of 500oC.

100000s and 280000s. The observed variance at short term
of the measured frequency is 10 kHz.

The resonator then is used at 700oC to push ahead the
experiment (Fig. 9) and to continue to estimate the observed
shift of the frequency.
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Figure 9. Wireless measurement of the sensor at 700oC. Between 0s and
18000s, the oven is warming up. The sensor is then operating at 700oC
during 36000s (from 18000s to 54000s), then the sensor does not operate
anymore.

After 10h of measurements, the interrogator does not

measure any response. In order to determine the origin of the
failure, the package has been opened and it was identified
a break of the wire-bonding induced by the deformation of
the metallization used for the connection pad of the case.
Concerning data acquired during these 10h of operation, the
signal is too noisy to determine the frequency shift. As a
conclusion, this resonator was able to operate during 50h at
500oC and then 10h more at 700oC. The noise measured
during both experiments (Fig. 8 and Fig. 9) is related to
the laboratory activities. Note that the resonator was still
operating when probed with tips.

In parallel, another resonator was used for stabilizing a
temperature controlled oscillator based on a Collpits-like
structure. The device was placed in the oscillation loop
once dicing process performed without any preaging. This
resonator (Fig. 10) showed a Q factor of 5000 with a
coupling factor of 0.04%. The temperature of the system
was locked at 50oC. This test was performed to estimate
aging effects of LGS resonators used at room temperature
to corroborate the need for pre-aging process application in
general.
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Figure 10. Reponse of the resonator
used in the oscillator loop.

Figure 11. Variation of frequency
of the oscillator over time (1.09−5

for LGS versus 1−7)

Regarding the frequency variation curve (Fig. 11) and
the frequency variation at intermediate temperature (Fig. 8),
the langasite based devices would need the development
of a “preaging” process to reduce as much as possible the
frequency shift of the sensor in harsh environments.

For the second experiment, a different resonator is used
for life time tests, regarding the low (10-20 cm) range
induced by its “low” coupling coefficient (0.19%, low com-
pared to the other devices issued of the same wafer) and its
low Q factor (<500), it is not possible to use this sensor
for wireless measurement. The resonator is placed in the
oven with another case up and down as hood, this package
will protect the resonator against a direct contact with high
temperature environment (as it will be in packaged device
for wireless measurements).

The sensor is measured using tip-prober between each
successive cycle to evaluate the impact of the temperature
on the response of the device. The temperature cycle used
in this experiment is composed of a 5h warming from room
temperature to 700oC, and then keeping the temperature
constant during 10h.
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Figure 12. Life time test: temperature cycles are performed from room
temperature to 700oC during 10h, showing a life time of 30 hours.

As shown on Fig. 12, the dynamics of the resonator
admittance is changing along cycles . The coupling coeffi-
cient of the device remains constant despite successive cycle
application. However, after 4 cycles, no more response is
measured.

The third experiment aims at using langasite sensors in
high temperature environment (>500 oC). The goal of this
experiment is to observe the evolution of the resonance
frequency at 700oC (Fig13) and to evaluate the effect of
operating in harsh environment on the response of the
device.

 430

 432

 434

 436

 438

 440

 442

 444

 0  10000  20000  30000  40000  50000  60000

fr
e
q
 (

M
H

z
)

time (s)

experiment 1: red
experiment 2 : green

experiment 3: blue

Figure 13. Behavior of a langasite sensor. The experiment cycle is divided
in 3 steps, 300 oC, 500 oC and 700 oC for 2h at each temperature.

Considering the used resonator, the frequency band of the
reader had to be adapted and a wide band interrogator was
used (440 MHz ± 10 MHz instead of classical configuration
434 MHz ± 0.85 MHz). As expected, the frequency band
needed to measure the behavior of the Langasite sensor was
around 10 MHz (441 MHz at room temperature versus 430.5
MHz at 700oC).The frequency of the resonator decreases
by 300 kHz after each step at 700oC, as shown in Fig. 13,
the frequency is only shifting at “low” temperature (room,
300oC, 500oC), the evolution of the frequency at 700oC
after each process is less significant (50 kHz). After this
last experiment, the sensor was not able to operate anymore.
The package has been opened to analyzed what happened
to the device (Fig. 14 and Fig. 15). It appears that the fail

is coming from the destruction of the IDT induced by a too
long exposure at high temperature [16], [17], [18].

Figure 14. State of langasite res-
onator : picture of the IDT.

Figure 15. State of langasite res-
onator : picture of the mirrors.

VII. CONCLUSION AND FUTURE WORK

In the frame of the SAWHOT project, SAW devices for
wireless passive high temperature measurements have been
developed. Two main operating range have been identified,
from room temperature to 500oC and beyond 500oC. For
both ranges of temperature, sensors have been developed,
starting from basic design opertaion (using FEM/BEM and
mixed-matrix-based tools) to characterization in oven using
wireless measurements. Simulated results did match with
devices behavior when measured via tip-probing. Quartz-
based sensors were found suitable for intermadiate temper-
ature measurements (<500oC). This type of sensor shows
that this range of temperature can be measured using Al-
Cu electrode on SAW Quartz resonators, withy numer-
ous degree-of-freedom for optimizing specifications such
as sensitivity, frequency range and the number of res-
onators (differential measurements or not). The algorithm
for resonance frequency tracking prevents the overlapping of
both measured resonators. For high temperature (>500oC),
Langasite-based sensors were found to operate up to 700oC.
The firsts experiments have been done using a wideband
reader, according to the frequency/temperature range. The
results show that the sensors can be actually measured at
700oC using SENSeOR’s interrogator with a 30 cm range
interrogation distance (across the oven back). The resonance
frequency of the sensor is evolving at high temperature,
showing a decrease of 300 kHz of the frequency after
each cycle at room temperature, 300oC, 500oC. At 700oC,
the shift of frequency is reduced and is around 50 kHz.
Moreover, the langasite device has been able to operate at
this temperature for 30h, during this period, the dynamic
admittance is increasing, while the coupling coefficient
remains constant.

Further works are currently performed, focusing on the
upgrading of the sensor parameters (Q factor, coupling
coefficient), the life time of sensor at high temperature and
the aging process for the devices.
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Abstract— Resistive bend sensors have been increasingly 
used in different areas for their interesting property to 
change their resistance when bent. They can be employed in 
those systems where a joint rotation has to be measured, 
such as in biomedical systems to measure human joint static 
and dynamic postures. In spite of their interesting properties 
the commercial bend sensors have a resistance vs. bent angle 
characteristic which is not actually ideal as a linear function, 
to measure bend angles, would be. In this work, we have 
developed a way to calculate the sensor resistance for 
different bending angles with a generalized strip contour, in 
order to predict how shaping it with different non-uniform 
geometries changes the resistance dependence on bending 
angles, and investigate what kind of strip geometry can lead 
to a more linear behavior. 

Keywords– bend sensor; gesture recognition. 

I. INTRODUCTION 

In order to measure human body kinematics, it is 
convenient to adopt sensors, which can measure bending 
angles with good precision despite a low cost.  

Commercial bend sensors are usually made of a few 
micrometer tick resistive material deposited onto a thicker 
plastic insulating substrate. The resistive strip is screen 
printed with a special carbon ink, to be applied on 
virtually any custom shape and size film [1]. Normally, 
however, as well as the overall sensor, it has a rectangular 
geometry, with one side somewhat larger than the other. 
The ink’s resistance value changes with bending due to an 
applied external force. The overall thickness is anyway 
negligible compared to the total largeness and lengthiness. 
All sensor materials, however, must be able to bend 
repeatedly without failure for the sensor to work. This 
kind of sensors are available on the market (Images SI Inc. 
[2], Flexpoint Sensor Systems Inc. [3]). 

These devices can be adopted as sensors when placed 
on different kind of joints with the larger side bent 
according to the joints. They can be applied to body joint 
as electronic goniometers, to realize goniometric sock for 
rotation assessment of body segments in human posture 
recognition [4,5,6]. 

From a characterization point of view, the model 
which takes into account the mechanical aspect of the 
sensor predicts a linear behavior of the electric resistive 
variation with the bending angle [7]. Nevertheless the 
sensor resistance has increasing derivatives, especially for 
small angles, which result in non linear characteristics, as 
provided by the electrical characterization of the sensors.  

The idea developed in this paper is to change the 
regular (rectangular) geometry of the sensor, cutting some 
part of it, in order to increase or decrease its resistance 
value, obtaining a linearization of its intrinsic non linear 
behavior. To this aim, the change of sensor resistance with 
bending angle has been modeled for a generalized 
resistive strip contour. 

II. EXPERIMENTAL   APPARATUS 

The apparatus employed for this analysis was designed 
to emulate, in a controlled environment, the behavior of 
commercial bend sensors, when applied to body joints to 
track segment rotations. Figure 1 provides a photo of a 
sensor strip sample. 

 

 
Fig. 1. Photograph of a resistor sensor sample (Flexpoint Sensor 
Systems Inc. South Draper UT, USA) in 1:1 scale. 

Figure 2 shows a schematic of the experimental set-up. 
The sensor sample was laid as a cantilever beam on a 
metal hinge. In order to bend the sensor from 0 to +90 
degrees, the sample side connected to the electrodes was 
locked in a stationary clamp, fixed to a rotating platform 
operated by a step motor. The other side of the sensor was 
put in a sliding clamp to avoid the sample stretching. For 
this kind of sensors the resistive material must be external 
with respect to the rotation. Bending angle step amplitude 
was changed reliably with one degree resolution from a 
Labview interface serial connected to a PC. The step 
motor is a PD-109-57 sample from Trinamic, connected to 
the PC through a RS-232 cable. The sensor resistance 
measurement against different bending angles was 
obtained connecting a digital multimeter to the Labview 
setup [8]. 

We measured the characteristic of several commercial 
bend sensors. In particular, we investigated the behavior 
of 2 inches long Flexpoint non encapsulated sensors, 
polyester encapsulated sensors and polyimide 
encapsulated sensors, when bent on a 8 mm hinge.  

Measurements results, reported in Fig. 3, demonstrated 
the non linear mentioned characteristic. In particular the 
resistance variation is greater for non encapsulated sensors 
stands their higher flexibility, whereas the polyester one 
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exhibits better linearity. These imply that the resistive 
material must be non isotropic and must present non-
uniform variation when bent.  

The idea developed in this paper is to investigate how 
the change of a regular (rectangular) sensor geometry, 
cutting some part of it, increases its resistance value, 
obtaining a linearization of its intrinsic non linear 
behavior. In order to predict how shaping sensor resistive 
strip with different non-uniform geometries changes the 
resistance dependence on bending angles, this dependence 
has been calculated for a generalized resistive strip 
contour in the next section [9]. 

 

 

Fig. 2.  Schematic of the experimental set-up. 

 

 
Fig. 3. Resistance variation vs bending angle for three different 

Flexpoint sensors 

 

III.  SENSOR  RESISTANCE  MODELING 

For a flat rectangular sensor of size L×W, where L is 
the length and W the width of the resistive strip, its 

constant sheet resistance or resistance per square °0
sheetR  

and its total resistance °0
SR  are linked by the equation 

0 0° °=S sheet

L
R R

W   
       (1) 

If the resistive strip has not a rectangular contour, say 
not a constant width given by the function w(x), the total 
resistance can be numerically calculated from the equation 

( )
0 0

1

° °

=

∆
= ∑

N
i

S sheet
i i

x
R R

w x
      (2) 

where the strip length have been divided into N 
uniform or non-uniform segments of length ∆xi for 
numerical integration. 

As previously affirmed, when the polyester or 
polyimide substrate is bent, the material of its resistive 
strip is stretched, and the sheet resistance increases around 
the bending rotation axis. Although it is rather difficult to 
physically model this phenomenon, an abstract model can 
be still attempted with a general Gaussian function 
centered on the rotation axis, supposed at a known 
distance LR from the strip longitudinal edge at x=0. 
Assuming then 

( )
( )−
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2

2

x

2

2

1
G x e

2
σ

πσ
      (3) 

the sheet resistance results from 

( ) ( ) ( ), °= + −0
sheet sheet RR x R K G x Lφ φ     (4) 

where the unknown parameters are the calibration 
factor K(φ), scaling the sheet resistance with the bending 
angle, and the variance σ which determines the 
longitudinal extension of the region around the bending 
axis where resistivity increases. To this parameter, it has 
been arbitrarily assigned a starting value = d 2σ , where 

d is the hinge diameter. However, by comparison of model 
simulation and experimental measurements this value can 
be adjusted, although a constant value seems to fit better 
than one changing with the bending angle. 

As a consequence, the resistance variation of a 
rectangular sensor with the bending angle can be 
calculated as 
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  (5) 

from which results 

( ) ( )°= +0
S S

K
R R

W

φ
φ        (6) 

standing that, if the Gaussian function is almost 
comprised inside the strip length, results 

( )
=

−∑
N

i R i
i 1

G x L x 1∆ ≃        (7) 

Equation (6) allows to determine the calibration factor 
K(φ) from measurements of the sensor resistance variation 
with bending angle for a rectangular sensor. 

( ) ( )_
0

S meas SK W R Rφ φ ° = −       (8) 
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It is worth to note that the calibration factor, even if 
calculated for a rectangular strip, is independent from the 
strip geometry. Then, the response of a non-uniform 
geometry can be calculated from the equations 

( ) ( )
( )

,

=
=∑

N
sheet i

S i
i 1 i

R x
R x

w x

φ
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where Hgeom is a constant factor dependent on sensor 
geometry, but independent from the bending angle. As a 
consequence, since K(φ) is linearly dependent from 
RS_rect(φ) as result from (8), even with non-uniform 
geometry the normalized sensor resistance is the same of 
that of a rectangular one given by (5). In other words, no 
linearity enhancement can be yield from non-uniform 
geometry in this case. 

So far, it has not been taken into account that, when 
the sensor is bent, the sample side not connected to the 
electrodes slides in a clamp of an amount equal to the arc 
of the hinge (diameter d) corresponding to the rotation 
angle, and the rotation axis moves away from the locked 
edge (x=0) of half this quantity, namely  

( ) =
°

1 d
s

2 180 2

φ πφ        (11) 

from which the sheet resistance results 

( ) ( ) ( ), °= + ⋅ − −  
0

sheet sheet RR x R K G x L sφ φ φ    (12) 

To keep the rotation axis in the central region of the 
strip, a good practice would be to set 

( )max.= −RL 0 5 L s        (13) 

Calculating the total sensor resistance 
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it can be also expressed as 

( ) ( ) ( )°= + ⋅0
S S geomR R K Hφ φ φ      (15) 

where this time the geometric factor Hgeom is 
dependent on the bending angle. In this case, the 
normalized sensor resistance has a different behavior 
between uniform and non-uniform geometry. This fact 
will be exploited in the next section to investigate if 
particular geometries can lead to a linearization of its 
intrinsic non linear behavior. 

IV.  SENSOR   PERFORMANCE   SIMULATION 

The question which now arises, of course, is whether it 
would be possible to optimize the resistive strip geometry 
to yield a linear behavior with bending angle. However it 
is to note that the highest non linearity is observed for 
small angles, where the sheet resistance has a little 
increase. As a consequence, the modulation of the sensor 
width has a little influence on its performance for small 
angles. Nevertheless, a contour optimization has been 
attempted investigating different simple geometries, in 
particular trials have been performed on rectangular, 
triangular and circular contours, where dimensions have 

been randomly optimized, on the basis of the rms error 
between the normalized sensor performance and an ideal 
linear one (nonlinearity error). This approach has been 
attempted on the 2 inch polyester sensor from Flexpoint, 
where the strip size has been set to 36×5.6 mm, with a 
double width respect to the standard one, to allow safe 
shrinking of the sensor width do not compromise the 
sensor capability to bend repeatedly without failure. 

Being the squared contour a particular case of the 
triangular one, results have been presented only for the 
last one. Random iterations have been tried sweeping 
three geometry parameters in the following ranges: 

< <1W 2 W W , < <10 L L , < < −2 10 L L L . Fig. 4 plots 

the results either for sensor resistance and its normalized 
value, showing difference performance in dynamic (∆R/R) 
and linearity (nonlinearity error), either for the rectangular 
contour and the triangular cut. 
 

 

Fig. 4. Resistance and its normalized value variation vs bending angle 
comparison between rectangular and randomly optimized 
triangular contours for the most linear sensor resistance. 

The result of random optimization of strip contour 
dimension is reported in   Fig. 5, where calibrated sheet 
resistance Gaussian functions and their shift with bending 
angle has been superimposed. It can be noted that 
optimization suggests an almost square and deepest 
allowed cut as the best performing geometry. 
 

 

Fig. 5. Randomly optimized resistive strip triangular contour for the 
most linear sensor resistance. 
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Finally, the same random optimization can be also 
tried to enhance the linearity of a resistive divider, shown 
in Fig. 6, where the sensor is inserted in many 
applications, when it is the voltage across the sensor rather 
than its resistance that has to be processed. 

 

 

Fig. 6. Resistive divider to read the sensor voltage. 

Results have been plotted in Figs. 7 and 8, where the 
same optimization has been applied this time to a circular 
contour. Moreover, at each iteration corresponding to a 
particular contour, the reference resistance Rref has been 
swept inside the sensor resistance dynamic to yield the 
most linear behavior. Although not all results have been 
included in this paper for sake of brevity, it has been 
demonstrated that a square cut in sensor contour lets to 
achieve the best linearity performance, especially with a 
larger sensor width and deeper cuts, either for sensor 
resistance and voltage. 

 

Fig. 7. Resistance and its normalized value variation vs bending angle 
comparison between rectangular and randomly optimized 
circular contours for the most linear sensor voltage. 

 

V. CONCLUSION 

The linearization of the bend sensor’s characteristic 
leads to undeniable advantages in joint rotation 
assessment. In this work a method to calculate resistance 
variation with bending angle for any resistive strip 
geometry has been proposed, and different contour 
geometry have been compared from the linearity point of 
view. Results have demonstrated, from one hand, that the 
best results can be obtained with a square cut, from the 
other hand, that the larger is the sensor width and deeper 
the cut in resistive strip contour, the more relevant is the 

enhancement in linearity performance, either for sensor 
resistance and voltage across it when inserted in a resistive 
divider. 
 

 

Fig. 8. Randomly optimized resistive strip circular contour for the most 
linear sensor voltage. 
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Abstract—This paper presents a single-loop 2nd order sigma-
delta interface circuit for a bolometer operating in closed-loop 
mode. Switched capacitor circuitry is developed to implement 
the sigma-delta structure. The sigma-delta modulator acts both 
as digital readout circuit and as a mean of heat feedback. The 
design approach of the sigma-delta structure and the feedback 
shaping is explained. The circuit is designed for a realization in 
AMS CMOS 0.35µm technology. 

Keywords-bolometer; sigma-delta modulator; electrical 
substitution; frequency sensor. 

I.  INTRODUCTION 

Uncooled resistive bolometers are part of the thermal 
infrared detector’s category. In 2010, uncooled resistive 
bolometers represented 95% of the market of infrared 
imaging system [1]. Their operating principle is based on the 
measurement of temperature variations due to the incident 
optical power. In parallel to research work trying to improve 
the sensitivity of the bolometers through material or 
geometry optimization, other research work has focused on 
the development of feedback techniques to operate the 
bolometers in closed-loop mode as constant temperature 
bolometric detectors [2, 3]. All the proposed techniques are 
based on the Electrical Substitution principle that assumes 
that optical power can be substituted by electrically produced 
power. For integration and simplicity reasons, heat feedback 
is produced by Joule effect, considering that heat electrically 
produced can be used to equivalently stimulate the sensing 
resistor of the bolometer. This assumption is the basis of the 
Electrical Substitution (ES) principle also called Electric 
Equivalence principle [3, 4]. The advantages of closed-loop 
operation are numerous, including improvement of 
bandwidth and reduction of spatial noise. In 2009, a new 
configuration has been proposed for the closed-loop 
operation of resistive bolometers [5]. The so-called 
Capacitively Coupled Electrical Substitution (CCES) 
configuration exhibits the advantages of previous 
configurations without their limitations in terms of additional 
material required or stability issues. Proofs of principle of the 
CCES configuration have been demonstrated through 
successive analogous and digital implementations with 
discrete components [5, 6]. Digital implementation, besides 
the implicit digital measurement output, exhibit extra 
performance compared to analogous implementation because 
of linearization of the system [4, 5]. Recently, smart-

functions using a digital implementation of the CCES 
configuration with a microcontroller have been 
experimentally demonstrated [7].  

In this work, we aim at integrating the electronic circuitry 
of the CCES configuration for closed-loop operation of 
resistive bolometers and for smart-functions implementation. 
With a view toward integration of lines or matrixes of pixels, 
digital solution using a sigma-delta core is preferred to 
solution using a microcontroller. Consequently, for the first 
time to our knowledge, an integrated sigma-delta interface 
for a bolometer is developed. The sigma-delta modulation is 
attractive because it provides a digital output, linearizes the 
heat feedback path and can be easily implemented in high-
density CMOS technology. Such device will inherit the 
advantages and performance of the previous discrete 
realizations and will be the first step toward fully integrated 
smart infrared imagers.  

The paper is organized as follows. The second section 
describes the principle of the digital closed-loop operation of 
resistive bolometers. The third section presents the design of 
the sigma-delta interface associated with the bolometer. 
Finally, the result section exhibits simulation results that 
illustrate the expected behavior and performance. 

II. DESCRIPTION OF THE SYSTEM 

The system is a heat balanced bolometer using heat 
feedback through electrical substitution means. It is 
composed of a resistive bolometer, its readout electronics, 
and a sigma-delta modulator with a feedback shaping block 
for the implementation of the CCES configuration.  

A. Uncooled resistive bolometers 

Resistive bolometers are composed of a sensing resistor 
on a surface thermally insulated from the substrate by 
suspension legs, as illustrated in Fig. 1.  

 

Figure 1.  Top view of a bolometer pixel and equivalent electrical model 
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The operating principle is the following: the optical 
infrared (IR) power absorbed onto the surface of the 
bolometer rises the temperature of the sensing resistor (P/T 
conversion). If the sensing resistor (RB) is current biased (IB), 
then the voltage across the resistor (VB) measures the 
temperature variations (T/V conversion). The material of the 
sensing resistor is chosen for its high Temperature 
Coefficient of Resistance (TCR). 

The responsivity of a bolometer characterizes the 
variations of the output voltage signal (VB) depending on the 
infrared input optical power (Popt) [8]. It is expressed by 

( )effeff

BB

opt

B

sτ1G

RIηα

(s)P

(s)V
R(s)[V/W]

+
==  (1) 

where α is the TCR of the sensing resistor, η is the 
absorption coefficient of the absorbing surface, Geff and τeff 
are the effective thermal conductance and the effective 
thermal constant respectively [8]. τeff depends on the heat 
capacity Cth of the bolometer as follows: τeff=Cth/Geff. The 
equation (1) indicates that the more the bolometer is 
thermally insulated, i.e. Geff small, the higher the 
responsivity is. However, the more the bolometer is 
thermally insulated, the higher the time constant is, i.e. the 
slower the bolometer is. This is the traditional tradeoff 
between responsitivity and time constant of resistive 
bolometers. Usually, the thermal conductance is designed to 
match the time constants required for imaging applications 
and therefore the responsivity is not optimized. Such tradeoff 
can be released by operation in closed-loop mode. 

B. Closed loop operation of uncooled resistive bolometers 

Like for every sensor and generally speaking system, 
closed-loop configuration has advantages over open-loop 
configuration, including reduced time response and 
linearization. Closed-loop operation of resistive bolometers 
enables other interesting characteristics such as operation 
around a user defined operating point and simple selection of 
the measurement range. In the case of matrixes of bolometer 
pixels, since the output response in closed-loop is quite 
independent from the nominal resistance value of the sensing 
resistor, the spatial noise due to process discrepancies is 
intrinsically cancelled.  

Closed-loop operation requires heat feedback since the 
incoming signal is power. Fig. 2 illustrates the closed-loop 
configuration of a resistive bolometer. The system is 
controlled in temperature to a dynamic set point defined by a 
bias voltage VBias. G is the gain of the conditioning 
electronics and VT the amplified voltage. The absorbed 
incoming optical power, ηPopt, is considered as a 
perturbation compensated by the Joule power PJ. The closed-
loop system maintains the temperature of the bolometer 
constant by keeping the total amount of power constant. The 
total power corresponds to the Joule power initially applied 
prior to exposure to optical power to elevate the temperature 

of the bolometer. This initial power sets the static thermal 
working point. A controller C(p) is inserted in the loop to 
adjust the performance of the closed-loop system 
(bandwidth, robustness, noise rejection, …). As usually 
R(s).G is large, a simple controller C(p)=1 can be used in a 
first try. 

Bolometers operating in closed-loop mode have been 
developed either with analog or digital feedback 
implementations. Digital implementation is interesting in 
that the feedback path is linearized in a simple way if pulsed 
modulated signals are used [4, 5] and in that the output signal 
is directly digital. The digital pulsed signals can be 
modulated in width (PWM, pulsed width modulation) or in 
density (sigma-delta modulation). The major drawback of 
previously proposed digital implementation [6] is the need 
for a microcontroller with an ADC for the digital feedback 
path. We propose here to use a sigma-delta modulator both 
for the digital conversion and the feedback signal generation. 
This approach is somehow comparable to that of micro-
accelerometers operating in closed-loop mode with sigma-
delta modulators. In the case of lines or matrixes of 
bolometer pixels, this approach should lead to a solution 
better suited for integration. 

The schematic of the sigma-delta feedback loop for the 
bolometer is illustrated in Fig. 3, with a controller C(p)=1.  

The output bitstream corresponding to the measurement 
at the output of the sigma-delta modulator would have to be 
treated by digital filters and decimators to get the output 
signal with the format resolution allowed by the 
oversampling rate. 

The feedback shaping is here to implement the 
capacitively coupled electrical substitution (CCES) that 
enables easy setting of the system. In the case of the CCES 
implementation, the pulsed modulated signal is shifted to 
high frequencies by modulation with a carrier and then 
capacitively coupled onto the sensing resistor of the 
bolometer. The objective is to dissociate the electrical and 
thermal working points according to a frequency basis. It 
uses a high frequency modulated signal for the heat feedback 
voltage applied to the sensing resistor. This implementation 
can be applied to any kind of uncooled resistive bolometer.  

 
The sigma-delta interface for heat balanced bolometer 

using CCES configuration requires two main functional 
blocks:  

(1) a sigma-delta modulator,  
(2) a feedback shaping block.  

 
Figure 2.   Schematic of electrical substitution feedback loop  

 

Figure 3.  Schematic of sigma-delta feedback loop for the bolometer 
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III.  DESIGN OF THE CIRCUIT 

The design is for AMS 0.35 µm CMOS technology. 

A. Sigma-Delta (Σ∆) modulator 

For stability, linearity and resolution reasons, a single-
loop, single-bit, 2nd order sigma delta architecture was 
chosen for the sigma-delta modulator [9]. The resulting 
architecture is illustrated in Fig. 4. It is composed of two 
integrators with gain a and b respectively -0.5 and -2.0, of a 
comparator and of a 1-bit digital-to-analog converter. 
Compared to classical architectures, here an extra input on 
the first integrator is used to add a component to the signal. 
The role of this input is to set the static thermal working 
point, i.e. the Joule power applied in absence of optical 
signal. The oversampling ratio (OSR) is 256 to ensure at 
least the 98 dB signal-to-noise ratio required for a 16-bit 
resolution according to [9] 
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where B is the number of bits of the quantizer, n is the order 
of the modulator.  

 
Figure 4.  Block diagram of the 2nd order single loop 1-bit Σ∆ modulator 

For integration reasons, switched capacitor circuitry was 
chosen leading to the classical fully-differential structure 
illustrated in Fig. 5. The sigma-delta modulator is clocked at 
5 MHz for an input bandwidth of 10 kHz. Non-overlapping 
two-phase clock signals with delayed outputs are used and 
double sampling correlation is implemented to reduce the 
flicker noise contribution of the OTA [10]. The capacitors 
are 500fF minimum to ensure a kT/C noise small enough 
compared to the quantization noise. 

 

The integrators are built around folded-cascode OTA 
with gain above 60 dB to ensure the chosen resolution [11]. 
Folded-cascode OTA with switched-capacitor common 
mode feedback circuitry was chosen for stability reasons and 
for its high gain-bandwidth product, here over 100 MHz.  

The common mode voltages of the first integrator, Vcm1+ 
and Vcm1-, are used to set the static thermal working point; 
they correspond to the VPbias signal of Fig. 4. These inputs 
can also be used as built-in stimuli useful for self-test, self-
calibration or self-identification as illustrated in [12], i.e. 
useful to upgrade the bolometer into a smart-bolometer. The 
common mode voltage of the second integrator, Vcm2, is 
unique and is set at half the supply voltage.  

B. Feedback shaping block 

The role of the feedback shaping block is to translate to 
high frequency the pulse-density modulated bitstream of the 
sigma-delta modulator output. The feedback shaping block 
involves a Voltage Controlled Oscillator (VCO), a mixer and 
a programmable attenuator as illustrated in Fig. 6.  

The VCO is a chain of inverters forming a ring topology 
whose frequency can be tuned between 70 MHz and 
800 MHz. The mixer consists in a transmission gate 
controlled by the pulse-density modulated bitstream signal 
from the sigma-delta modulator. The programmable 
attenuator is a ladder of cascaded transmission gates with 
different ON resistances. The selected gain, GFB, defines the 
measurement range of the closed-loop system. An 8-bit 
selection word allows changing the measurement range over 
more than two orders of magnitude. The feedback is only 
applied during the integration phase (clk2) not to disturb the 
sampling phase. 

 
Figure 5.  Schematic of the 2nd order sigma-delta modulator 

 

 
Figure 6.  Feedback shaping 
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IV. SIMULATION RESULTS, EXPECTED PERFORMANCE 

Simulations performed to verify that the design fulfills 
the requirements are time consuming, therefore, once the 
performance validated, the blocks are modeled to carry out 
top-level simulations. The top-level simulations of the 
complete system are performed using Simulink®.  

C. Sigma-Delta simulation 

The electrical simulation results confirm the expected 
performances of the 2nd order sigma-delta modulator. The 
density of the pulses of the bitstream varies linearly 
according to the input signal (Fig. 7).  

Since the voltage to power conversion (V/P) is linear 
with this type of modulation, the feedback path is entirely 
linear. 

D. Complete system 

The top-level simulations illustrate the expected behavior 
of the system and its expected noise performance. The 
models developed in [13] are used for the integrators of the 
sigma-delta modulator and for the noise considerations. 
Typical characteristics taken from [14] are used for the 
bolometer (7 ms time constant and 5x10-8 W/K thermal 
conductance). Fig. 8(a) illustrates the step response of both 
the bolometer in open-loop (output VT) and in closed-loop 
mode when the bolometer is heat-balanced with the sigma-
delta interface directly looped (output corresponding to the 
bitstream after filtering). The input step is 1 µW. The closed-
loop operation is interesting in that the output is directly 
proportional to the incoming power and the time response is 
much faster, i.e. response time (5% final value) below 1 ms.  

Fig. 8(b) illustrates the expected performances in terms 
of noise taking into account the noise sources of sigma-delta 
interface (quantization noise, kT/C noise, clock jitter noise, 
and OTA noise). The noise floor is 100 dB below the 50 µW 
reference signal, this means that the sigma-delta interface 
does not negatively impact the noise performance of the 
system, i.e. the noise performance will still be limited by the 
noise of the bolometer. 

IV. CONCLUSION AND FUTURE WORK 

In this paper, the design of a sigma-delta interface for a 
heat balanced bolometer is presented. This interface enables 
an integrated implementation of the capacitively coupled 
electrical substitution configuration for uncooled resistive 
bolometers. By enclosing the bolometer in a one-bit 
feedback loop, simultaneous heat feedback and analog-to-
digital conversion is achieved. The feedback path enables 
built-in stimulus to be applied and the resulting device is a 
pulsed digital output infrared detector part of so-called 
frequency sensors, with configuration capabilities upgrading 
it into a smart bolometer. Future work will involve the 
characterization and test of the realized prototypes and next 
development will focus on the integration of lines and 
matrixes of pixels.  
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Figure 7.  Transient simulation of the sigma-delta modulator. Inset, duty 
cycle versus DC input from transient simulations 

 
(a) 

 
(b) 

Figure 8.  (a) Step response of the bolometer in open-loop and in closed-
lopp when heat balanced with the sigma-delta interface. (b) Expected 
noise performance of the sigma-delta interface, with a 50 µW input 

reference signal at 100 Hz 
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Abstract— This paper reports the potentialities of the 
manganese oxide La0.7Sr0.3MnO3 (LSMO) for the 
realization of uncooled thermal detectors. Close to room 
temperature, LSMO exhibits a metal-to-insulator 
transition, where a large change of electrical resistance 
versus temperature occurs. The tested sample is a 100 nm 
thick epitaxial LSMO thin film deposited on a SrTiO3 
buffered Si substrate. The optical responsivity and 
electrical noise were measured in a frequency range of 
1 Hz-100 kHz, thus enabling the estimation of specific 
detectivity.  It is shown that due to the very low 1/f noise 
level, in this epitaxial film deposited on silicon wafer, 
LSMO thermal detectors can exhibit competitive 
performances at room temperature. 

Keywords- Bolometer; manganite; thermal detector. 

I.  INTRODUCTION  

Uncooled infrared (IR) detectors have been studied in 
recent years due to a variety of applications such as 
thermal cameras, night vision cameras, thermal sensors, 
surveillance, etc. The IR detectors are generally sorted in 
two types: photon detectors and thermal detectors. The 
photon detectors have high signal to noise ratio and very 
fast response, but require generally a cooling system, 
which is heavy and expensive. In comparison with 
photon detectors, most of thermal detectors operate at 
room temperature, thus reducing the cost of operation. 
Even its response time is still larger than that of photon 
detectors, it has no limitation on the wavelength response 
band. Thus makes it possible to be used for hand-held 
infrared applications. 

Thermal detectors are based on three different 
approaches, namely, bolometers, pyroelectric and 
thermoelectric effects. Uncooled microbolometers take a 
large part of infrared imaging application business [1]. A 
bolometer is a thermal detector whose electrical 
resistance R changes as a function of radiant energy. So, 
the larger the resistance changes, the higher the 

Temperature Coefficient of Resistance (β =1/R×dR/dT 
expressed in K−1), and the higher the responsivity. Many 
materials such as metals (Au, Pt, Ti, etc.) [2][3], and 
semiconductors (VOx, amorphous silicon, etc.) [4][5] 
have been used as thermometer in uncooled bolometers.  

The rare earth manganese oxides may find important 
applications such as magnetic random access memories 
and magnetic sensors [6][7]. It has been realized that 
these materials have a promising potential for bolometric 
infrared detection [8][9]. The large change of their 
electrical resistance R at the metal-to-insulator transition, 
which takes place in the 300-350 K range, makes them 
potential materials for the fabrication of uncooled 
thermal detectors. Ideal materials would present, at the 
desired operating temperature T close to 300 K, a high β 
and a low noise level.  

Even if it does not exhibit the highest β values at 
room temperature, compared to other possible manganite 
compositions, we study La0.7Sr0.3MnO3 (LSMO) because 
it shows low 1/f noise and no excess noise at the metal-
to-insulator transition [9]-[15]. In addition, we use a good 
quality LSMO films deposited on silicon substrates, 
which enables the compatibility with silicon 
microelectronic fabrication process and possible 
development of more complex systems. 

In section II we will describe the sample fabrication 
details together with the measurement setup. The third 
section is dedicated to the theoretical principle of 
operation of bolometer, and to the definitions of figures 
of merits. Then, in the fourth section, we will show 
detailed electrical and optical characterizations of the 
tested sample, with comparison to other uncooled 
bolometers. Finally, a conclusion section is devoted to 
show the potentialities of LSMO/STO/Si thin films as 
promising uncooled thermal detector. 
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II. EXPERIMENTAL DETAILS 

A.  Sample preparation  

The sample consists in a 100 nm thick epitaxial LSMO 
thin film deposited on SrTiO3 (20 nm thick) buffered Si 
(001) substrates by reactive molecular beam epitaxy [16]. 
After gold deposition, the film was patterned using 
standard UV photolithography and argon ion milling. 
Ultrasonic bonding was used to connect the gold contacts 
to the sample holder.  

Our sample, shown in Fig. 1, has a meander line 
shape with the overall pixel dimension of 150×230 µm². 
The meander line width is 50 µm. The meander filling 
factor (defined as the ratio of the area occupied by the 
LSMO meander to the device nominal area) is equal to 
91%. 

B. Measurement setup 

A semiconductor laser diode (635 nm, 5 mW) 
electronically modulated at different frequencies was 
used to optically heat the device. The laser beam was 
collimated and passed through a 1:1 beam splitter with 
one beam incident on a photodiode and the other incident 
on the studied sample. Thus, by knowing the 
transmission coefficient of all optical elements, the 
power of the incident light on the sample can be directly 
obtained by measuring the photodiode output signal. The 
laser diode spot has an elliptical shape, with dimensions 
of 128 µm × 186 µm estimated at Full Width Half 
Maximum.  

The sample was glued to a copper plate, having a 
heating element, then fixed into a vacuum chamber 
equipped with an optical window. The chamber is 
evacuated by a mechanical pump, and no cooling system 
was used. A temperature controller was used to maintain 
temperature stability of 15 mK during measurements at 
fixed temperature. The controller, also, provides the 
possibility of heating the sample in the range 300-350 K.  

The LSMO sample was current biased using a quasi-
ideal DC current source, which exhibits very high output 
impedance and a negligible noise contribution [17]. A 
standard four-probe technique was used to provide bias 
current and measure the voltage signal of the LSMO 
sample. The output voltage of the sample was read out by 
a homemade voltage amplifier. The dynamic optical 
response and electrical noise measurements were carried 
out using a spectrum analyser (HP3562A). The 
measurement setup is equipped with personal computer 
with GPIB interface to read and store the measured 
values. 

III.  BOLOMETER BACKGROUND  

A. Principle of operation 

When the bolometer material absorbs an amount Q of 
radiated power from a light source, a temperature change 
∆T occurs: ∆T=ηQ/Geff, where Geff is the effective 
thermal conductance of bolometer material (expressed in  

 
Figure 1.  (A) Optical photography of the tested sample with the two 
current probes [I+, I-] and two voltage probes [V+, V-]. (B) Schematic 

cross-section of the sample. 

W·Κ−1), and η is the absorption coefficient 
(dimensionless). Geff is related to the self-heating effect 
and given by the relation: Geff=G−Ib²×(dR/dT), where G 
is the geometrical thermal conductance of the bolometer. 
The variation of the temperature causes a change in the 
electrical resistance R of the bolometer material: 

∆R=βR×∆Τ=βR×ηQ/Geff (1) 

So, when using a bias current Ib through such a 
bolometer, a voltage change can be measured:  

∆V= (Ιb β R η Q)/Geff (2) 

B. Figures of merit 

The performance of bolometers is expressed in terms 
of device figures of merit such as optical responsivity 
(ℜv), Noise Equivalent Power (NEP), specific detectivity 
(D*), and β [18].  

The optical responsivity (ℜv) of a bolometer is 
defined as the output voltage per radiated power when 
bias current Ib is applied to the bolometer device, and is 
written as: 

ℜ��ω� �
∆�

∆�
�

� 
�

�
������²�
��
� ��/�  

��

��
    �V. W���    (3) 

where τeff=C/Geff is the effective thermal time constant, 
and C is the thermal capacitance of the bolometer. 

The NEP (expressed in W·Hz-1/2) is defined as the 
incident power on a pixel that generates a signal-to-noise 
ratio equal to unity in a 1 Hz output bandwidth. The NEP 
of the bolometer is calculated as the ratio of the square 
root of the voltage noise spectral density (Sv

1/2) over the 
bolometer responsivity (ℜv).  

The D* (expressed in cm·Hz1/2·W-1) provides 
information that is equivalent to NEP, but with the 
possibility to compare bolometer pixels of different 
areas. It is calculated as the ratio of the square root of 
effective surface of bolometer (expressed in cm²) over 
the NEP.  
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Another important figure of merit is the impulse 
detectivity [19], which is defined as D*/τeff

1/2 (expressed 
in cm·J-1). This parameter illustrates the necessary 
compromise between optical responsivity and effective 
time thermal constant. 

IV.  RESULTS AND DISCUSSION  

A. Electrical characteristics 

The electrical resistance versus temperature (R-T) 
data of the LSMO sample was measured using a standard 
four-point technique. Then the R-T data were fitted with 
a smooth equation and then the dR/dT and β data were 
calculated and plotted as seen in Fig. 2 and Fig. 3. The 
maximum β value obtained is 2.7×10−2 Κ−1, which is a 
typical value for the LSMO material [10][11]. We can 
estimate the electrical resistivity of about 2.4×10−5 Ω·m 
at 300 K, which is close to literature value for this 
material [20]. 

 The R-T plot presents a non linear shape. So, in 
order to get maximum responsivity, the sample should be 
characterised at a temperature where we have the 
maximum of dR/dT (Fig. 3). The maximum dR/dT value 
equals 85 Ω·K-1 at 318 K, so the sample will be optically 
characterised at this temperature (and not at the 
temperature where β is maximal). 

B. Optical responsivity 

In order to identify whether the optical responsivity is 
bolometric (thermal), we have compared it with dR/dT as 
a function of the temperature (Fig. 3). It is found that the 
dependence of optical responsivity (ℜv) at 1 Hz on the 
temperature follows well the variation of dR/dT versus 
temperature, and they reach a maximum value at the 
same temperature 318K. This suggests that the major 
component of the response at 1 Hz is bolometric.  

C. Dynamic characterisations 

Figure 4 shows the dependence of the optical 
responsivity as a function of the laser power modulation 
frequency for different bias currents. We have an optical 
responsivity of 0.65 V·W-1 at 1 Hz for the bias current 
equals to 400 µA.  

 

Figure 2.  Sample’s electrical resistance and β versus temperature 

 
Figure 3.  Optical responsivity ℜv at bias current 400 µA and 

frequency 1 Hz and dR/dT versus temperature curves. 

Three different behaviours can be observed in Fig. 4. 
From 1 Hz up to the cut-off frequency (around 1 kHz), 
the optical responsivity is almost constant, whatever is 
the value of Ib. In the 1-10 kHz decade, we observe a 
low-pass behaviour and then an increasing of the optical 
responsivity as function of frequency. Equation (3) can 
be used to identify the plateau and the low pass filtering. 
Inset of Fig. 4 shows that the optical responsivity 
increases linearly with increasing the bias current, 
according to (3). 

We do not observe a constant plateau in our 
experiment. One possible explanation could be the heat 
diffusion across the substrate. The increasing optical 
responsivity at higher frequencies (more than 1 kHz) 
could be related to the contribution of photo-induced 
effects in LSMO or in the LSMO/STO/Si heterostructure 
[8][21]. Further studies are in progress to characterize 
this non-bolometric component. 

An optical step of incident power light was applied at 
the sample, and then the output voltage time-response of 
sample was measured. Thus, we can extract the effective 
thermal time constant τeff of the sample by using the 
fitting of sample’s time-response as a first order system. 
We found that τeff is of the order of 180 µs, which is 
consistent with the measured cut-off frequency (Fig. 4). 
This effective thermal time constant is quite short for a 
thin film bolometers [8][21][22]. 

 
Figure 4.  Optical responsivity versus laser modulation frequency at 
different bias currents at 318 K. The inset shows optical responsivity 

versus bias current at 1 Hz and 318 K 
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Figure 5.  Noise spectral density measured in the four probe 

configuration at different bias currents at 318K.  

We can also estimate G = 47×10-3 W·K-1 by using (3) 
in the pass-band frequencies, and using the value of 
absorption η=85% from earlier measurements on this 
material [9][20]. We found that Geff = G at bias current 
equals 400 µA. By knowing the thermal time constant 
and the thermal conductance, we can estimate the 
thermal capacitance of our sample C=8.5×10-6 J·K-1.  

D. Noise, NEP and D* 
The voltage noise spectral density (Sv) of the sample 

was measured using the four-probe configuration for 
different values of the bias current at 318 K, as shown in 
Fig. 5.  

As expected, the white noise level does not depend on 
the bias current and the 1/f noise increases with bias 
current. Measurement results give a value of Sv equals to 
4.4×10−15 V2·Hz-1 at 30 Hz, for bias current equals to 400 
µA. Using the value of the optical responsivity, we can 
estimate the value of NEP and D*. The measured NEP 
and D* value at 318 K, 400 µA and 30 Hz, are 1.1×10−7 
W·Hz−1/2 and 1.7×105 cm·Hz1/2·W-1 respectively.  

Table I presents a comparison with other manganite 
material bolometer [23]. We notice that our sample 
present better optical responsivity at the same bias 
current (1.95 V·W-1 at 1.2 mA, using (3)) even it has a 
smaller surface. So, in terms of optical responsivity, 
LSMO bolometer presents a better performance than 
LPSMO. Also, even if our sample has smaller D*, it 
presents a smaller effective time constant (τeff). So, in 
terms of impulse detectivity, which includes both 
parameters, our sample achieves same value as that of 
[23], but with a decrease of about 4 factor in Joule 
heating. 

The summary of results of the tested bolometer, with 
comparison of other uncooled bolometers, is shown in 
Table II. We can note that the D* of our sample is still 
limited compared to these bolometer materials, like Poly-
SiGe [24] and VOx [25], but our sample present better 
time response. It is also still limited in terms of impulse 
detectivity. This is mainly related to the fact that other 
bolometers used suspended structures, which decrease 
the thermal conductance (about 10-7 W·K-1), thus 

enhancing the specific detectivity by about 4 orders of 
magnitude. 

V. CONCLUSION 

In this paper, the potentialities of LSMO thin films as 
thermal detector at room temperature have been reported. 
We have fabricated and characterized the LSMO/STO/Si 
sample at an operating temperature of 318 K. The sample 
showed high β (24×10-3 K-1) and low electrical noise. 

The sample presents a very good quality LSMO film 
deposited on Si substrate. This proves the compatibility 
with silicon microelectronic fabrication process, and 
gives the opportunity to the integration of LSMO as 
uncooled thermal detector with the readout electronics. 

Figures of merits of bolometer have been measured 
and analyzed. It showed that due to a thermal 
conductance of 47×10-3 W·K-1, the device performance is 
limited to a D* of 1.7×105 cm·Hz1/2·W−1 at 30 Hz and 
400 µA. Though, a small effective thermal time constant 
of 180µs was measured.  

Further studies are in progress to optimize the 
geometrical parameters of the sample, like size and 
number of lines in the meander, and on different 
substrates in order to achieve maximal performance of 
this promising material as thermal detector.  

TABLE I.  COMPARISON WITH OTHER MANGANITE BOLOMETERS  

 This work Ref. [23] 

Film/Substrate LSMO/STO/Si LPSMO*/LaAlO3 

Pixel pitch size (µm××××µm) 150×230 2500×3000 

ββββ (%K -1) 2.4 @318K 5.5 @300K 

G (W·K-1) 47 × 10-3 3 × 10-3 

I b (mA) 0.4 1.2 

R·Ib² (mW) 0.34 1.58 

ℜℜℜℜv (V·W-1) 0.65 0.60 

ττττeff 180 µs 500 ms 

NEP at 30Hz (W·Hz−1/2) 1.1 × 10-7 3.0 × 10-8 

D* at 30Hz (cm·Hz1/2·W-1) 1.7 × 105 9.0 × 106 

D*/ττττeff
1/2 (cm·J-1) 1.3 × 107 1.3 × 107 

*LPSMO : La0.7(Pb0.63Sr0.37)0.3MnO3 
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TABLE II.  COMPARISON WITH OTHER UNCOOLED BOLOMETERS  

 This work Ref. [24] Ref. [25] 

Film/Substrate LSMO/STO/Si 
Poly-

SiGe/Si 
VOx/Si 

Structure not suspended 
meander 

suspended 
microbridge 

suspended 
microbridge 

Pixel pitch size 
(µm××××µm) 

150×230 50×60 50×60 

Resistance at 
300K (kΩ) 

2.13 350 50 

ββββ at 300K (%K -1) 1.9  -1.9 -2.1 
G 

(W.K -1) 47 × 10-3 1 × 10-6 1 × 10-5 

R·Ib² (mW) 0.34 0.45 0.50 
ττττeff 180 µs 16.6 ms 3 ms 

D* at 30Hz 
(cm·Hz1/2·W-1) 1.7 × 105 7.5 × 108 2 × 108 

D*/ττττeff
1/2 (cm·J-1) 1.3 × 107 5.8 × 109 3.7 × 109 
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Abstract—This paper presents a study to identify the type and 

location of yarn periodical errors applying three different 

signal processing approaches based on FFT – Fast Fourier 

Transform, FWHT-Fast Walsh-Hadamard Transform and 

FDFI – Fast Impulse Frequency Determination. The errors 

determination is applied for the mass measurement of yarn 

using a capacitive sensor and for the measurement of yarn 

diameter/hairiness based on optical sensors. Commercial 

equipment uses exclusively a FFT approach which is not able 

to clearly detect other types of common periodical yarn errors, 

especially impulse errors, as well as an inferior resolution than 

the 1mm used in this work. The theoretical description of each 

signal processing technique is presented, as well as their 

application to several simulated errors, namely, sinusoidal, 

rectangular, pulse and impulse errors, showing proper results 

and a more complete analysis of periodical errors. 

 

Keywords- capacitive sensors; optical sensors; periodical 

errors; yarn mass; yarn hairiness; yarn diameter; fast walsh-

hadamard; fast impulse frequency determination; fft. 

 

I.  INTRODUCTION 

The existence of yarn irregularities occurring with a 
constant frequency is a dominant source of imperfections in 
fabrics. These defects appear as high energy peaks in the 
frequency analysis [1-3] of yarn characteristics. So, with 
spectral analysis, it is possible to detect periodic errors in the 
yarn production process. Hairiness [4-7] (protruding fibers 
released from the main body of the yarn) (Figure 1) and 
irregularities (thin and thick places and neps) [1-3] (Figure 
2a), are the major yarn parameters to be analyzed for the 
occurrence of periodical errors. However, there are two other 
types of errors [3, 8, 9]. The first type (Figure 2b) typically 
occurs due to the accumulated dirt at the stretching rollers in 
the drafting systems, or the displacement of the roller axis, 
producing a sinusoidal imperfection in the spun yarn 
diameter. The second type (Figure 2c) is generally due to 
imperfections in the surface of the rollers, generating a 
periodic impulse fault (imperfections in the raw material are 
seldom periodic). 

 
 

 

 

 

 

 

 

 
Figure 1.  Yarn hairiness 

 

Thin Places

Thick Places

Neps

    
                   (a)                                       (b) 

 
(c) 

Figure 2.  (a) Yarn irregularities (b) Accumulated dirt error (c) 

Imperfection in the surface rollers error 

To detect these yarn errors we have employed three 
different signal processing (SP) approaches [3] based on FFT 
(Fast Fourier Transform), FWHT (Fast Walsh-Hadamard 
Transform) and FDFI (Fast Impulse Frequency 
Determination), instead of a single strategy, based on FFT, as 
is the case for all current commercial solutions [1-3]. As 
most of the yarn periodical errors are sinusoidal they are 
easily detected by the FFT. It is our intention to explore the 
use of the FWHT, as an alternative to the FFT, as it has the 
advantage of requiring a lower computational effort when 
compared to the others The FDFI detects impulse errors, as 
they are not clearly identified by the other techniques. So, as 

66Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-208-0

SENSORDEVICES 2012 : The Third International Conference on Sensor Device Technologies and Applications

                           76 / 163



impulse errors could appear regularly, it was of major 
importance to present a viable solution for their detection.  

This paper contains the following structure: the present 
Section I- identifies the problem and objectives of the paper; 
Section II - describes the sensors and the electronic/optical 
hardware employed for signals capture; Section III- 
describes the signal processing approaches used; Section IV- 
presents the results and Section V- presents the conclusions 
and future work developments. 

II. THE MEASUREMENT SOLUTIONS DEVELOPED 

To measure yarn irregularities, a parallel plates capacitive 
sensor was employed to detect yarn mass variations [3, 10, 
11], while a coherent optical signal processing technique 
based on Fourier analysis together with an optical sensor was 
used to measure yarn hairiness [4-7]. The measurement of 
yarn irregularities can also be performed considering the 
yarn diameter variation [12-14]. All employed systems have 
a sample resolution of 1 mm (Figure 3). 

 

 
Figure 3.  Measurement systems (PDA - Photodiode Array (Diameter 

Characterization Sensor), DVS - Photodiode (Diameter Variation Sensor), 

HS - Photodiode (Hairiness Sensor), CS - Capacitor (Mass Variation 

Sensor), Src - Laser Source)  

A. Yarn Mass Variation System 

The yarn mass variation system employed uses a 1 mm 
parallel plate capacitive sensor based on the integrated circuit 
MS3110 from Irvine Sensors, allowing direct yarn mass 
measurements over sample lengths of 1 mm. The sensor 
adopts a differential configuration to assure a higher 
robustness to variations in temperature, air humidity and 
pressure. It integrates transducer amplification and signal 
conditioning, as shown in Figure 4 [15]. This sensor has a 
resolution of capacity superior to 4 aF/rtHz, difficult to find 
in other commercial solutions, being compatible with the 
measurements of resolution in the order of aF needed for 
proper yarn mass quantification and variation. 

 
 
 

 
Figure 4.  Capacitive sensor configuration (C1,C2 – Adjustable capacitors 

to calibrate the sensors, AMP – Capacity to voltage converter and 
amplifier, S/H – Sample and hold, LPF – Two pole low pass filter, and 

BUFF – Output buffer) 

B. Yarn Diameter and Hairiness Quantification  

The yarn diameter and hairiness quantification, based on 
two single photodiodes (S1227-1010BR from Hamamatsu) 
configured for a 1 mm sample length analysis, uses an 
optical setup with a low-pass spatial filter, to perform the 
diameter measurement (eliminating the influence of 
hairiness, Figure 5a), as well as with a high-pass spatial 
filter, to perform the hairiness measurement (eliminating the 
influence of the light which is not blocked by the yarn, 
Figure 5b) [15-18]. Figure 5c presents the optical hardware 
employed to determine yarn diameter and hairiness. A 
coherent optical imaging technique is employed to obtain an 
optical signal proportional to the amount of hairiness present 
on the yarn being sampled.  

 

      
(a)                                                  (b) 
 

 
              (c) 

Figure 5.  Example of an image resulting from the application of a (a) low-

pass spatial filter, (b) high-pass spatial filter, (c) Custom developed optical 
yarn measurement hardware for a single direction 

A diode laser (Eudyna FLD6A2TK) was used as an 
illumination source. This laser emits light at 685 ± 10 nm in 
both a single transverse and single longitudinal mode, with 
an especially low aspect ratio of 1.3. Emitting in a single 
longitudinal mode, the coherence length of the laser light is 
expected to be greater than several metres. The light from 
this laser was collimated using a single plano-convex lens of 
40 mm focal length (L1). After illuminating the sample 
under study (O), the light passes through a 60 mm focal 
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length, 50 mm diameter plano-convex lens (L2) used to 
obtain the spatial Fourier transform of the object in its 
principal focal plane. A roughly 1 mm diameter opaque 
target (F) placed in the Fourier plane, blocks all spatial 
frequencies below 10 mm

-1
, corresponding to a characteristic 

size of 100 microns or larger in the object plane. The filter is 
chosen to pass all of the relevant information regarding the 
small fibres, while almost entirely eliminating the nearly 
constant background light due to laser light that is not 
incident on the sample. However, the amount of light 
transmitted by the spatial filter is relatively small, roughly 3 
to 4 orders of magnitude less than the full power emitted by 
the laser. A third plano-convex lens of 60 mm focal length 
(L3) is used to form a final filtered image (position of the 
photo detector in Figure 5c) (I/PD), which then highlights the 
sharp transitions in the object, basically the core boundary of 
the fibre and any small protruding hairs from the yarn core, 
allowing the measurement of hairiness. All lenses are 1 inch 
in diameter, except for the Fourier lens, L2, which is 2 inches 
in diameter. The lenses are carefully aligned to have a 
common optical axis. For the diameter measurements, 
basically the same optical hardware is used, with the 
exception that the high-pass spatial filter is replaced by a 
low-pass spatial filter, corresponding to a roughly 1mm 
diameter circular aperture, i.e., the complement of the high 
pass spatial filter. This filter blocks all spatial frequencies 
above 10 mm

-1
, resultant to a characteristic size of 100 

microns or less in the object plane. Afterwards, in order to 
obtain a voltage proportional to the brightness of the final 
image, a conditioning circuit was developed for yarn 
hairiness/diameter quantification. A high precision current to 
voltage converter based on a Burr-Brown operational 
amplifier OPA277P [19] was used between the output of the 
photodiode and the sampling board. Considering the 
hairiness and diameter measurement, the presented optical 
configuration overcomes the referred drawbacks of most 
available commercial methods [5, 20, 21]. The system also 
integrates a photodiode array (PDA in Figure 3), S8378-
256Q from Hamamatsu, to allow a precise characterization 
of diameter and hairiness. 

III. SIGNAL PROCESSING APPROACHES FOR DETECTION 

OF YARN PERIODICAL ERRORS  

This section describes the signal processing techniques 
employed for detection of yarn periodical errors in diameter 
variation, mass variation and hairiness variation. In order to 
detect these errors, three different approaches are applied, 
namely, the FFT approach for sinusoidal errors, the FWHT 
approach for rectangular errors and the FDFI approach for 
impulse errors. The results obtained are shown in terms of 

wavelengths ((m)), calculated according to (1) [2], as they 
give a more perceptive result to the yarn producer. 

 

                  d
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1000
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        (1) 
 

where, Lsample is the sample length (mm), fa is the 
acquisition frequency (Hz) and fd is the detected faults 
frequencies (Hz). 

A. FFT Approach 

The first approach is based on the FFT transform [11-13] 
with a narrow bands definition to aggregate the harmonics, 
due to the highly concentrated information of the spectrum. 
This can be considered a periodgram. All the wavelengths 
detected at the corresponding energy band, are added and 
then multiplied by the number of detected wavelengths, 
obtaining the final value of the energy band (2) [1, 10]. 
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where, ke is the number of detected wavelengths in the 

band, w is the index of the detected wavelength and  is the 
wavelength amplitude at the index w. 

B. FWHT Approach 

The Walsh functions create an ordered set of rectangular 
waves presenting only two possible amplitudes, +1 and -1 
[14, 15]. Walsh functions are commonly classified using a 
notation in terms of odd and even symmetries. Two series 
are presented, the CAL series (even) and the SAL series 
(odd), which are very similar to the trigonometric series 
COSIN and SIN, respectively. The Hadamard order is the 
one used in this work, as it is computationally the most 
efficient. The Walsh Hadamard transform is given by (3). 

 

  WHnXXXFWHT wn

s )1(...)1()0( 
       (3) 

 
where, X is the array of signal variation (0,…., ns-1) , ns 

is the number of samples, nw is the order of the WH matrix. 

C. FDFI Approach 

The FFT and FWHT do not achieve good results in 
detecting impulse errors: the FFT cannot detect them and the 
FWHT do not distinguishes them from other errors. So, a 
new approach, Fast Impulse Frequency Determination 
(FDFI) [1, 8-10] was considered. In the impulse error 
presented in Fig. 2, if there are stretching rollers in addition 
to those responsible for the error, the error will be extended, 
causing an impulse error with a longer width. The FDFI 
Transform was developed [1, 8-10] to detect this kind of 
fault, following an approach which consists of the 
multiplication of an error signal by a coefficient matrix. The 
error signal is obtained comparing each sample with a 
predefined threshold. If the sample amplitude is outside the 
threshold, the error signal takes the ‘1’ value, otherwise, it 
takes the value ‘0’. Afterwards, a matrix is generated, where 
all the admissible error periods and phases (initial points) are 
tested (from ns / 2 to (ns / 4) + 1). As the ns / 4 period is 
multiple of the ns / 2 period, it is not necessary to test it.  
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IV. RESULTS OF SIGNAL PROCESSING TECHNIQUES WITH 

SIMULATED ERRORS 

A study on the application of signal processing 
techniques to simulated periodical errors in a hairiness 
variation signal [10] is presented. Periodical errors tested: 
sinusoidal error with amplitude of 20 % (Figure 6a); positive 
periodic rectangular error with amplitude of 40 % (Figure 
6b); a pulse error with amplitude of 100 % (Figure 7a) and a 
periodic impulse error with amplitude of 400 % every 384 
samples (Figure 7b).  

 

    
                                (a)                                                       (b) 

Figure 6.  (a) Zoomed sinusoidal error and (b) positive rectangular error 

added to the original signal (Figure 8) 

  
                                (a)                                                       (b) 

Figure 7.   (a) Pulse errors and (b) periodic impulse error added to the 

original signal (Figure 8) 

 

A. Original Signal 

In order to test the signal processing approaches it was 
considered a real acquired signal: Figure 8 - original signal, 
is based on the signal of hairiness of a 100% cotton yarn 
measured by the photodiode DS (Figure 3). It considers the 
variation (%) of each sample of 1mm in reference to the 
average of hairiness measured. The results of FFT and 
FWHT of Figures 9-16 present normalized results in the Y-
axis. 

 

 
Figure 8.  Original signal 

B. Original Signal with a Sinusoidal Error Added Analysis 

Figures 9 and 10 present the results of FFT and FWHT 
approach for this situation, respectively. 

 

 
Figure 9.  FFT result for the original signal with the sinusoidal error 

 
Figure 10.  FWHT result for the original signal with the sinusoidal error 

Analysing Figure 9 (FFT), it is verified that a relevant 
protruding peak is now observed around 3 cm, detecting as 
expected, a clear sinusoidal error at this wavelength. The 
FWHT spectrogram Figure 10 also presents, mainly, two 
new protruding peaks around 3 mm and 6 cm. So, as 
expected, it can be verified that a sinusoidal error is also 
detected by the FWHT, but in several narrow bands. As 
known when an error does not match a tested waveform of 
the applied signal processing technique, it is reflected over 
several waveforms at different (usually harmonic) 
wavelengths (decomposition). 

C. Original Signal with a  Rectangular Error Added 

Analysis 

Figures 11 and 12 present the results of FFT and FWHT 
approach for this situation, respectively. 
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Figure 11.  FFT result for the original signal with the rectangular error 

 

 
Figure 12.  FWHT result for the original signal with the rectangular error 

 
Figure 11 (FFT) contains a relevant protruding peak at 

around 2 cm and three others peaks, with minor amplitudes 
at wavelengths near 2 mm, 3 mm and 5 mm. As expected, it 
can be verified that a rectangular error is also detected by the 
FFT over several narrow bands in which the main error 
component clearly protrudes over the spectrogram. The 
FWHT spectrogram (Figure 12) also presents several new 
protruding peaks around 3 mm and   5 mm, 3, 5, 7, 10, 25 
cm. However, the more relevant new protruding peaks are at 
wavelengths 3 mm, 5 cm and 25 cm. So, it can be verified 
that a periodic rectangular error is also detected over several 
bands by the FWHT as in the FFT, probably because the 
added rectangular error does not completely match a tested 
FWHT waveform. However, in the FWHT the protruded 
peaks which are also detected in the FFT have higher 
amplitudes, due to its close similarity to the FWHT 
waveforms.    

D. Original Signal with a Single Pulse Error Added 

Analysis 

Figures 13 and 14, present the results of FFT and FWHT 
approach for this situation, respectively. 

 
Figure 13.  FFT result for the original signal with the pulse error 

 
Figure 14.  FWHT result for the original signal with the pulse error 

No new protruding peaks are observed in Figure 13 
(FFT), highlighting that this technique is not at all sensitive 
to pulse errors. This situation was expected because it is a 
non-periodic error. In FWHT (Figure 14) a new protruding 
peak is observed around 5 mm probably because the 
simulated error matched a tested waveform of the FWHT 
technique. It can be concluded that the FWHT could be 
useful to detect pulse errors. 

E. Original Signal with a Periodical Impulse Error Added 

Analysis 

Figures 15 and 16 present the results of FFT and FWHT 
approach for this situation, respectively. As no new 
protruding peaks are observed in Figure 15 (FFT), this 
technique seems to be unhelpful to detect impulse errors. In 
FWHT (Figure 16), several alterations are observed: the 
main protruding peak of the spectrogram around 8 mm as 
well as several other, were severely reduced while a new 
protruding peak is observed around 2.5 mm. Finally, a 
reinforcement of the amplitude of the protruding peak 
around 8 cm occurred. It can be concluded that although the 
FWHT detects this type of error, it is impossible to 
distinguish it, in the spectrogram, from the pulse error. So 
the use of the FDFI is now considered. 
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Figure 15.  FFT result for the original signal with the impulse error 

 
Figure 16.  FWHT result for the original signal with the impulse error 

 Table I presents the signal processing results based on 
FDFI, tested for impulse errors with a threshold of 300 % 
showing their initial position, period and number of impulses 

TABLE I.  DESCRIPTION OF THE DETECTED IMPULSE ERRORS 

100 % 

error row 

Initial position 

(sample) 

Period 

(samples) 

Number 

of 

impulses 

254016 0 1920 3 

254400 384 1920 2 

254784 768 1920 2 

255168 1152 1920 2 

255552 1536 1920 2 

917760 0 1536 3 

918144 384 1536 3 

918528 768 1536 3 

918912 1152 1536 2 

1434048 0 1152 4 

1434432 384 1152 4 

1434816 768 1152 3 

 
As it can be seen in Table I, it is verified that the signal 

error is decomposed in 12 error rows, with initial positions in 
indexes 0, 384, 768, 1152 and 1536, containing periods of 
1152, 1536 and 1920 samples, resulting in a number of 
impulses between 2 and 4. 

V. CONCLUSION AND FUTURE WORK 

Different signal processing techniques based on FFT, 
FWHT and FDFI were tested using an experimental 
hairiness spectrogram for error detection. Artificial 
sinusoidal, rectangular, pulse or periodical impulse errors 
were added to the original signal. The previously described 
analysis allows us to conclude that: periodic sinusoidal errors 
are clearly distinguished using the FFT approach over a 
narrow band and in the FWHT over several bands where the 
main components are visible in the spectrum; periodic 
rectangular error is distinguished in the FFT approach over 
several bands, where the main error component clearly 
extends above the spectrum and in the FWHT, also over 
several bands, if the error does not match the tested 
waveforms of the technique (if a match is verified a clearly 
narrow band will protrude); pulse or periodic impulse errors 
are not detected by the FFT approach but are detected by the 
FWHT over a narrow band, considering the pulse error and 
over several bands considering the periodic impulse error. 
However, it is difficult to distinguish, an impulse error from 
a pulse error. For this it is more suitable to use an FDFI 
analysis; periodic impulse errors are clearly detected by the 
FDFI approach. 

The performance allowed by the FWHT in comparison to 
the FFT, is supported by the computational effort reduction 
associated to the less complex calculation of rectangular 
square waves in comparison to sinusoidal waves. 

For a complete analysis of given yarn with unknown 
error, we recommend the use of all three signal processing 
techniques as they are in many sense complementary. 

Future work will include the development of new 
optimized FDFI algorithms in order to reduce the associated 
computational effort as well as studies that allow the use of 
the FWHT in replacement of the FFT. 
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Abstract—We investigate the temperature coefficient of 

resistance and noise properties of polymer-infiltrated carbon 

nanotube membranes and their applications to infrared 

detection. In agreement with previous work the noise is found 

to be dominated by a 1/f contribution. We found, however, that 

small bolometric time constants, of ~ 10ms, are achievable in 

this system in reasonably large “pixels” of 50 m X 50 m, 

which is beneficial to future applications. Contrary to our 

expectations, the polymer-nanotube system did not exhibit a 

large temperature coefficient of resistance. The possible 

reasons are discussed.  

Keywords-Bolometer; Infrared Detection; Carbon Nanotube;  

polymer.  

I.  INTRODUCTION 

Bolometric detection relies on the fact that the resistance 

of an object is a function of its temperature [1]. When a 

sensing element absorbs radiation, it heats up, increasing its 

temperature and changing its resistance. For short enough 

wavelengths (e.g., visible and near IR) conventional band 

gap photodetectors offer better sensitivity and speed, and are 

thus the preferred platform. As the wavelength increases 

(and the required band gap decreases), cryogenic cooling 

becomes a requirement for such band gap photodetectors. 

Bolometers, on the other hand, can operate in uncooled 

mode typically with wide operating temperature ranges 

(although they can too benefit from cooling).  

There are two contributions to the resistance of a random 

network of carbon nanotubes (CNTs): the resistance down 

the length of a nanotube (i.e., the single nanotube 

resistance), and the contact resistances between neighboring 

nanotubes [2]. Because of the large conductivity of 

individual CNTs, the CNT network resistance is dominated 

by the contact resistances. Such contact resistances depend 

on the probability of electron tunneling between adjacent 

nanotubes. In a simple approximation the intertube electron 

tunneling probability can be modeled in the framework of a 

thermal activation process, i.e., it is found to be proportional 

to exp(-E/kBT), where E is an activation energy 

corresponding to the mean potential energy of the intertube 

contact gaps and T is the temperature [3]. According to this 

simplified picture, the CNT network conductivity is 

proportional to exp(-E/kBT) and its reciprocal, the 

resistivity, to exp(E/kBT). The temperature coefficient of 

resistance (TCR), which is given by dln(R)/dT, where R is 

the sample resistance, becomes proportional to -E/(kBT
2
) 

and is  thus also directly proportional to the activation 

energy. In principle, thus, the CNT network TCR could be 

increased via engineering of the activation energy E. 

Various recent works have explored CNT bolometers [4-

7], and found TCR values in the neighborhood of ~-0.5%/K 

at room temperature. Such small TCR suggests that E is 

rather small for an unmodified CNT network.   

However, polymers may present a readily available 

possibility for boosting the TCR and thus the performance 

of CNT bolometers. It is well known that certain polymers 

can be well incorporated into CNT networks [2]. Passivation 

of the CNTs by the polymer chains can also readily be 

achieved. In the latter case the polymer may infiltrate 

between the intertube gaps, thus providing a means to boost 

the intertube activation energy E. This may be expected to 

occur via a number of different processes including residual 

trapping of charges in the polymer, alteration of the 

intertube distances via thermal expansion, and changes in 

the dielectric permittivity in the intertube tunneling gap, all 

of which effectively change the shape and height/width of 

the intertube potential barriers. 

In this paper, we test a simple CNT bolometric system 

consisting of 20 nm thin membranes of randomly oriented 

overlapping CNTs embedded in a polymer medium (Fig. 1). 

Among other bolometric parameters, we characterize its 

TCR, responsivity and noise figures and compare with 

values obtained after a hydrogel polymer is applied onto the 

membrane. We find that for reasonably small device sizes 

(50 m X 50 m) very short time constants are achievable 

with the fabrication strategies employed here and discuss its 

potential implications to bolometric detection. No 

significant boost is observed in the TCR however, the 

reasons for which are discussed and believed to be related 

with the fabrication procedure employed. The noise figure 

of the CNT-polymer system shows a strong 1/f contribution, 

which is consistent with previous reports and indicates that 

the presence of polymer does not change the noise 

characteristic of the system. 
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Figure 1. (a) Scanning electron microscope image of a 20 nm thick CNT 

membrane used in this work. The scale bar is 300 nm.. (b) top-view 
schematic of a single device, with gold electrical contacts (orange) 

connected to each side of the CNT-polymer composite pixel (gray). 

II. EXPERIMENTAL 

A. Sample Fabrication 

Square pixels of size 50 µm X 50 µm and 200 µm X 200 

µm were fabricated as follows. First, a 20 nm thick film of 

carbon nanotubes was made by filtration though a 

membrane filter of a water-dispersed CNT solution. The 

commercially available CNT solution consists of sodium 

dodecyl sulfate (SDS) functionalized CNTs dispersed in 

water.  The films were then transferred to a glass substrate 

via contact printing [8], and metallic contacts were defined 

directly atop the CNT film by photolithography. We used 

Shipley S1818 photoresist spun at 2000 rpm for 30 seconds 

which was exposed for 3 minutes using a Karl-Suss mask 

aligner. The exposed samples were then developed for 1 

minute in MF-321 developer. After development, a 6 nm 

adhesion layer of titanium was evaporated using electron 

beam evaporation, followed by 75 nm of gold by thermal 

evaporation without breaking vacuum. Liftoff was 

performed in acetone to complete the contacts. Finally, a 

second photolithography process identical to the first was 

used to define the CNT pixels in the region between 

contacts. The remainder of the CNT membrane was etched 

away by plasma using a Trion reactive ion etch system. The 

input gas flows were 9 standard cubic centimeters per 

minute (sccm) argon and 13 sccm oxygen, at a pressure of 

50 millitorr and input power of 100 W for 45 seconds. Next, 

the photoresist was removed in acetone. Wires were bonded 

to the contact pads using silver paste. Finally, approximately 

one 1 L drop of an aqueous poly(Nisopropylacrylamide) 

hydrogel solution (10 mg/mL)  mixed with 1% SDS was 

applied to each pixel using a micropipette and  the samples 

were annealed at 80 °C for several hours to remove residual 

moisture from the polymer. Measurements were then 

repeated on the samples with polymer. 

 

B. TCR Measurement 

The sheet resistances of the samples were measured in a 

sealed environmental chamber kept steady at room 

temperature (~ 22 °C) and 1 atm. The relative humidity 

(RH) value inside the measurement chamber was controlled 

by adjusting the flow of wet and dry N2 (wet N2 was 

obtained by flowing dry N2 through a water bubbler) and 

monitored with a hygrometer. For this work the RH was 

fixed at 80% for all measurements, to enable partial 

hydration of the hydrogel medium at lower temperatures 

and thus to enhance the effect of hydrogel addition. The 

samples were mounted on a thermoelectric heater/cooler 

plate inside the chamber which allowed the sample 

temperature to be varied. Sheet resistance measurements 

were taken at sample temperatures between 2 and 45 °C in 

increments of 1 °C. Two source measure units (Model 236, 

Keithley) were used for the electrical measurements. The 

sample temperature was adjusted and controlled via a 

temperature controller (LDC 3722B, ILX Lightwave) and 

monitored by a thermocouple that was mounted onto the Al 

block that served as sample stage in the chamber. 

 

C. Responsivity Measurement 

The photoresponse was measured at constant current by 

measuring the voltage drop across the films with a lock in 

amplifier (SRS830, Stanford Research). Two-point 

measurements were deemed adequate based on negligible 

contact resistance found through four-point measurements 

in previous studies. Illumination was provided by a 650 nm 

laser diode with a power intensity 3W/cm
2
 The 

measurements were performed at room pressure with the 

atmosphere in the environmental chamber kept at a constant 

temperature of 22 °C. The sample temperature was 

controlled independently.  

Previous measurements showed that the Seebeck 

coefficient for CNT’s is ~30 µV/K [10]. With an estimated 

temperature change in the sample of less than 1 K at DC, the 

resulting potential is too small to affect the measurement, so 

no adjustment was made for the Seebeck voltage. 

From this data, one can construct plots of the responsivity 

as a function of the modulation frequency of the laser diode, 

from which the thermal conductance and capacitance of the 

sample through non-linear curve fitting, as described below. 

 

III. RESULTS AND DISCUSSION 

Fig. 2 shows the resistance and TCR for the 50µm sample 

of as a function of temperature. The resistance varies nearly 

linearly with temperature, and the TCR fluctuates near -

0.2%/°C, which is similar to results for pure carbon samples 

[4-6]. The behavior is consistent over the entire measured 

temperature range. We note that the negative TCR obtained 

indicated that the conductivity in these CNT membranes is 

indeed dominated by contact effects (instead of by the 2/3 

metallic CNTs traditionally present in such membranes). 

However, the addition of polymer did not significantly 

improve the TCR compared with previous studies on CNT 

films [4-6]. The choice of high relative humidity for the 

measurement was made so that the hydrogel would 

(a) (b) 
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experience hydration and swelling, especially at the lower 

temperatures (i.e., at or below the dew point temperature), 

and thus significantly alter the intertube distances. However, 

no signature of such a process was observed. 

The photoresponse also did not show any major 

enhancements. Fig. 3 shows the measured responsivity as a 

function of modulation frequency for the 50 µm sample at 

15 °C. The device exhibits behavior that conforms to the 

well known responsivity formula [1]: 

 

 

(1) 

where ib is the bias current, α is the TCR, η is the 

absorption coefficient, G is the thermal conductance and τ = 

C/G, where C is the thermal capacitance. However, the drop 

off is more gradual than that of the model. In this case the 

model was weighted to fit the low frequency behavior more 

closely so as to not underestimate the time constant. The 

obtained values of G can C for both samples are given in 

Table 1. 

The time constants obtained from fitting (Table I) are 

very fast for a bolometric system. Although the response 

speed is partially the result of high thermal conductance due 

to the direct contact of the devices with the substrate, there 

is much room for design adjustment in our structures to 

improve the poor responsivity while still maintaining an 

effective time constant. For example, in order to improve 

the responsivity, the substrate thermal conductivity could be 

reduced, or alternatively the thermal coupling between film 

and substrate could be modified by addition of a thin 

thermally insulating film between the substrate and the CNT 

membrane.  

To complete our analysis, we investigate the noise 

behavior of these bolometers. The plots of the predicted and 

measured noise levels for the 50 µm device are plotted vs. 

frequency in Fig. 4. The magnitude of noise decreases with 

frequency, indicating that 1/f noise is indeed the dominant 

source. Additionally, the measured noise agrees reasonably 

well with the empirical formula previously established by 

Snow [9] for pure CNT devices: 

 
Figure 2. Resistance (black) and TCR (red) vs. Temperature for device of 

side length 50 µm. 

 

 
Figure 3. Responsivity vs. Frequency for device of side length 50 µm. 

Black dots are the measured values, red line is the modeled behavior using 

parameters estimated by curve fitting. Here the time constant τ = 12 ms. 

 

 
(2) 

where L is the side length of the sample, V is the applied 

voltage bias, and f is the frequency of modulation. The 

addition of the polymer does not appear to have a 

substantial effect on the noise levels in the system. Near 

DC, the signal-to-noise ratio of the detector is only about 

10, contributing to poor performance at this frequency. At 

higher frequencies, however, this ratio improves, and the 

NEP and detectivity improve as well. 

Interestingly, when the photoresponse measurements are 

made using only a standard resistor, 1/f noise still dominates 

the system at low frequencies, although the magnitude is 

lower.  

 

 

TABLE I. MEASURED DEVICE CHARACTERISTICS 

 200 µm sample 50 µm sample 

Thermal Conductance (µW/K) 422 38 

Thermal Capacitance (µJ/K) 14 0.46 

Time Constant τ (ms) 34 12 

Responsivity (V/W) 1.1 12.6 

0 
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Figure 4. Noise voltage vs. Frequency for devices of side length 50 µm. 

The black data points indicate measured values, and the red line indicates 
the empirical formula given by Snow et al. 

IV. CONCLUSION AND FUTURE WORK 

 CNT-polymer composite bolometric detectors as small 

as 50 µm x 50 µm were fabricated and characterized. 

Measurements revealed that the polymer does not have a 

significant impact on the TCR or time constant of the 

devices. Short time constants near 10 ms were achieved, 

suggesting the potential for use in high speed bolometric 

imaging applications, which are sought after. 

Contrary to our expectations, the inclusion of a humidity 

absorbing polymer did not lead to large TCR or indeed any 

dramatic changes in behavior of these bolometers compared 

to previous reports on CNT bolometers. We hypothesize 

that this may have been a result of our device fabrication 

strategy. Although aqueous solutions of CNT were used to 

fabricate the CNT membranes, the subsequent processing 

with acetone and the liftout procedure may have stripped the 

surfactants (SDS) off the CNTs thus rendering them 

hydrophobic, which may ultimately have prevented the 

water based polymer solution from infiltrating into the 

membrane and indeed filling the intertube contact gaps. 

Further work is thus necessary in order to make the 

fabrication procedure compatible with polymer addition. 

Possibly, soaking the patterned devices with SDS just prior 

to polymer application may improve polymer infiltration 

into the CNT membrane. The sensitivity could also be 

improved through suspension of the devices, but this will 

inevitably come at a cost in terms of response time. 
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Abstract— The identification of aged woody samples is often a 
difficult task as a result of weathering and physical 
deterioration over time which removes or obscures 
distinguishing anatomical features and characteristics required 
for visual taxonomic determinations. Fortunately, the chemical 
characteristics of aged woods usually are preserved better than 
physical characteristics if the wood remains dry in storage. All 
wood types, determined by the particular plant species from 
which woody samples are derived, produce and release a 
unique complex of volatile organic compounds that distinguish 
individual wood types when headspace volatiles (containing 
these unique chemical mixtures) are collectively analyzed using 
an electronic gas-sensing device such as an electronic nose. The 
advantage of electronic-nose devices over conventional 
analytical-chemistry instruments, typically used in laboratory 
chemical analyses, is that the woody source (plant species) 
from which headspace volatiles are derived may be identified 
without having to identify individual chemical compounds 
present in the headspace analyte mixture. Methods were 
developed for a conductive polymer type electronic nose gas-
sensing device, the Aromascan model A32S, to accurately 
identify aged woody samples derived from wood pieces held in 
dry storage for long periods of time. An aroma library was 
developed using diagnostic aroma profile databases (electronic 
aroma signature patterns) from known woods of numerous 
tree species. The A32S electronic nose was capable of 
distinguishing between 44 wood types, providing correct 
identification determinations at frequencies ranging from 92-
99%. The distribution of aroma class components, defined by 
wood type for each sample analyzed, also could be determined 
to indicate the relatedness of volatile aroma components that 
each sample analyte had in common with individual wood 
aroma classes. This information was useful for determining the 
taxonomic relatedness of wood types (plant species) based on 
the headspace volatiles that were produced. Furthermore, 
principal component analysis provided precise statistical 
numerical values (quality factors of significance) that indicated 
the chemical relatedness between wood volatiles based on 
pairwise comparisons of organic chemical mixtures from 
individual wood types. 

Keywords- electronic aroma detection; e-nose technologies; 
volatile organic compounds; wood identification 

I.  INTRODUCTION 
There are numerous situations where the identity of wood 

types must be known for many commercial or industrial 

applications, scientific research, or forensic analyses. 
Conventional methods used for the determination of wood 
type identities involve examinations of macroscopic and 
microscopic anatomical characteristics of wood tissues. The 
identification of wood types becomes more difficult if the 
wood is exposed to adverse environmental conditions (such 
as weathering) that result in physical deterioration of the 
wood, masking or diminishing diagnostic anatomical 
characteristics required for visual taxonomic determinations. 
By contrast, most chemical characteristics of wood are not 
lost during aging or weathering as long as the wood is stored 
in a dry state, even over extended periods of time. 
Traditional chemical and microscopic methods used for 
wood identification hitherto are cumbersome and less 
reliable because they often require extensive and expensive 
sample preparation and time-consuming analyses. Thus, 
there is a need for an analytical device that quickly identifies 
organic samples such as wood types without the high cost of 
conventional chemical analyses. 

Electronic-nose devices are designed to produce digital 
electronic signatures of volatile organic compounds (VOCs) 
released from any source [1-3]. Unlike other analytical 
instruments, these devices have the capability of identifying 
organic samples from the VOCs they release without having 
to identify individual chemical compounds present in volatile 
mixtures [4-6]. A variety of different sensor types have been 
developed for various applications including optical sensors 
[7], metal oxides [8, 9], semiconductive polymers [10-13], 
and conductive polymers [14-15]. The agricultural and food 
industries have utilized electronic aroma detection (EAD) 
technologies to evaluate food quality and product aromas 
[16-18], food storage life and freshness [19-20], detect 
industrial wastes [21-22], diagnose plant diseases [23], and 
for many other applications requiring gas-detection 
technologies [24-27]. 

The purposes of this study were to 1) determine if an 
electronic-nose (e-nose) device, the conductive polymer 
(CP)-type Aromascan A32S e-nose, has the capability of 
identifying and distinguishing between dried aged specimens 
of various temperate North American wood types based on 
headspace volatiles (given the reduced amount of volatiles 
released from aged wood), to 2) evaluate the effectiveness 
(accuracy) of  wood-type determinations, and to 3) assess 
whether e-nose aroma data outputs provide indications of 
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taxonomic-relatedness between aged specimens of various 
hardwood and conifer wood types. 

II. MATERIALS AND METHODS 

A. Collection and storage of woody samples 
Aged wood blocks (4 cm long × 2 cm wide × 2 cm 

thick), over 20 years old and derived from an archival 
reference collection of temperate North American wood 
types stored in the pathology herbarium collection at the 
Southern Hardwoods Laboratory (SHL), were utilized in this 
study. A subset of the collection selected for e-nose analysis 
included 44 wood types (plant species) from 16 genera, 
representing both hardwood and conifer tree species. These 
archival wood blocks were highly desiccated while in 
storage. Each sample was rehydrated by soaking (complete 
submersion) in sterile distilled water for 15 min, followed by 
blotting with Kimwipes tissue paper (Kimberly-Clark Inc., 
Roswell, GA) to remove any free moisture from the wood 
surfaces immediately prior to e-nose analysis. 

B. Sample preparation and prerun procedures 
Wood blocks from each wood type were analyzed 

separately in a 500 ml Pyrex sampling bottle no. 1395 
(Corning Inc., Corning, NY) fitted with reference air, 
sampling, and exhaust ports on a polypropylene bottle cap. 
Reference air entered the sampling bottle through a 3 mm 
polypropylene tube extending to just above the bottom of the 
sampling bottle. The sampling bottle was maintained at a 
constant air temperature of 25 C and was purged with 
filtered, moisture-conditioned reference air for 2 min prior to 
building headspace volatiles. The sampling bottle was sealed 
and volatiles from each wood type sample were allowed to 
build headspace and equilibrate for 30 min prior to each run. 
Reference air was maintained at 4% RH at 25 C. The 
sampling bottle was purged with conditioned reference air 
between runs to remove volatiles from the previous sample. 

C.  Instrument configuration and run parameters 
All e-nose analyses were conducted with an Aromascan 

A32S (Osmetech Inc.,Wobum, MA) CP e-nose instrument  
with 32 sensors in the sensor array and 15 V across sensor 
paths. The response sensitivities of individual sensors, 
measured as percent changes in electrical resistance response 
across sensor paths relative to base resistance (%∆R/Rbase), 
varied with the type of plastic polymer used in the sensor 
matrix coating, the type of ring substitutions used to modify 
its conductive properties, and the type of metal ions used to 
dope the matrix to improve and modulate sensor response. 
Detailed analyses containing calibration data for the sensor 
array were reported previously [23]. The block temperature 
of the sensor array was maintained at a constant 30 C. 
Reference air was preconditioned by passing room air 
sequentially through a carbon filter, silica gel beads, inline 
filter, and Hepa filter to remove organic compounds, 
moisture, particulates, and microbes, respectively, prior to 
humidity control and introduction into the sampling bottle. 
The flow rate (suction) of sample air at the sampling port 
was maintained at -702 ml/min using a calibrated ADM 3000 

flow meter (Agilent Technologies, Wilmington, DE). Sensor 
surfaces were purged between runs using a 2% isopropanol 
wash solution. The instrument was interfaced with a personal 
computer via an RS232 cable and controlled with 
Aromascan Version 3.51 software. The instrument plumbing 
was altered from conventional architecture and specifically 
configured for static sampling of the headspace by allowing 
air flow, maintained at 605 ml/min flow rate, coming out of 
the external vent port of the instrument during analytical 
runs, and closing the exhaust port on the sampling bottle so 
that headspace volatiles were taken from a homogeneous 
static air mass within the sampling bottle. 

D. Data acquisition parameters and run schedules 
Data from the sensor array were collected at 1 s intervals 

using a 0.2 detection threshold (y-units), a 15–20 y-max 
graph scale, and with a pattern average of five data samples 
taken per run during data acquisition. A uniform run 
schedule was used consisting of reference air 20 s, sampling 
time 90 s, and wash 20 s, followed by 90 s of reference air 
for a total run time of 220 s. A 2 min reference air purge was 
completed between runs after each sample was removed 
from the sampling bottle. 

E. Construction of reference libraries and validation 
An aroma signature reference library was constructed 

from wood types of known reference woods of angiosperm 
and gymnosperm species included in this study. All database 
files were linked to specific (designated) aroma classes 
defining each sample type or category. The following 
recognition network options (neural net training parameters) 
were used for each training session: training threshold = 
0.60, recognition threshold = 0.60, number of elements 
allowed in error = 5, learning rate = 0.10, momentum = 0.60, 
error goal = 0.010 (P = 0.01), hidden nodes = 5, maximum 
iterations (epochs) = 10,000, using normalized input data, 
not actual intensity data. Some parameters were modified for 
improvement of recognition accuracy. A typical training 
required 2–35 min, depending on the size of the database 
applied, using an IBM-compatible personal computer with a 
minimum of 64 mb of RAM and 350 MHz run speed. Neural 
net trainings were validated by examining training results 
that compare individual database files for compatibility or by 
similarity matches to each specific odor classes by test-
assigned odor class distributions among related odor classes 
included in each library. The specific detailed analytical 
methods used for identification of unknowns, data 
processing, and statistical determinations followed the 
procedures and specifications indicated by Wilson et al. [28]. 

F. Principal component analysis 
Detailed comparisons of relatedness of odor classes 

(wood types) were determined using principal component 
analysis (PCA) algorithms provided by Aromascan 3.51 
software. Three-dimensional PCA was used to distinguish 
between wood headspace volatiles released from 12 woody 
conifer plant species. The mapping parameters for three-
dimensional PCA were: iterations = 30, units in Eigen values 
(%), and use of normalized input data. 
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III. RESULTS 

A. Identification of wood sample types 
The A32S conductive polymer e-nose correctly identified 

the vast majority of the 44 wood types tested based on 
differences in the aroma profiles of headspace wood volatiles 
derived from woody samples from the SHL archival wood 
collection. Correct identifications of unknown wood samples 
were determined at rates well above 90% (range 92-99%) for 
all wood types tested except for Pseudotsuga menziesii. 
Wood samples of this tree species were determined to be 
unknown, indicating that the e-nose could not assign the 
aroma profile to a specific aroma class, present in the aroma 
reference library, because the majority of the aroma 
components within the volatiles from this species did not fall 
into a single aroma class. The aroma components of P. 
menziesii were distributed more evenly among several aroma 
classes. However, none of the wood sample identifications 
were determined to be incorrect or ambiguous, defined as 
determinations for different wood samples of the same type 
that were assigned to different aroma classes or wood-
identification types in separate runs. 

B. Discrimination between wood types 
The A32S e-nose also effectively discriminated between 

the headspace volatiles (aroma profiles) of most wood types 
tested among twelve conifer species. The aroma profiles of 
each wood type were further evaluated by neural net training 
validation during the process of creating a diagnostic aroma 
library for conifer woods.  Following neural-net training, 
analysis of data for each aroma class (defined by the 
principal components present in aroma profiles from each 
wood type) provided a precise breakdown of the aroma class 
distribution of these principal aroma components present in 
volatiles among the twelve coniferous wood types as 
summarized in Table I. The aroma class distribution 
indicates (on a percentage bases) the proportion of aroma 
components, present in the headspace volatiles from each 
wood type, that are in common with principal aroma 
elements of volatiles from other wood types present in the 
reference library. Thus, the degree of overlap among 
principal aroma elements from volatiles of each wood type 
provides an indication of relatedness between plant species 
based on the chemical nature of volatiles released from 
individual wood types.  All of the wood types that were 
identified correctly among the 12 conifer woods had a 
majority proportion of the aroma profile that was assigned to 
the principal aroma element characteristic of each individual 
wood type or plant species. The range of aroma class 
distributions attributed to an individual principal aroma 
element characteristic of each wood type ranged from 79.7% 
in Abies concolor to 95.8% in Pinus ponderosa.  Only aged 
wood from Pseudotsuga menziesii (Douglas fir) had an 
exceptionally low proportion (15.8%) of aroma components 
that were attributed to its principal aroma element.  
Consequently, P. menziesii was determined as an unknown 
aroma profile and could not be identified. The proportion of 
secondary aroma elements attributed to aroma classes 
besides the principal aroma element ranged from <1% with 

several species to as high as 15.3% in Tsuga heterophylla 
with Abies concolor aroma elements and 18.1% in Abies 
concolor with P. menziesii aroma elements. 

Intensity differences, using the difference-mode software 
option for displaying aroma signature patterns, between 
sensor outputs of individual sensors in the sensor array 
provided clues to differences in VOCs that distinguish 
headspace volatiles of different wood types. For example, a 
comparison of the differences in sensor outputs in response 
to volatiles from Quercus alba and Tsuga canadensis woods 
may indicate differences in the types of chemical 
constituents that are present in one wood type, but not the 
other (Fig. 1). These differences can be deduced from the 
chemical classes of VOCs that individual sensors in the array 
are known to be most sensitive to – as determined by direct 
comparison tests using single-chemical e-nose analyses. The 
organic chemical classes that individual sensors (within the 
A32S sensor array) are most sensitive to were determined 
and reported previously [23]. The strong positive differences 
between sensor output responses for sensors 1-3 indicate that 
Q. alba wood volatiles may contain short-chain alcohols, 
carboxylic acids, or aliphatic amines that are absent in T. 
canadensis wood volatiles. Similar deductions are possible 
to a lesser extend for sensors 4-16 with the exception of 
sensors 10-12. The strong negative difference between 
sensor output responses of sensors 20, 23, and 24 indicate 
that T. canadensis wood volatiles may contain long-chain 
alcohols, short- or long-chain esters, aliphatic ketones, or 
aromatic hydrocarbons that are absent in Q. alba wood 
volatiles. Further deductions also may be inferred for 
negative differences observed for sensors 25-32 with the 
exception of sensors 29 and 31. 

C. Principal component analysis 
An analysis of seven pine (Pinus) species using PCA by 

pairwise comparisons of headspace wood volatiles in all 
possible combinations provided greater details of chemical 
relatedness between species within a single woody plant 
genus.  The results of relatedness of wood volatiles between 
these pine species were measured using a statistical 
algorithm called quality factor (QF) analysis that determines 
the distance between aroma profiles using Euclidean distance 
units of measurement. The greater the QF value determined 
from pairwise comparisons of volatiles, the greater the 
difference (or distance) between the aroma signature profiles 
of the two aromas being compared.  In terms of statistical 
determinations, a QF value of 2.0 is roughly equivalent to a 
statistical difference at P = 0.10 level of significance. The 
relatedness among the seven pine taxa varied greatly based 
on Euclidean distance as indicated in Table II.  QF values 
ranged from 0.1 to >70, indicating a very wide range of 
chemical relatedness between individual pine species. 
Among the seven species compared, a QF of 0.1 indicated a 
very close chemical relationship between P. strobus and P. 
contorta, whereas a QF >70 indicated a very wide difference 
between the volatile VOCs from woods of P. palustris 
compared with P. lambertiana. Relatively low levels of 
relatedness were found between P. strobus, P. resinosa, and 
P. palustris as a group. Intermediate levels of chemical
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TABLE I.  DISTRIBUTION OF ELECTRONIC-NOSE AROMA CLASS COMPONENTS AMONG TWELVE CONIFER WOOD TYPES 

 Aroma Class Distribution (%)a 

Wood Type 
Wood Types (Plant species abbreviations) 

Acon Cdec Claw Jvir Locc Pgla Ppon Pmen Ssem Tdis Tocc Thet 

Abies concolor 
 

79.7 – 10.4 4.7 7.1 4.6 – 18.1 – – 0.1 12.8 

Calocedrus decurrens – 85.0 7.1 – – 1.3 5.3 – 6.9 – 5.5 12.8 

Chamaecyparis lawsoniana 10.1 7.6 88.8 – – 2.2 3.6 – 4.3 – 3.2 – 

Juniperus virginiana 3.1 – – 94.3 0.9 3.6 1.8 3.4 2.7 2.3 – 3.8 

Larix occidentalis 9.0 – 3.5 1.1 87.0 – 8.5 14.9 8.1 1.5 5.5 – 

Picea glauca – 1.4 2.4 3.7 1.3 91.0 – 6.9 3.9 – – – 

Pinus ponderosa – 0.7 3.4 0.9 1.6 – 95.8 3.4 – – – – 

Pseudotsuga menziesii 11.5 – – – 6.8 2.7 0.1 15.8 – 6.3 7.1 4.9 

Sequoia sempervirens – 11.7 3.3 5.4 6.8 5.1 – – 86.9 10.5 – – 

Taxodium distichum – – – – 0.9 3.3 3.0 14.7 8.4 85.6 6.5 7.8 

Thuja occidentalis 0.6 4.9 – – 4.4 3.0 0.9 10.9 – 12.8 88.3 – 

Tsuga heterophylla 12.0 15.3 – 4.6 – 2.4 3.5 10.9 – 8.5 – 80.9 
a. Mean percent aroma class distributions indicated for each wood type; read from left to right (by row), not top to bottom. Plant species abbreviations correspond to wood types (column 1). 

 
relatedness were found between P. strobus, P. monticola, P. 
lambertiana, and P. ponderosa, but not between P. 
monticola and P. lambertiana that are fairly closely related 
chemically based on wood volatiles. 
 

Figure 1.  Percentage differences in e-nose sensor output intensity between 
wood volatiles of Quercus alba and Tsuga canadensis species. 

The relatedness between aroma profiles of wood volatiles 
from the seven Pinus species, based on 3-dimensional CPA, 
was graphed in the form of an aroma map that indicates 
Euclidean distances among the seven pine species (Fig. 2). 
The percentages of the total variance for this analysis, 
accounting for the variability explained by each orthogonal 
principal component (PC), are as follows: PC 1 = 54.5%; PC 
2 = 31.8%; and PC 3 = 13.4%, representing the x-, y-, and z-
axis of the aroma map, respectively. A high proportion 
(86.3%) of the variation was explained by the first two 
principal components (PC 1 and PC 2). Notice that the data 

points for P. strobus are very close to one of the P. contorta 
points and indicate a close chemical relationship based on 
wood volatiles. Pinus resinosa is also fairly closely related to 
P. strobus and P. contorta. However, there are very large 
chemical differences between P. lambertiana and P. 
palustris, and between P. palustris and P. contorta. 

IV. DISCUSSION AND CONCLUSIONS 
An electronic-nose correct-identification rate above 90% 

generally is considered quite acceptable for unknown sample 
sizes greater than n=30 for any one aroma class. The rate of 
correct identifications can be significantly increased through 
neural net training to a higher level of specificity and thus 
lower error rate for e-noses that provide neural net training 
features in their operating software. The level of 
discrimination is largely determined by how long the neural 
net training is allowed to proceed before it is terminated. 
Specific levels of error rates may be specified and set via 
training parameters prior to training to reach specific target 
levels of discrimination for different applications. For 
example, sample types that have relatively small variations 
in aroma profiles must be trained to higher levels of 
discrimination to achieve effective differences between 
sample types. However, too much training specificity can 
result in the inability to determine distinctions between 
sample types.  The level of discrimination desired for sample 
identifications is defined and specified by the specific 
reference aroma library used for sample identifications 
which are defined by the level of neural net training used to 
create each aroma library. 
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TABLE II.  RELATEDNESS OF SEVEN PINE (PINUS SPP.) WOOD TYPES 
BASED ON 3-DIMENSIONAL PCA OF WOOD VOLATILES 

Aroma class Aroma class  QF valuea 

P. strobus P. monticola 17.5*** 

 P. lambertiana 15.3*** 

 P. resinosa 4.6* 

 P. palustris 5.1* 

 P. ponderosa 10.3** 

 P. contorta 0.1 

P. monticola P. lambertiana 2.1 

 P. resinosa 6.0* 

 P. palustris 20.7*** 

 P. ponderosa 18.6*** 

 P. contorta 5.9* 

P. lambertiana P. resinosa 9.2** 

 P. palustris > 70**** 

 P. ponderosa 37.7 

 P. contorta 3.8* 

P. resinosa P. palustris 4.2* 

 P. ponderosa 22.2*** 

 P. contorta 5.3* 

P. palustris P. ponderosa 4.6* 

 P. contorta 66.5**** 

P. ponderosa P. contorta 14.9*** 
a. Quality factor significant difference levels between aroma classes: * = P < 0.05; ** = P < 0.01; 

*** = P < 0.001; **** = P < 0.0001. The percentages of the total variance, accounting for the 
variability explained by each orthogonal principal component (PC), are as follows: PC 1 = 95.26%; 

PC 2 = 4.27%; and PC 3 = 0.43%. 
 

 
Because none of the wood sample identifications in this 

study were determined to be incorrect or ambiguous, the 
absence of false positives is an advantage for a diagnostic 
gas-sensing analysis method. Generally, e-noses are set to a 
level of specificity that preclude false positives and result in 
unknown determinations for samples that cannot be 
recognized or that have aroma profiles that are missing from 
the reference aroma library.  The diagnostic specificity can 
be improved even further by building e-nose methods and 
libraries that are specific to particular sample types so that 
false positive determination are exceedingly rare. 

The results of e-nose analyses of wood types in the 
current study were similar to those obtained in other related 
studies, but with fresh wood samples and similar or different 
e-nose technologies based on several different gas-sensing 
principles [28, 29]. Wilson et al. [28] identified and 
distinguished between twenty-three different angiosperm and 
gymnosperm wood types using fresh tree cores frozen at -20 
C and thawed immediately prior to analysis with a A32S CP 
e-nose. Baietto et al. [29] utilized and compared the 

performance of three different e-nose instruments, including 
the PEN3 metal-oxide (MOS) e-nose, the LibraNose quartz 
microbalance (QMB) e-nose, and the Aromascan A32S CP 
e-nose to effectively discriminate between different healthy 
wood types and wood decayed by various wood-rot fungi.  

Aroma data profiles from e-nose analyses that provide 
some indications of chemical relatedness between plant 
species may be a new tool and means for studying 
chemotaxonomic relationships between woody plants based 
on their wood volatiles as well as relationships between non-
woody plants based on leaf, stem, or floral volatiles. 
 

 
Figure 2.  Aroma map showing the relatedness of wood volatiles from 

seven Pinus spp. using conductive polymer analysis (CPA). 

Some possible reasons why the P. menziesii wood type 
could not be identified may include insufficient wood 
volatiles for analysis, the lack of sufficient principal 
components in adequate quantities to make up a 
representative aroma signature profile for this particular 
wood type, or the presence of particular wood VOCs to 
which the A32S e-nose sensors were not sufficiently 
sensitive, thus unable to generate a distinctive pattern of 
sensory outputs.  This problem would no doubt be resolved 
with a fresher sample, but applying moisture to the sample 
surface and building headspace volatiles longer might help 
generate enough wood VOCs for analysis. 

This study has demonstrated that a CP e-nose has the 
capability of identifying and discriminating wood types even 
when wood samples are aged in storage for long periods of 
time. The critical treatment of aged woods during sample 
preparation that made e-nose analysis possible was to wet the 
surface of the wood for a minimum of 15 min (followed by 
blotting) to facilitate the release of wood volatiles. Without 
wetting the wood sample surfaces, insufficient volatiles were 
generated to build headspace for an effective e-nose analysis. 
However, the wetting procedure should have no effect on the 
accuracy of results as long as sufficient volatiles are released 
to produce a sensory output (pattern) from the sensor array. 
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Abstract—A sensor incorporating nanostructured zinc oxide 
film on planar and thermally isolated MEMS platform is 
reported for detecting methanol vapours. An innovative 
technique for fabricating sensor having integrated microheater 
with improved mechanical strength is presented. The proposed 
innovation facilitates the sensor to achieve desired 
temperature on the chip at lower power. The sensors are 
capable of detecting methanol vapours at 50 °C and at room 
temperature (30 °C) with slightly reduced sensitivity. To 
achieve the operating temperature of 50 °C and 30 °C, the 
sensor requires only 40 and 20 mW of power respectively. The 
lower operating temperature has been achieved due to the use 
of nanostructured material as sensing layer. The sensor is 
capable of giving detectable response for concentrations of 
methanol vapor as low as 5 ppm.  

 

   Keywords- Nanostructured ZnO; Thermal evaporation; MEMS 
Platforms; Methanol  sensor. 

I.  INTRODUCTION  
In many industries, gases and volatile organic 

compounds (VOCs) are increasingly being used as raw 
materials and for this reason, it has become very important 
to develop highly sensitive detectors for these compounds. 
It is desirable that such devices should continuously 
monitor the VOCs and gases in the environment in 
quantitative and selective manner [1]. However, many of 
these devices have not yet reached commercial viability 
because of problems associated with the production 
worthiness of the gas sensing technologies. Selectivity, 
power consumption on account of heating requirements of 
the sensing layer and reliability are some of the issues 
which have not been adequately resolved for these sensors 
to be deployed on a large scale [2]. With the increasing 
demand for better gas sensors of higher sensitivity and 
greater selectivity, intense efforts are being made to find 
more suitable materials with the required surface and bulk 
properties for use in gas sensors. Detection and 
quantification of gaseous species in air as contaminants 
(polluting gases) at low cost is also becoming important. 

The metal oxides have been explored and used as 
sensing layers in gas / VOC sensors for more than a decade 
[3, 4-10]. ZnO is one of the prominent metal oxide 
materials, which has been extensively investigated for 
gas/VOC sensors. This arises because of the high mobility 
of conduction electrons and good chemical and thermal 

stability under the operating conditions. The use of nano-
structured materials for the sensing device is envisaged to 
further improve the sensitivity of these devices at lower 
operating temperature [1-2, 11]. This is attributed to 
enormously increased surface to volume ratio compared to 
their thin films.  

The sensors based on metal oxide materials operate at 
elevated temperatures (~ 300 °C) which results in higher 
power consumption [4, 8, 10]. To reduce the heat loss and 
thus power consumption, the thickness of the substrates is 
selectively reduced [12]. The thinning of the substrate 
results in reduced mechanical strength of the substrate. As a 
result, extra care is required during packaging. The yield 
also becomes an important issue.  

In the present work, the sensors are fabricated using 
two different techniques: (a) on suspended diaphragm of 
SiO2 (~2 μm) and (b) thermally isolated planar platform. 
The proposed innovation facilitates the sensor to achieve 
desired temperature on the chip at lower power. The sensing 
film in both the cases is nanostructured ZnO. The sensors 
are capable of detecting the methanol vapours in the range 
of 5-50 ppm at fairly low operating temperature of 50 °C. 
Furthermore, the power consumption is also considerably 
reduced without compromising the mechanical strength of 
the substrate in the planar type thermally isolated platform 
presented here. To the best of our knowledge, this type of 
performance is not reported in the published literature. 

II. EXPERIMENTAL WORK 
A schematic drawing of the sensor on suspended 

diaphragm is shown in Fig. 1 and the corresponding process 
flowchart is shown in Fig. 2. The sensor was fabricated 
using 7-masks process sequence and used a combination of 
bulk-surface micromachining technique [13]. The starting 
silicon wafers were 280 μm thick, n-type, having 5–10 Ω-
cm resistivity and (100) orientation. A layer of SiO2 (1 μm) 
was grown by thermal oxidation process. A window was 
opened on front side of the wafer by lithography technique 
(mask #1) and a pit (2.5 mm x 2.5 mm and 5 μm depth) was 
formed using bulk micromachining which was carried out 
in 40% KOH solution at a temperature of 80 °C. ZnO was 
then deposited as sacrificial layer using RF magnetron 
sputtering technique and its thickness was chosen to be 
somewhat more than the pit depth [13, 14].  
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The pit was planarized using lithography process (mask 

#2) followed by chemical mechanical planarization (CMP). 
Silicon dioxide layer (1 μm) was then sputter deposited on 
the wafer in the next step. A layer of nickel (0.3 μm 
thickness) was then deposited using RF diode sputtering 
over this SiO2 layer. The Ni layer was then patterned using 
photolithography to form the microheater (mask #3). Over 
this, a layer of SiO2 (1 μm) was again sputter deposited. The 
purpose of this layer was to electrically isolate the heater 
and the aluminum inter-digital electrodes to be formed in 
the next step. The SiO2 from the microheater contacts was 
removed (mask #4). The aluminum layer of 0.8 μm was 
then deposited by thermal evaporation and patterned to 
form the sensing inter-digital electrodes (mask #5). A Zn 
film (0.3 μm) was selectively deposited using lift-off 
technique (mask #6) and annealed at 300 °C for 12 h in air 
ambient. The lift-off technique was used for patterning Zn 
as the etchant for Zn [HCl-DI water solution (1:100 by 
volume)] affects the Al.  As the last step, the sacrificial 
layer was etched to complete the fabrication. The sacrificial 
layer etching was accomplished through lateral etching 
initiated from four windows formed outside the sensor area 
using photolithography (mask #7), as illustrated in the Fig. 
2 and Fig. 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 1. A schematic diagram of the MEMS gas sensor on a suspended platform. 
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Figure 2. Process flowchart of sensor fabricated on suspended diaphragm. 

 
In the second approach, the sensor was fabricated on a 

thermally isolated planar platform without using a 
suspended diaphragm. The blown-up diagram of the sensor 
fabricated using this technique is shown in Fig. 3 and the 
corresponding process flow is shown in Fig. 4.  
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Blown-up diagram of the sensor fabricated on thermally isolated 
planar platform. 

 
The sensor fabrication requires a 6-mask process sequence. 
The starting silicon wafers used were 280 μm thick, n-type, 
having 5–10 Ω-cm resistivity and (1 0 0) orientation. A 
layer of SiO2 (1 μm) was grown by thermal oxidation 
process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Process flow for sensor fabrication on thermally isolated planar 
platform and corresponding optical photographs at different steps. 
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A window was opened on front side by lithography 
technique (mask #1) and a pit (5mm x 5mm and 5 μm 
depth) was formed using bulk micromachining which was 
carried out in 40% KOH solution at a temperature of 80 °C. 
The pit was filled by SiO2 deposited by RF magnetron 
sputtering process. The pit was planarized using 
photolithography (mask #2) and CMP. The rest of the 
process steps are identical to those used in the previous 
design. The advantage of fabricating sensor using the above 
mentioned process is that the complete sensor is fabricated 
on silicon substrate using trench formation, backfill and 
CMP. Thus there is no diaphragm or hanging structure. The 
mechanical strength of the substrate is retained in this 
approach. The optical photographs of the sensors fabricated 
on suspended diaphragm (2 μm) and on thermally isolated 
platform are shown in Fig. 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Optical photograph of sensor fabricated on (a) diaphragm (2 

μm) and (b) using thermally isolated platform technology. 
 

III  RESULTS AND DISCUSSION 
Fig. 6 shows the plot of power consumption versus 

temperature for the sensors fabricated on suspended 
diaphragm (2 μm) and sensor fabricated using thermally 
isolated platform.  

 

 

 
 
 
 
 
 
 
 
 
 

Figure 6. Power versus temperature plot of microheater fabricated on 
suspended diaphragm (2 μm) and sensor fabricated using thermally 

isolated platform technology. 
 
It can be concluded that the electrical power required to 
raise the temperature of the sensing layer to required level is 

considerably reduced because of improved thermal isolation 
of the sensor fabricated on suspended diaphragm. For 
example, a temperature of 175 °C is reached at a power of 
80 mW for a sensor prepared on suspended diaphragm and 
same temperature is achieved at a power of 90 mW for 
sensor fabricated using thermally isolated platform 
technology. In contrast, the power consumption for the 
same operating temperature of the sensor made on 
conventional silicon substrate has been simulated and 
measured to be about 235 mW. The advantage of using 
thermally isolated planar platform technology is that the 
mechanical strength of the substrate is not compromised 
while the power consumption is also very low. 

The SEM image of nanostructured ZnO film is shown in 
Fig.7. The VOC sensing results of the sensors fabricated on 
thermally isolated platform are now presented. The sensor 
was tested for methanol vapors in a closed chamber [15]. 
The sensor was heated to different temperatures by applying 
power to the integrated heater. The methanol vapors were 
introduced in the chamber by bubbling N2 through the 
methanol maintained at room temperature (20 °C). The 
desired concentration of the vapors was obtained in the 
chamber by controlling the flow rate of N2 through 
methanol and adding pure air through a separate gas line 
[15]. 

(b) (a) 

The flow rates were measured and controlled using 
precision flow meters. The concentration of methanol 
vapors was calculated using the following equation [16]. 
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where, L and L* are gas flow rates of N2 (through the 
bubbler) and air respectively. P* is the vapor pressure of the 
methanol (in mm of Hg) at room temperature (20 ºC). 
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Figure 7.  SEM image of ZnO nanocombs obtained after 
annealing Zn film (300 nm) at 300 °C for 12 h. 
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The focus of the present work is to develop energy 
efficient sensors that can operate near room temperature. 
This is an important consideration for the sensors to be 
deployed at remote places and are battery operated. The 
power consumption becomes an important issue. 
Accordingly, one of the primary aims of the present work is 
to develop the sensor, which can give appreciable response 
at lower operating temperatures. This will result in lower 
power consumption of integrated microheater thereby 
prolonging the life of the battery. It was observed that at 50 
°C, the power consumption of the microheater was 
significantly less as compared to the corresponding value at 
150 °C. Also, the sensor response at 50 °C is appreciable. A 
comparison of the sensor response at 30, 50, 100 and 150 
°C is presented in Fig. 8 to illustrate this point. 

 
 
 
 
 
 
 
 
 
 
  
 

 

 

 

Figure 8. Response of the sensor to 50 ppm of methanol vapors at different 
operating temperatures. 

 
The response of the sensor at 50 °C for other VOCs is 

shown in Fig. 9. It can be clearly observed that the sensor 
shows detectable change in resistance at such a low 
operating temperature. It was observed that at 50 °C, the 
change in sensor resistance is significant for methanol 
vapors as compared to other VOCs. This shows that at 
operating temperature of 50 °C, the sensor is somewhat 
selective to methanol. The power required to achieve 
temperature of 50 °C is only about 40 mW.  

The dynamic response of the sensor to different 
concentrations of methanol vapors at 50 °C operating 
temperature is shown in Fig. 10. The sensor is capable of 
detecting methanol vapors down to 5 ppm level. The sensor 
showed repeatable response with response time of 80 s and 
recovery time of about 120 s. The large values of response 
and recovery times are attributed to the large size of the 
chamber used for testing and does not represent the inherent 
response time of the sensor [15]. 
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Figure 9. Response of the sensor to different VOCs at 50 °C operating 
temperature. 
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Figure 10. Dynamic response of the sensor for different concentration of 

methanol vapors at operating temperature of 50 °C. The arrows indicate the 
switching ON and OFF of N2 flowing through the bubbler containing 

methanol. 
 

From these studies, it can be inferred that, if at a given 
time, several VOCs are present, then the sensor developed 
in the present work cannot distinguish these individually. 
However, one can use this sensor in application such as 
electronic nose where there is an array of sensitive sensors 
and the response can be given to artificial neural network 
for training and testing purpose. Identifying a particular 
VOC in presence of several other VOCs continues to be a 
challenge. 
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IV. CONCLUSION 
The aim of the present work was to develop energy 

efficient sensors, which are capable of operating at 
considerably reduced temperatures. For this purpose, 
nanostructured ZnO was synthesized using a catalyst-free 
process and the same was integrated with MEMS 
processing. To reduce the power consumption of the 
microheater integrated with the sensor, an innovative 
technique for fabricating the sensors on a planar and 
thermally isolated MEMS platform is presented.  It has been 
demonstrated that the fabricated sensors are energy-
efficient. The sensor is prepared using low cost materials 
and is capable of detecting methanol vapors at 50 °C 
utilizing only 40 mW of power. The sensor showed quite a 
large change in its resistance on exposure to methanol at 50 
°C. The concept of a thermally isolated oxide platform is 
implemented using technologies which are standard 
processes in integrated circuit and MEMS manufacturing. 
The mechanical strength of the silicon substrate is not 
compromised in the present technology, as is the case when 
similar levels of power reduction is achieved by creating a 
cavity by partial etching of silicon from the back side or 
making a sensor on a suspended diaphragm. The standard 
packaging techniques can be used for the innovative sensors 
developed in the present work as the silicon wafer has no 
cavities in it. The proposed process does not require any 
modification in mask design, wnen the substrate thickness 
changes because of wafers of different diameter. Double-
side polished wafer is also not needed in the present work. 
The issues of compatibility of sensing layer material with 
etchants used for the formation of sensing electrode of 
aluminum are completely resolved by using lift-off process 
for patterning the Zn film. 
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Abstract — A novel optical fiber having its cladding doped with 
Au nano-particles was developed by modified chemical vapor 
deposition process. Absorption peaks of the optical fiber 
preform and the fiber appearing at 585 nm and 428 nm, 
respectively were due to surface plasmon resonance (SPR) of 
the incorporated Au nano-particles in the cladding. The 
measured peak wavelength of the SPR was found to increase 
from 480.9 nm to 505.5 nm with refractive index (n) from 1.406 
to 1.436 and the SPR sensitivity was estimated to be 820 
nm/RIU.  

Keywords - nano-particles; cladding-doped optical fiber; 
absorption;  surface plasmon resonance. 

I.  INTRODUCTION 
Recently, optical fiber sensors based on surface plasmon 

resonance (SPR) have gained attraction of scientists and 
engineers due to their all-optical remote sensing capability to 
measure various chemical, physical, and biological quantities 
[1-11]. SPR sensing phenomenon of the optical fiber can be 
divided into two categories, a propagating SPR and a 
localized SPR. The former can be obtained from thin metal 
coating onto the surface of optical fiber and a surface 
plasmon comes from extended charge waves traveling on the 
interface of metal and glass that are excited when dispersion 
of output light matches with that of incident light. Therefore, 
it is evanescent electromagnetic waves bounded by metal-
glass interfaces induced by oscillations of the conduction 
electrons in the metal [12-14]. The latter is usually observed 
by confined colloidal, periodic, nano-systems [6][14-25], and 
a localized surface plasmon gets resonantly excited when the 
wavelength of incident light is equal to the characteristic 
wavelength of metal nano-particles [11-14]. It comes from 
confined conduction electrons oscillating in resonance with 
the electromagnetic field. In general, the excitation of surface 
plasmon is known to occur when the wave vector of the 
propagation constant of evanescent wave exactly matches 
with that of the surface plasmon of similar frequency and 

state of polarization. This occurs at a particular angle of 
incidence and the corresponding resonance condition for 
surface plasmons. The sharp absorption peak is observed at 
resonance angle because of reduction in the energy of the 
reflected light due to its energy transfer to surface plasmons. 
The resonance angle is very sensitive to variation in the 
refractive index of the sensing layer [1-5][8-11]. 

Optical fiber sensors based on SPR usually use thin metal 
film or nano-particles of Au or Ag because these noble 
metals present a sharp and intense plasmonic band in their 
internal reflectance spectrum when excited in the 
Kretschmann configuration of SPR [1-5][12-14]. To increase 
the sensitivity of optical fiber based SPR sensor, various 
configurations of optical fiber such as polished fiber, tapered 
fiber, grated fiber and coated fiber have been suggested [1-
8][10-12][16]. Also, to improve the SPR sensing 
performance, effect of size, thickness, shape, and 
composition of plasmonic materials have been studied [4-
6][25-28]. Despite all the efforts, however, optical fiber SPR 
sensors with controlled coating parameters have limitations: 
handling difficulty, difficulty of mass production, and high 
manufacturing cost.  

In this paper, we developed a novel optical fiber 
incorporated with Au nano-particles (NPs) in cladding region, 
which is the first in the world to the best of our knowledge, 
allowing simple fabrication process due to no metal coating 
needed, mass production and compatibility with the existing 
SPR probe. Optical fiber sensor based on SPR of the 
fabricated fiber was demonstrated and in particular effect of 
environmental refractive index change on the SPR 
characteristics was investigated. 
 

II. EXPERIMENTAL 
The optical fiber incorporated with Au NPs in cladding 

region was fabricated by using the modified chemical vapor 
deposition (MCVD) and the fiber drawing processes. The 
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Figure 1.  Schematic flow diagram of the fabrication process of the optical 

fiber incorporated with Au NPs in cladding region. 

doping solution was prepared by dissolving 0.025 mole of 
reagent grade Au(OH)3 powder (Aldrich Chem. Co. Inc., 
99.9 %) in nitric acid solution (Junsei Co., 70 %). To make a 
solid glass rod, known as a preform, the porous germano-
silicate layers were deposited onto the inner surface of a 
silica glass tube by using primarily silicon tetrachloride 
(SiCl4) and germanium tetrachloride (GeCl4) in MCVD 
process. To incorporate Au NPs, the porous deposition layers 
were soaked with Au doping solution for two hours and the 
tube was dried and sintered. Then a silica glass rod 
(refractive index, n = 1.4571 @ 633 nm) was inserted in the 
tube and consolidated into a rod to obtain a fiber preform. To 
reveal the doped layers to surface of the rod as a cladding, 
the outer part of the glass rod that was the silica glass tube, 
was etched off using hydrofluoric acid solution (J. T. Baker, 
49%). The final preform consisted of the cladding doped 
with Au NPs in germano-silicate glass and the core of pure 
silica glass. Finally, the fiber preform was drawn into a fiber 
with 124.3 µm in diameter using the draw tower at 2150 °C. 
During the drawing process, the fiber was coated with lower 
refractive index polymer (EFIRON UVF PC-375, n = 1.3820) 
than that of the germano-silicate glass of the cladding to  
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Figure 2.  Measured refractive index profile of the fiber preform 

incorporated with Au NPs in cladding region (Inset: cross-section of the 
preform). 
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Figure 3.  Measured refractive index profile of the optical fiber 

incorporated with Au NPs in cladding region. 
 
induce total internal reflection for light transmission. A 
process flow steps to fabricate the optical fiber incorporated 
with Au NPs in cladding region are shown in Figure 1. 

Figure 2 and Figure 3 show the measured refractive 
index profile of the fabricated optical fiber preform before 
and after the etching process and the optical fiber 
incorporated with Au NPs in cladding region, respectively. 
Successful removal of the silica glass tube by the etching 
process was indicated by the measured indices of the 
preform and the fiber as shown in Figure 2 and Figure 3, 
respectively. The refractive index difference between the 
core and cladding was about 0.00125, enabling light signal to 
propagate into the cladding region not into the core, as 
shown in Figure 4. The cladding width and total diameter of 
the optical fiber were 2.6 μm and 124.3 μm, respectively. To 
confirm formation of Au NPs in the cladding, the optical 
fiber preforms were examined by transmission electron 
microscope (TEM, FEI Tecnai G2 F30 S-TWIN) and UV-
VIS spectrophotometer (Varian, Cary500Scan). Optical 
absorption of the optical fibers was also measured to confirm 
the propagation of light and the existence of Au NPs by the 
cut-back method using the Optical Spectrum Analyzer (Ando 
AQ 6315B). Then, to characterize SPR sensing property, 
optical absorption of the fiber was measured by putting small 
drops of the refractive index matching oil with various 
refractive indices (n = 1.406 - 1.436) on the surface of the 
fiber. The total and detector length of the fiber used for the 
SPR measurement are 50 cm and 5 cm, respectively, as 
shown in Figure 5. 

 

 
Figure 4.  Refractive index and the propagation of light through the 

cladding of the fiber doped with Au NPs. 
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Figure 5.  Schematic of the SPR measurement set-up using the optical 

fiber incorporated with Au NPs in cladding region.  
 

III. RESULTS AND DISCUSSION 
Figure 6 compares the UV-VIS spectra of the optical 

fiber preform incorporated with and without Au NPs. The 
absorption band centering at 585 nm was found to appear 
after the incorporation of Au NPs and it was attributed to Au 
NPs in the cladding region of the preform [29-31]. The 
existence and size distribution of Au NPs of the preform was 
verified by the TEM morphology of the fiber preform, as 
shown in Figure 7. The Au NPs was found to be crystalline 
and the rather spherical particles were dispersed 
homogeneously without agglomeration. The average 
 

300 400 500 600 700 800
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2

Ab
so

rp
tio

n 
co

ef
fic

ie
nt

, α
 [c

m
-1
]

 

 

 

 

Wavelength, λ [nm]

  Fiber preform without Au NPs 
  Fiber preform with Au NPs

 Abs. from Au NPs
        @ 585 nm

 
Figure 6.  UV-VIS spectra of the optical fiber preform incorporated with 

and without Au NPs in cladding region. 

 

Figure 7.  TEM image and the size distribution of Au NPs incorporated in 
the cladding of the optical fiber preform. 
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Figure 8.  Absorption spectrum of the optical fiber incorporated with Au 

NPs in cladding region. 

diameter of Au NPs was ~ 3.8 nm (2.5 nm ~ 5.2 nm). Note 
that peak position of the optical absorption is known to 
depend on the particle size of Au metals [31-33].  

In the case of optical fiber, which was drawn from the 
fiber preform incorporated with Au NPs, the existence of Au 
NPs was verified by optical absorption spectra, as shown in 
Figure 8. Absorption peaks appeared at 428 nm and 1380 nm 
and they are due to surface plasmon resonance from Au NPs 
and OH impurities, respectively [30-34]. Note that to extract 
the absorption peak from the detector noise, we performed 
the spectral decomposition and denoising by using the 
OriginPro-8.6 code, which clearly distinguishes the 
absorption peak at 428 nm as shown in Figure 9. 

As per earlier reported work, the Au NP related 
absorption peak has been observed at around 520 nm; 
however we measured the absorption peak at 585 nm in the 
optical fiber preform. Moreover, the absorption peak due to 
Au NPs was found to shift to shorter wavelength of 428 nm 
in the optical fiber as compared to 585 nm peak in the 
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Figure 9.  Resolving the absorption peak in the optical fiber incorporated 

with Au NPs in cladding region. 
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preform. As we needed to heat the fiber preform at 2150 °C 
to draw the fiber, Au NPs size would increase due to the 
growth of Au NPs after the high temperature drawing 
process. Thus, our sample showed the blue-shift of Mie 
resonance absorption peak with increment in the size of 
nano-particles, which is quite opposite behavior where 
increment in nano-particles size gives red shift in the 
absorption peak [35-37].  

The blue-shift of SPR peak with the increase of nano-
particles size is not a new behavior, it has been already 
reported for Au particles in Au-alumina composite film [38] 
and Au NPs dispersed within pores of porous silica [31-33]. 
The peak position from Mie resonance is almost independent 
of the size of Au particles in the range from 4 to 25 nm (by 
using the dielectric constant of Au [31][39][40]. The blue-
shift can be thought to be due to association with the 
boundary coupling (interface interaction) between Au 
particles within the pores and pore walls of porous silica [31]. 
Usually, a small lattice contraction yields to the high surface-
to-volume ratio and, hence, high surface energy (surface 
tension) for metal NPs. The lattice dilatation in [31-33], it is 
probably related to the decreased surface energy of Au 
particles via boundary coupling. It is well known that at the 
surface of small particles, there exist many dangling bonds 
(unsaturated bonds). In other words, the extension of 
electronic wave function outside particles surface becomes 
significant for small particles. Thus, interactions at the 
particles’ surface are inevitable due to the high activity, and 
charge transfer from metal particles to the matrices occurs 
during interface interaction. This charge transfer can induce 
a decrease of the free electron density in metal particles. 
Therefore, the blue-shift occurs with the increase of Au 
particle size due to the electron charge transfer from Au 
particles to the silicate glass host at the interface. 

Figure 10 shows the absorption spectra of the optical 
fiber after dropping the index matching oils (n = 1.406 - 
1.436) to confirm the SPR and its dependence of 
environmental change. Because of noisy behavior of the 
output spectrum, FFT (Fast Fourier Transform) filtering 
method was adopted to locate peaks. The SPR band was 
found to occur at a particular wavelength around 500 nm for 
the corresponding refractive indices, increased with the 
increase of the index [1, 3][8-11]. The measured peak 
wavelength of the SPR band were at 480.9 nm, 483.3 nm, 
494.4 nm, and 505.5 nm with refractive indices (n) 1.406, 
1.416, 1.426, and 1.436, respectively as shown in Figure 11. 
The observed red-shift of the SPR band with the increase of 
the refractive index of matching oils is related to the angle of 
incident light, increased with the increase of refractive index 
[1-3][8-11]. The shift of the Au plasmon peak towards a 
longer wavelength with the increase of the medium 
refractive index can be understood by the well-known Mie 
theory. It is noted that the absorption peak of the fiber coated 
with low-index polymer (n=1.382) appearing at 428 nm due 
to surface plasmon resonance from Au NPs was also found 
to shift to ~ 500 nm after dropping the index matching oils, 
which is basically an extension phenomenon by the Mie 
theory. The SPR sensitivity (wavelength/RIU), which is the 
slope of Figure 11, of the optical fiber incorporated with Au 
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Figure 10.  Absorption spectra of the Au NPs(cladding)-doped optical fiber 

covered with the index matching oils of different refractive indices (n = 
1.406 - 1.436). 
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Figure 11.  Peak and width change of the surface plasmon resonance (SPR) 
peak of the Au NPs(cladding)-doped optical fiber covered with the index 

matching oils of different refractive indices (n = 1.406-1.436). 

NPs was estimated to be 820 nm/RIU. Indeed, the SPR 
sensitivity of optical fiber sensor based on glass optical fiber 
incorporated with Au NPs in the cladding region is smaller 
than that of the conventional Au thin film based optical fiber 
SPR sensor, which has about 9,630 nm/RIU [41]. However, 
820 nm/RIU is still a valuable level to identify the possibility 
of a new type fiber SPR sensor for its advantage of mass 
production. In this paper, we have focused on the fabrication 
of specialty optical fiber incorporated with Au NPs in 
cladding region for SPR sensor applications, which is the 
first in the world to the best of our knowledge. Increase of 
the sensitivity of the sensor is under progress and will be 
communicated in future.  

It is noted that the increase in intensity and width of the 
SPR absorption band was also found to be 1.5 dB and 91 nm 
(after baseline correction), respectively with the increase of 
the refractive index from 1.406 to 1.436. The broadening of 
the SPR absorption may be due to the spatial spreading and 
scattering of the conduction electrons [42]. 
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The proposed fiber sensor based on optical fiber 
incorporated with Au NPs in the cladding region has the 
clear advantages over the conventional Au thin film based 
optical fiber SPR sensor such that the bulk metal film coating 
is not necessary after post-processings of fiber polishing and 
tapering to satisfy the phase matching criterion for excitation. 
Since no metal coating is needed for the sensor, mass 
production with simple fiber fabrication is possible and 
compatibility with the existing SPR probe is secured. 
 

IV. CONCLUSION 
We developed and demonstrated specialty optical fiber 

incorporated with Au NPs in cladding region for SPR sensor 
applications. The optical fiber incorporated with Au NPs in 
cladding region was fabricated by using the modified 
chemical vapor deposition (MCVD) and the fiber drawing 
process. Porous germano-silicate layers were deposited onto 
the inner surface of a silica glass tube and the layers were 
soaked with Au doping solution to incorporate Au NPs 
followed by drying and sintering. Then a silica glass rod 
(refractive index, n = 1.4571 @ 633 nm) was inserted in the 
tube and consolidated into a rod and the outer silica glass 
was etched off to obtain a fiber preform incorporated with 
Au NPs in cladding region. Finally, the fiber preform was 
drawn and coated with the lower refractive index polymer 
(EFIRON UVF PC-375, n = 1.3820) than that of the 
cladding to obtain a fiber with the cladding width of 2.6 μm 
and total diameter of 124.3 μm.  

The measured SPR absorption band centered at 585 nm 
of the optical fiber preform was attributed to the large 
concentration of the Au NPs with the average diameter of 3.8 
nm.  In the case of the fiber, the SPR absorption peak due to 
Au NPs was found to shift to 428 nm as compared to 585 nm 
of the preform. This blue-shift is due to the increase of the 
particle size through the growth of the Au NPs during the 
fiber drawing process at 2150 °C, the absorption band of Au 
NPs within pores of porous silica yielded the significant 
blue-shift, which was interpreted in terms of interface 
interactions between Au NPs and silica glass host. The blue-
shift of the absorption band in the present study may 
originate from the electron transfer from Au particles to the 
silica host during interfacial interaction.  

The SPR absorption peak due to Au NPs in the bare 
optical fiber was found to appear at 428 nm. When the index 
matching oils was dropped onto the fiber, the SPR was found 
to occur at a particular wavelength around 500 nm. The 
measured peak wavelength of the SPR increased from 480.9 
nm to 505.5 nm with refractive index (n) from 1.406 to 1.436. 
The SPR sensitivities of the optical fiber incorporated with 
Au NPs in cladding region was estimated to be 820 nm/RIU. 
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Abstract— Although a handsfree man-machine interface is 
useful when the user’s hands are not free, existing handsfree 
input devices are not the type of device that are normally worn 
by people. We focus on a shoe as an input device because 
people normally wear it when they go out, and propose a shoe-
embedded interface. The input device is a sensor shoe. Weight 
sensors are attached at three positions on a sole: the first 
metatarsal, the fifth metatarsal, and the calcaneal tuberosity. 
These positions have been selected based on the characteristics 
of the human foot skeleton. Two types of foot operation have 
been used: tap and push. By combining these operations, 10 
commands have been defined. The sensor shoe houses an insole 
with hetero-core optical fiber sensor elements attached to it. 
These elements are sensitive to weight. We have built an 
experimental system that runs on a smartphone and provides 
the shoe-embedded interface, and conducted experiments with 
three test subjects to evaluate the system. The average rate of 
successful command identification was 89%. 

Keywords- shoe-embedded interface; heterocore optical fiber 
sensor; handsfree interface 

I.  INTRODUCTION 

In the field of human-computer interaction, there are 
intensive studies on a man-machine interface [1]-[6]. A 
handsfree interface is useful for people who are in a public 
space and whose hands are not free, such as passengers 
holding baggage in an airport, parents holding small children, 
and golf players. Most handsfree interfaces with practical 
products already available use speech recognition. Speech 
recognition has been widely implemented in mobile 
information devices, such as smartphones, tablet terminals, 
and laptop PCs. Handsfree interfaces generally consist of an 
input device and a processing terminal. In cases where 
speech recognition is used, the input device is either built in 
a mobile information device or a microphone connected to 
the input port of a mobile information device, and the 
processing terminal is the mobile information device itself. 
The processing terminal conveys the user’s intention to a 
given application by extracting a word from the waveforms 
sent from the input device, and identifying a pre-defined 
command that matches the word. 

In cases where the user is in a public space and his/her 
hands are not free, a problem with conventional human 
interfaces is that the user needs to wear an input device just 
for the purpose of acquiring this interface whether the input 
device is an earphone-equipped microphone or a headset for 

voice input, a head-mounted display or eye-glass-like device 
for eye-tracking input, a cap-shaped input device for a brain-
machine interface, or a camera to recognize a gesture or a 
motion. When the user does not need this interface, he/she 
has no need to wear such devices. 

We have focused on a shoe because people always wear 
it when they go out. Specifically, we have chosen to use a 
shoe-embedded interface because it is suitable for use in a 
public space. The input device is a sensor shoe with a hetero-
core optical fiber sensor element built in it [7]-[13]. The 
processing terminal is a smartphone. Section II gives an 
overview of the shoe-embedded interface. Section III 
describes three aspects of implementing the shoe-embedded 
interface: sensor shoe design, command input method, and 
command definition. Section IV describes the experimental 
system we have developed based on the proposed method. 
Section V reports on the experiment carried out using the 
experimental system, and evaluates the proposed method 
based on the experiment result. Finally, Section VI provides 
the conclusions and future work. 

II. SHOE-EMBEDDED HUMAN INTERFACE 

The shoe-embedded human interface is a wearable 
handsfree human interface. It consists of a sensor shoe and a 
processing terminal. A sensor shoe is a shoe with weight 
sensors. The weight sensors are attached to the insole of the 
user’s shoe. The user puts his/her weight on the sensors to 
input an operation. The sensors are so thin that the shoe 
appears to be a normal shoe. The processing terminal 
identifies the user’s operation from the weights measured by 
the sensors. The weight data is sent to the processing 
terminal using wireless communication. A smartphone is 
used as the processing terminal. Advantages of the proposed 
interface include resistance to noise, mobility and invisibility. 
The interface is highly resistant to noise because the user 
operates the sensor with his/her weight. It provides high 
mobility because the sensor shoe is not wired to the 
processing terminal. It is invisible to others because it 
requires only a sensor shoe and a smartphone. The user can 
use it without worrying about how he/she looks. 

One of the criteria generally used to assess the ease of 
using a man-machine interface is usability. Usability is 
defined in ISO9241-11[14]-[16] as “extent to which a 
product can be used by specified users to achieve specified 
goals with effectiveness, efficiency and satisfaction in a 
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specified context of use.” ISO9241-11 goes on to define 
effectiveness as “accuracy and completeness with which 
users achieve specified goals,” efficiency as “resources 
expended in relation to the accuracy and completeness with 
which users achieve goals,” and satisfaction as “freedom 
from discomfort, and positive attitudes towards the use of the 
product.” Ishikawa [17] states that “usability is often 
evaluated in terms of the achievement of specified goals. In 
other words, it is evaluated with a defined evaluation task.” 
However, it is difficult to generalize the functions of the 
potential device that will be operated by the user. Therefore, 
we focus on the simple task of selecting a function when the 
user is in a public space and his/her hands are not free. 

Figure 1 shows an example of the function selection task. 
In this example, the user in an airport selects the service of 
checking information about his/her reserved boarding pass 
from a list of services available. The user attaches his/her 
smartphone on the strap of his/her bag, and can see the 
display screen of the smartphone simply by looking down. 
First of all, the user inputs a start command to shift the 
system’s state from the walking state to the input state. Then, 
the processing terminal sends to the server an inquiry about 
services that are available at the airport, obtains a list of 
available services from the server, and displays it for the user. 
A unique command identifier is associated with each service. 
The user can recognize the associations between services and 
command identifiers from the positions of the identifiers on 
the screen. When the user inputs the command identifier 
associated with checking information about the reserved 
boarding pass, the processing terminal identifies it, and 
conveys this request to the server. In this case, effectiveness 
can be evaluated in terms of the probability at which the 
processing terminal correctly recognizes the command 
identifier for the service wanted by the user, or simply in 
terms of the rate of successfully identifying the intended 
command. Efficiency can be evaluated in terms of the 
amount of labor required to operate the user interface, or 
simply in terms of the number of input attempts. Since it is 
difficult to evaluate satisfaction in a general term, it is not 
addressed in this paper. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Example of the Use of the Proposed System. 

III. PROPOSALS 

A. Design of the Sensor Shoe 

A sensor shoe has three weight sensors attached to the 
positions shown in Fig. 2. These positions have been 
determined based on the structure of the human foot skeleton. 
According to Noda [18], the plantar arch, a characteristic 
feature of the human foot skeleton, is made up of three 
arches linking three points: the first metatarsal (the base of 
big toe), the fifth metatarsal (the base of the little toe), and 
the calcaneal tuberosity (the heel area that touches the 
ground). Noda also states that, when the entire sole is 
touching the ground, the weight is distributed on the three 
points at the ratios of 2 on the first metatarsal, 1 on the fifth 
metatarsal, and 3 on the calcaneal tuberosity. The selection 
of the sensor positions is based on this finding. 
 

 
 
 
 
 
 
 
 

Figure 2.  Positions of Weight Sensors. 

B. Tap and Push Operation 

The user’s operations are defined using variations in the 
user’s weight. Weight sensors handle only two types of data: 
duration in when the weight is measured and the weight 
value. Operations can be defined in terms of either duration 
or weight. In a method focusing on duration, a threshold is 
defined regarding the weight value to determine whether the 
user has intended to make certain operation or not. Multiple 
types of operation can be defined depending on the duration 
in which the user continues this operation. In a method 
focusing on weight, a point in time, such as 5000 ms after the 
transition to the input waiting state, is selected for the 
identification of the user’s intention. Multiple types of 
operation can be defined depending on the weight measured 
at that time. However, this method requires delicate control 
of the weight the user applies. Controlling the weight is more 
difficult than controlling the duration. Therefore, we have 
adopted a method focusing on duration.  

A command is defined by a combination of two types of 
operations: a tap operation and a push operation. A tap 
operation is tapping the sole of the user’s shoe on the ground. 
In this operation, the change in weight is expected to show a 
triangular wave, as shown in Fig. 3. By setting a threshold on 
the weight, it is possible to detect this operation through two 
steps: 

 
Step 1: Measure the weight that exceeds the threshold 

value 
Step 2: Measure the weight when it is below the threshold 

value over a certain duration. 
 

Weight sensors are attached
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Figure 3.  Change in Weight at the Time of Tap Operation. 

A push operation is applying weight on the sensor casing 
as if the user is pressing the sensor. In this operation, the 
weight changes in the form of a trapezoidal wave, as shown 
in Fig. 4. By setting a threshold value, it is possible to detect 
this operation through three steps: 

 
Step 1: Measure the weight that exceeds the threshold 

value 
Step 2: The weight continues to exceed the threshold 

value for more than a certain time 
Step 3: Measure the weight when it is below the threshold 

value 
 

 
 
 
 
 
 
 

Figure 4.  Change in Weight at the Time of Push Operation. 

C. Definition of Commands 

Ten commands have been defined by combinations of tap 
and push operations, as shown in Fig. 5. A unique command 
identifier is associated with each command. 
 

 
 
 
 
 
 
 
 
 
 

Figure 5.  Definition of Commands. 

Nine commands are represented by a push operation, and 
one command by a tap operation. The reason for defining the 
commands in this manner is as follows. Ishikawa [17] states 
that the task of selecting a function can be expressed as a 
hierarchical menu in a tree structure chart. If the number of 
commands to be defined for the task of selecting a function 
is small, the number of layers that must be crossed to reach 
the goal becomes large, resulting in an increased burden on 
the user because he/she needs to make a large number of 
input operations. Conversely, if the number of commands is 

large, it becomes a burden for the user to learn the required 
operations. One of the quantitative expressions of human’s 
short memory capacity is Miller’s Magical Number Seven, 
Plus or Minus Two [19][20]. He argues that the number of 
objects an average human can hold in working memory is 
around 7. This implies that if the number of commands used 
to select a function exceeds two digits, the burden of learning 
is large. Since such a burden reduces the efficiency of using 
the interface, it is necessary to minimize the number of 
commands. In the case of selecting one out of 50 functions, 
the relations between the number of commands and the 
calculated number of inputs are as shown in Table I. P stands 
for a “push operation,” and T for a “tap operation.” If the 
number of commands of push operation is 2, a tree that 
expresses 50 elements needs to have 6 layers. Just passing 
through each node requires one push operation (selection) 
and one tap operation (selection done). Therefore, to go 
through the 6 layers, a total of 12 operations are required. 
We have also studied other numbers of commands and found 
that, in cases where three weight sensor elements are 
attached to a sensor shoe, the number of required input 
operations is the smallest (i.e., the input operation is the most 
efficient) when the number of commands is 9. This is the 
reason why 9 commands are based on a push operation in 
this paper. 

TABLE I.  COMPARISON OF DIFFERENT NUMBERS OF COMMANDS IN 
TERMS OF EFFICIENCY 

IV. IMPLEMENTATION 

We have built an experimental system based on the 
method proposed in Section III. As shown in Fig. 6, the 
system consists of a sensor shoe, an optical measurement 
instrument, and a user operation detection application 
running on a smartphone[21][22]. 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 6.  Structure of the Experimental System. 

Number of 
commands 

for selecting 
functions 

Required operations 
Number of 

inputs 
Burden of 
learning 

2 (P→T)×6 times 12 Small 
3 (P→T)×4 times 8 Small 
4 (P:2 times→T)×3 times 9 Small 
8 (P:3 times→T)×2 times 8 Small 
9 (P:2 times→T)×2 times 6 Small 
16 (P:4 times→T)×2 times 10 Large 
27 (P:3 times→T)×2 times 8 Large 
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The sensor shoe is an insole. The parts of the insole 
where weight sensors are to be attached were removed and 
replaced with sensor casings. A hetero-core optical fiber 
weight sensor was used as a weight sensor. As shown in Fig. 
7, a hetero-core optical fiber is composed of an optical fiber 
of a uniform core diameter with a small fiber segment with a 
different core diameter inserted. When the hetero-core 
optical fiber is bent, its optical loss increases. The hetero-
core optical fiber weight sensor uses this property. It is 
highly sensitive to bending. When a weight is applied on the 
sensor casing, the fiber is bent, increasing its optical loss. 
The sensor detects how big the applied weight is by 
measuring the optical loss. The weight is actually measured 
by the optical measurement instrument. An LED/PD (Light 
Emitting Diode / Photo Diode) power meter was used as this 
instrument. The experimental system measures optical loss 
(in mV) and sends the measured value to the processing 
terminal every 33 ms. Since weight is expressed as optical 
loss, the larger the weight, the lower the level of the optical 
signal. 
 

 
 
 
 
 
 
 
 
 
 

Figure 7.  Hetero-core Optical Fiber. 

The operation detection application software is 
configured as shown in Fig. 8, and is implemented on a 
smartphone. This application performs three functions: 
setting parameters for the experiment, calibration and 
operation detection. By calibration is meant the processing to 
equalize differences in users’ weights and in sensors’ 
sensitivities. The calibration was performed as follows. A 
push operation was applied to each element for 3 seconds a 
number of times, and the maximum and the minimum 
measurements were recorded. The difference between the 
maximum and the minimum values was multiplied by the 
value of a parameter we call a weight ratio. This value is 
subtracted from the maximum value. The result is used as the 
weight threshold. The pthreshold can be expressed as  

 
    pthreshold = pmax - { Weight Ratio × ( pmax - pmin ) }  （1） 

 
The other parameters used are the detection duration for a 

tap operation and that for a push operation. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Figure 8.  Configuration of the Operation Detection Application. 

V. EXPERIMENT AND EVALUATION 

A. Detection Duration of a Tap Operation, that of a Push 
Operation, and Threshold Value 

Experiments were carried out using the experimental 
system. Parameters were set before starting the experiment. 
We measured changes in weights measured respectively by 
elements A, B and C in Fig. 5 when a tap operation and a 
push operation were respectively applied in order to 
determine the duration needed to detect an operation 
successfully. As show in Fig. 9, 85% to 90% of the measured 
weight data concentrated on either the range where the 
optical measurement value was between the maximum value 
and that minus 25% or the range where it was between the 
minimum value and that plus 25%. We found that the weight 
fell in one of these ranges only when an operation was 
applied, and therefore, it is possible to detect an operation by 
setting the weight threshold in the middle of these two ranges. 
When the threshold was calculated with the weight ratio at 
0.7, it took 100 ms to 200 ms for the user to perform a tap 
operation, as shown in Fig. 10, and 600 ms to 1100 ms to 
perform a push operation, as shown in Fig. 11. Therefore, we 
decided that operations can be detected correctly if we set the 
detection duration for a tap operation to around 200 ms, and 
the detection duration for a push operation to slightly below 
600 ms. 
 

 
 
 
 
 
 
 

Figure 9.  Polarization of Measured Values. 

 
 
 
 
 
 
 
 
 

Figure 10.  Measurement for a Tap Operation. 
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TABLE  II.     SCREENSHOTS OF THE SMARTPHONE 

 
 
 
 
 
 
 
 
 
 

Figure 11.  Measurement for a Push Operation. 

B. Experiment Conducted using the Experimental System 

We carried out an experiment to examine how the 
experimental system behaves. It was conducted in 4 steps: 

Step 1: Set the parameters 
Step 2: Establish a Bluetooth connection 
Step 3: Set calibration and threshold values 
Step 4: Select a function. 
 
Figure 12 shows a test subject wearing the sensor shoe of 

the experimental system. Table II shows screenshots of the 
smartphone at each step, and the user’s state that can be 
inferred from it. 

 
 
 
 
 
 
 
 
 
 

Figure 12.  User wearing the Sensor Shoe. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C. Evaluation of the Successful Command Identification 
Rate 

We had three test subjects. They learned how to operate 
the system for about 10 minutes before starting the 
experiment. They input the ten commands in sequence from 
command identifier 1 to 10. They tried these several times so 
that we could examine the probability at which the 
commands they intended to input were identified correctly. 
The parameter values used in this experiment were 200 ms 
for the tap operation detection duration, 400 ms for the push 
operation detection duration, and 0.7 for the weight ratio. 
The result of the experiment is shown in Table III. A 
screenshot of the experimental system taken during the 
experiment is shown in Fig. 13. 

TABLE III.    RESULT OF THE COMMAND IDENTIFICATION EXPERIMENT 

 
 
 
 
 
 
 
 
The three subjects conducted the experiment a total of 

220 times, of which their input commands were identified 
correctly 196 times. The rate of successful identification for 
the three subjects ranged from 86% to 95%. The average rate 
was 89%. 
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Figure 13.  Screenshot taken in the Experiment. 
(Each subject input commands in sequence from 1 to 10. An erroneous 

identification occurred in the seventh input attempt) 

VI. CONCLUTION AND FUTURE WORK 

We have focused on foot as a user interface that provides 
high mobility, a high command identification rate, and 
ability to complement information, hence the proposal of a 
shoe-embedded interface. This interface was implemented by 
attaching sensors at three points on the insole of a shoe. 
These points were selected based on the characteristics of the 
shape of a human foot. Commands were defined by a 
combination of two operations: push and tap. We have 
devised a method of indicating one of 10 alternative 
commands by a single foot operation. We have developed an 
experimental system that implemented the proposed method, 
and used it to evaluate the probability at which input 
commands are identified correctly. In our experiment with 
three subjects, the average rate of successful identification 
was 89%. 

In the future, it will be necessary to examine the rate of 
correct identification and possible occurrences of system 
failures in cases where the user is running or walking. It is 
also necessary to study how providing recommended options 
to users can increase the amount of information the user can 
input without impairing usability. 
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Abstract— This paper presents a low cost and portable system 
that is able to perform real time or spectra impedance 
characterization of impedimetric sensors interfaces. It is also 
able to perform simple amperometric measurements for real-
time DC current-voltage characterization or studies of the 
behavior of the sensor with respect to different target stimuli. 
Due to its flexible design, the system can be easily adapted to 
different applications and experimental requirements. 
Synthetic devices under test (DUTs) were used for testing 
purposes and the performances have been compared to those 
obtained using a commercial dedicated impedance analyzer. 
The system allows displaying results in Nyquist and Bode plots 
using a friendly graphical user interface. Results show 
remarkable fair accuracy, considering the much lower price, 
smaller sizes and flexibility of use of the developed system. 

Keywords – Biosensors; Sensor interfaces; Impedance 
spectroscopy; Real time; Amperometry measurements. 

I.  INTRODUCTION 

In the last decade, the convergence of nanotechnology 
with biology and medicine and the ability to fabricate 
structures using standard wafer-scale semiconductor 
processing techniques has shown an emerging and evolving 
interest in the development of new classes of rapid, sensitive, 
and reliable biosensors devices, such as nanowires and 
carbon nanotubes [1][2][3][4][5]. 

These devices could have a great impact on many 
application fields related to our life: from health-care and 
environment, to food production and bio-warfare thanks to 
their properties of electrical, label-free and real time readout.  
Moreover, the possibility of integration of this class of 
sensors with the readout structure makes them even more 
interesting. However, the integration of sensors with 
interfaces demands a quick although accurate knowledge of 
electrical parameters (such as impedance, noise and 
bandwidth) [6] and their related behaviors to target stimulus, 
in order to understand the design constraints of the readout 
systems. Another important issue to point out is the lack of 
instrumentation able to perform both impedance 
spectroscopy and real-time impedance measurements in 
order to identify the electrical parameters model and real 
time behaviors of biosensors depending upon the specific 
structure and fabrication process [7][8]. 

For the above reasons, there is a demand for low cost, 
portable readout structures able to perform accurate 
preliminary tests on biosensors and/or to perform routine 
tests with respect to experimental conditions avoiding skilled 
personnel and bulky instruments. 

The main characteristics needed for the readout system 
are: 

• Compact and low cost; 
• Flexible to cope with different kind of biosensors; 
• Able to perform parallel acquisitions, allowing high 

throughput; 
• Perform differential measurements in order to further 

increase sensitivity and selectivity; 
• Perform a full characterization of impedance in the 

magnitude and in the phase, since the latter could 
offer a better understanding of the surface molecular 
interaction [9]. 

This paper presents a low cost, versatile and portable test 
board for sensors implementing a two electrode potentiostat, 
conjugated with a lock-in technique for complex impedance 
detection which allows obtaining comprehensive information 
on the impedance magnitude and phase (Figure 1). More 
specifically, the instrument has been designed to be 
interfaced to bionanosensors, such as nanowires or carbon 
nanotubes; however it is not the purpose of this paper to 
describe a single specific application related to this kind of 
biosensors, but rather investigate the potentiality of this 
system interface to be used for different kinds of sensors.  

Section II will show the system architecture and 
functionalities. Section III will present the developed 
acquisition board features and working principles. Section IV 
will show the LabVIEW software interface and the 
implemented digital signal conditioning process. Finally, 
Section V will present the results of tests performed on 
synthetic DUTs simulating sensors behaviors and a 
comparison between the developed system and a commercial 
impedance analyzer. 

 
 

 
Figure 1.  Schematic of the lock-in technique for complex impedance 

detection. 
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II. SYSTEM STRUCTURE AND SETUP 

The system consists of a custom printed circuit mother 
board (PCB) hosting both the DUT and the readout interface. 
The latter performs the readout of the current signal coming 
out of the sensors in response to a sinusoidal or DC Vref 
signal generated by a waveform generator (Tektronix AFG 
3102 [10]) and digitized by a National Instruments 6009 
DAQ card [11] whose output is sent to a laptop for storing 
and online (or post) processing using a LabView interface. 

The above approach, based on performing the filtering 
and data manipulations in the digital domain, allows the 
system to be particularly flexible, maintaining a simple 
analog front-end for different applications with respect to the 
system required performances. 

In particular, the developed system is designed to be as 
much versatile as possible allowing to perform the following 
measurements in lock-in readout configuration: 

1) Real-time DC current measurements; 
2) DC voltage sweeps, for device characterization; 
3) Real-time AC measurements of sensor 

impedance/admittance magnitude and phase; 
4) Impedance AC spectra. 

The graphical user interface is able to reconstruct in real 
time both Nyquist and Bode plots. 

III.  ACQUISITION BOARD INTERFACE 

The designed acquisition board (block diagram shown in 
Figure 2) is characterized by the following features: 

• Two identical and independent readout branches to 
allow differential measurements on sensors (Zref and 
Zsens in Figure 2). The board could be used for array 
of sensors as well; 

• Addressable switching system to select, 
independently on the two branches, single sensors in 
a chip array (see Figure 1); 

• Operating frequency in the range of 0.1Hz-2KHz 
(typical for nanowires or nanotube sensors lock-in 
readout measurements) [2][4][5][8][12][13]; 

• DC measurements bypassing the demodulation stage 
(this possibility is represented with switches on each 
branch of Figure 2); 

• Four different current ranges selectable by 
mechanical switch, in particular ±7.85µA, ±785nA, 
±78.5nA, ±7.85 nA. 

• Auxiliary potential (Vbulk) control circuit to set the 
back-gate and/or liquid gate potential of nanowires 
or nanotubes chip [2][13][15]. 

• Real time parallel measurements of both real and 
imaginary part of sensors impedance using two 
independent demodulators for each branch of the 
system. 

• Custom designed socket (4x4 cm) for hosting the 
DUT/sensor. 

Special attention was paid to the four layer PCB layout in 
order to shield as much as possible the analog signals on 
the board from external noise sources. 
 

 
Figure 2.  Block diagram of the designed acquisition board.  

The zoom shows the working principle of the AD 630 demodulator. The 
switch is driven by a comparator that compares the reference signal (Vref 

and VrefQ) with its DC offset level, resulting in a square wave in-phase with 
the reference signal. 

Each branch of the circuit can be represented by two 
stages: a transimpedance input amplifier that converts the 
current signal coming from sensors to an amplified voltage 
signal prior to be sent to the integrated circuit (AD630) that 
performs the phase-sensitive detection. The signal is 
preamplified by an AD822 due to its low-power rail-to-rail 
and low noise operating performances (13 nV/√Hz @ 10 
kHz) and low input bias current [16]. 

The demodulation is implemented by using an AD630 
since it is currently used in precision signal processing and 
instrumentation applications requiring wide dynamic range 
[16].  

The AD630 demodulator is configured to have a gain of 
±1 and, since the positive or negative gain is controlled by a 
switch controlled by a comparator (zoom in Figure 2), thus 
the demodulator multiplies the input waveform for a unitary 
square wave whose Fourier series is [17]: 
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and the reference waveform sent to both the DUT and the 
comparator input is: 

 )sin( tVV iiref ω⋅=   (2) 

the output of the in-phase branches of the circuit is: 
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where Rf and Zsens are respectively the selected feedback 
resistance, which sets the range of measurements of the 
system, and the sensor impedance. As can be seen, the output 
signal presents a high harmonic content associated to the 
square wave components of the signal. 

The output of the two “real part” branches of the PCB 
that are externally digitized and filtered could be derived 
from (3) as:  
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Similarly, the output of the quadrature branches, in which the 
comparator input is shifted of 90° (VrefQ in Figure 2), of the 
circuit is: 
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by which it is possible to obtain the output of the two 
“imaginary part” branches of the PCB, then externally 
digitized and filtered yielding: 
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Figure 3 shows a picture of the PCB where on one side 
are arranged: 

• An input signal SMB connector for the Vref, 
• A dual power supply connector, 
• 4 output SMB connectors (Re1, Im1 Re2 Im2). 
The socket connectors provides the power supply, 

Ground, Vref and Vbulk signals to the PCB plug interfaces for 
different (eventually based on active components) solutions 
and connects the selected sensor to the selected branch of the 
circuit (see Figure 1). 
 

 
Figure 3.  Picture of designed acquisition board PCB interface. 

IV.  LABVIEW INTERFACE AND FILTER DESIGN 

The implemented software interface allows to: 
• control the function generator and set Vref waveform 

properties (frequency, amplitude, DC offset) using 
the USB interface; 

• control the NI-DAQ, setting the proper (adapted to 
the Vref frequency) sampling rate and DAQ 
acquisition voltage range; 

• simultaneously control the real time signal value for 
the four outputs of the acquisition board to finally 
have the mean Re1, Im1 Re2 Im2 values;  

• perform real time calculation to finally display the 
real time Nyquist diagram of the admittance (or 
impedance), as well as Phase and Magnitude values 
and calculate the simple RC equivalent circuit. 

• save data in users-specified text files. 
The main signal conditioning process (represented in 

Figure 4) was segmented into 3 stages: two stages 
implementing finite impulse response digital low-pass filters 
(FIR Kaiser window) and one devoted to decimation. Weight 
taps have been calculated with MATLAB to have the best 
configuration for all the frequency in the functioning range. 
In order to optimize the computational resources, an adaptive 
filtering based on the input frequency (fi) and the signal band 
(user selectable) cut off frequency (fcfinal) was implemented 
in the software interface.  

The interface also allows selecting the highest harmonic 
of the signal (see (3) and (5)) to be considered following the 
Nyquist criterion, consequently changing the sampling ratio 
of the NI DAQ. 
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Figure 4.  Representation of the adaptive two stages low pass FIR filter 

implemented in the LabView interface . 

In order to perform real time, 4-channel measurements 
with a low final cutoff frequency (usually 1 or 0.1 Hz) and 
relatively limited computational resources (e.g., if using a 
laptop), a good trade-off between performances and 
computational complexity has been found to be the cascade 
of two 100-tap adaptive filters. 

The two stages are dimensioned to satisfy the condition 
of same ratio between cutoff frequency and bandwidth: 
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whose expression, considering fdec=2* fc FIR1, allows 
calculating the first filter cutoff frequency (fcFIR1) and the 
decimation ratio as: 
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The obtained filtered voltage signals are then real time 
manipulated to evaluate magnitude and phase from each 
branch of the circuit: 
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Other data manipulation implemented in the LabView 
software interface also allows to calculate in real-time the 
equivalent resistance and capacitance of the series and 
parallel RC models. 

Figure 5 shows the implemented LabView interface. 
 

 

 

  

  

Saving 
options 

Outputs 

Function generator 
 controls 

NI DAQ controls 

 
Figure 5.  Implemented LabView interface. 

V. RESULTS 

Preliminary AC real time tests on synthetic DUTs 
(resistors, capacitors and RC combinations) in different 
measurement ranges and at different frequencies were 
performed connecting the DUT between Vref and a selected 
socket connector. In particular, Vishay precision resistor of 
1MΩ and 10MΩ, 0.005% tolerance and Dale RNX-3/8 
100MΩ resistor, 1% tolerance and capacitor of 100pF and 
1nF were used. 

Figure 6 shows results of performed measurements using 
an R=1MΩ, C=1nF parallel circuit. The figure shows a full 
scale view of the admittance in the Nyquist plane, while the 
zoomed version shows the details of the measurement. As 
can be seen in the figure zoom, a small phase shift caused by 
parasitic effects is present; this could be compensated in post 
processing after the calibration. 

Table I sums up the different configurations for the four 
different selectable ranges of measurements and shows the 
worst effective final resolution experimentally obtained for 
each configuration during the tests performed using different 
DUT circuits. 
 
 

TABLE I.  SYSTEM PERFORMANCES 

 
Current Range [A] 

 
±7.85µ 

 
±785n 

 
±78.5n 

 
±7.85n 

Full Scale (Y) [S] ±1.57x10-5 ±1.57x10-6 ±1.57x10-7 ±1.57x10-8 

Minimum 
detectable 

impedance [Ω] 
6.37x104 6.37x105 6.37x106 6.37x107 

Min experimental 
resolution (ENOB) 

(worst case)  
11.3 9 11.4 8.5 

 
In the above table, “Full Scale (Y)” should be considered 

in terms of admittance using a sinusoidal input amplitude of 
1 Vpp; its reciprocal is the “Min readable impedance” and 
“Min experimental resolution (ENOB)” is the minimum 
effective final resolution experimentally obtained 
(considering all the experimental tests performed in testing 
conditions) in terms of effective numbers of bits (ENOB); 

 

 
Figure 6.  Example of AC real time admittance measurement of a RC 

parallel circuit in the Nyqist plane, for different input working frequencies. 
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Figure 7.  Bode plots obtained using the developed system interface and the commercial Novocontrol Alpha-A Impedance analyzer with two different 

parallel RC test circuits. 

TABLE II.  COMPARISON WITH IMPEDANCE ANALYZER 

 R=1 MΩ - C=1 nF R=10 MΩ - C=100 pF 

 Acquisition Board Impedance Analyzer Acquisition Board Impedance Analyzer 

 R C R C R C R C 
Fitting error 0.5% 0.5% 0.06% 0.06% 0.6% 0.6% 0.8% 0.8% 

Accuracy Error 0.6% 0.5% 0.04% 0.1% 1% 1.1% 0.04% 4.3% 

 
Moreover a comparison between the developed system 
interface and specific commercial Novocontrol Alpha-A 
Impedance analyzer, performing 50 points frequency scans 
in the range 10 Hz-2 KHz on different test circuits were 
made in order to analyze measurements accuracy in 
impedance frequency analysis and to calibrate the system. 
Figure 7 shows the results obtained using two different 
parallel RC test circuits. 

As can be seen the response of the commercial system 
seems noisier considering the higher impedance DUT; this 
can be explained considering that in the developed system 
each frequency point is obtained mediating (by the LabView 
software interface) the real time AC measurements of a 
selected number of acquired samples (usually 200 samples), 
thus reducing the final effective bandwidth of about ten 
times and thus reducing the external noise. 

The obtained points are then saved in a text file in the 
ZView format and analyzed with ZView software. Table II 
shows the results in terms of fitting and accuracy errors, 
where the fitting error is directly calculated by ZView 
software taking into account the entire spectrum, where 
accuracy error is calculated using the expression: 

 

100(%) ⋅
−

=
valueactual

valuefittedvalueactual
ErrorAccuracy   (12) 

The system shows a fair accuracy, which is sufficient for 
many purposes. The above statement should be taken into 
account considering the much lower price and smaller sizes 
of the developed system in comparison with commercial 
instruments currently used for impedance spectroscopy. 

VI.  CONCLUSIONS 

A low cost, portable and versatile system, allowing both 
real time and frequency domain impedance characterization 
(as well as amperometric measurements) for sensor 
impedimetric interfaces has been successfully developed and 
tested. According to the tests, the proposed system has 
accuracy that is comparable with laboratory instruments on 
some ranges. Thus, it allows rapid and precise 
characterization of sensor interfaces at lower cost without 
highly equipped instrumentation. Moreover, the system 
could be further shrunk using surface mount device (SMD) 
implementation allowing to be directly coupled with sensors 
as readout system. The whole system can be improved and 
optimized implementing the digital filter stage and input 
signal generation by means of an FPGA, allowing to further 
increase the performance in terms of working ranges and 
time response.   
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Abstract— This article is addressed to the development of 
flexible lightweight physical sensors suitable for body sensing 
technology. The polycarbonate films were covered with 
different organic molecular conductors to fabricate flexible 
strain and temperature sensing materials. The resulting 
surface-modified films were fully characterized by different 
microscopic and spectroscopic techniques and their electric 
transport and electromechanical properties were studied as 
well. The investigations demonstrated that the electrical 
responses of these films suffice to measure very small pressure 
or temperature changes. Prototypes of strain and temperature 
sensors with wireless data transmission are under 
development. 
 
Keywords-flexible strain sensor; temperature sensing material; 
organic molecular conductors; electrical detection principle; 
wireless data transmission. 

I. INTRODUCTION  
The application of flexible lightweight sensors in 

electronics is a key point in the development of novel high-
tech [1-4]. Engineering flexible all-organic sensing 
materials with electrical detection principle brings great 
opportunities in the field of physical sensors for their 
applications in intelligent textiles, robotic interfaces and 
body sensing devices [1-3]. A simple covering process of 
polymeric films with highly strain sensitive, piezoresistive, 
micro- or nano-crystals of BEDT-TTF-based molecular 
conductors has been developed previosly; BEDT-TTF = bis 
(ethylenedithio)tetrathiafulvalene, Fig. 1 [4, 5].  

 
 
 
 
 

Figure 1. Skeletal formula of BEDT-TTF 

We have shown that these bi layer (BL) films may have a 
great interest in sensor engineering due to important 
material properties, such as conductivity, high strain 
(pressure) and temperature sensitivity, excellent elasticity, 
weightless and biocompatibility [6]. Since the ultimate goal 
of our studies is to use the developed BL films in body 
sensing technology the biocompatibility of the BL film has 
been tested. Haematoxylin-Eosin staining of the tissues 
adjacent to the sensing BL film and to the silicon band 
showed the less inflammatory reaction to BL film samples 
as compared with the reaction to a silicone band [6]. So, the 
developed sensing BL films have a higher biocompatibility 
than standard silicone-based materials used in surgery. 

The processing characteristics of polycarbonate films, 
covered with the layer of a BEDT-TTF–based organic 
molecular conductor, make them potentially useful for 
electronic applications where conductivity, lightweight, 
large or small area coverage and flexibility are required [4]. 
Recently, we have reported on the integration of 
polycarbonate films metalized with the highly strain 
sensitive β-(BEDT-TTF)2I3 metal in a polyester textile, that 
permits to demonstrate that the strain sensing properties of 
this unique organic molecular metal can be completely 
transferred on the fabric [7]. This result prompted us to 
develop a temperature sensing material that also uses the 
electrical detection principle. For this purpose we suggested 
to cover polycarbonate films with the highly temperature 
sensitive α’- (BEDT-TTF)2IxBr3-x conductor [8]. Noteworthy 
also is that the BL film-based sensors have to be equipped 
for some particular applications especially in biomedicine 
with some electronic circuit to measure, amplify and 
transmit the deformation or temperature data. 

 
Here, we present flexible, lightweight sensing BL films 

whose electrical resistance significantly responses to 
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deformation (piezoresistive) or temperature changes 
(pyroresistive) depending on the type of molecular 
conductor used for covering the polycarbonate film. This 
article also demonstrated a system that can measure strain 
and temperature and a possibility to transmit the measured 
data to a data acquisition (DAQ) system. Prototypes of 
strain and temperature sensors with wireless data 
transmission being under development will be presented as 
well. 

II. FABRICATING FLEXIBLE  STRAIN AND TEMPERATURE 
SENSING FILMS WITH ELECTRICAL DETECTION PRINCIPLE 
In line with the early reported method, [9] we first 

prepared a 25 µm thick polycarbonate (PC) films that 
contain a 2 wt. % of BEDT-TTF that is a precursor for 
various organic molecular metals. The films were cast on 
glass supports at 130 oC from a 1,2-dichlorobenzene 
solution of PC and BEDT-TTF. In order to cover the film 
with the layer of a BEDT-TTF-based conductor we exposed 
the film surface to the vapors of a solution of either iodine 
or IBr in dichloromethane. The surface of a polycarbonate 
film easily swells under its exposure to dichloromethane 
vapors; this swelling facilitates a migration of BEDT-TTF 
molecules from the film bulk to the swollen film surface 
where the part of donor molecules are oxidized to radical 
cations by halogen, which penetrates in the film surface 
together with dichloromethane vapors. This redox process 
induces the rapid nucleation of highly insoluble the (BEDT-
TTF)+•(halogen)n

- conductor and the facing layer of an 
organic molecular conductor is formed. It should be stressed 
that the treatment of the film surface with 
iodine/dichloromethane vapors resulted in the formation of 
the covering layer of the α- phase of (BEDT-TTF)2I3; gauge 
factor (GF) is equal to 10 [4]. On the other hand, we have 
shown that PC films covered with the layer of the beta-
phase of (BEDT-TTF)2I3 demonstrate GF being equal to 20 
[4]. Taking into account that the highly piezoresistive layer 
of β-(BEDT-TTF)2I3 may be formed via a thermo-activated 
α→β phase transition that occurs at T>100 oC [9], the BL 
film with the layer of α-(BEDT-TTF)2I3 was annealed at 
150oC during 30 min.  The formation of the both covering 
layers based on either the strain sensing β-(BEDT-TTF)2I3 
metal or the highly temperature sensing α´-(BEDT-
TTF)2IxBr(3-x) conductor was confirmed by the X-ray 
diffraction patterns. Referring to Figures 2(left) and 3 (left), 
both patterns  demonstrate only (00l) reflections that are 
characteristic of conducting layers formed by oriented 
crystals: the c* axis of the crystals is perpendicular to the 
film surface and, consequently, their molecular ab 
conducting layers are parallel to it. The surface analysis on a 
micro scale, performed using “Quanta FEI 200 FEG-
ESEM” scanning electron microscope (SEM), showed that 
the crystallites of the both types of sensitive covering layers 
are of submicro sizes (Fig. 2, right and 3, right).  
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Figure 2. X–ray powder diffractogram (top) and SEM image (bottom) of 
the piezoresistive covering layer of β-(BEDT)2I3.  
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Figure 3. X–ray powder difractogram (left)  and SEM image (right) of the 
covering layer of α´-(BEDT-TTF)2IxBr(3-x) whose electrical resistance 
highly sensitive to temperature changes. 
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As a final remark to this part, we would like to add that the 
temperature coefficients of resistance (TCR) were found as 
0.3 %/oC and -1.3 %/oC, for the covering β-(BEDT-TTF)2I3 
and α´-(BEDT-TTF)2IxBr(3-x) layers, respectively (Fig. 4). 
The TCR were calculated as a relative resistance change per 
grade. The room temperature resistance of the films covered 
with the sensitive α´-(BEDT-TTF)2IxBr(3-x) layer is equals to 
25-30 kΩ. It is evident from the forgoing TCR that the film 
resistance changes as 320-390 Ω per grad. It is obviously 
that such sensitivity permits this BL film to control small 
temperature changes (0.01-0.005 grad) as a well definite 
electrical signal. 

Figure 4. Temperature dependence of the resistance for sensing BL films.  

III. ELECTRONIC AND ELECTROMECANIC 
MEASUREMENTS – PROTOTYPES 

With the aim to study the possibility to apply the highly 
sensitive BL films as physical sensors, different prototypes 
have been developed [4, 6, 7]. 

A. Portable Prototype capable of monitoring deformation 
induced resistance change displayed in a LED array 

A new sensor prototype capable of measuring 
deformations of the BL-Film manifested in either 
compression or expansion of the crystalline network has 
been developed. For this purpose, a BL-Film covered with 
β-(BEDT-TTF)2I3, was mounted on top of a 30 µm thick 
steel foil (see Figure 5 bottom right). An electronic circuit 
which includes a Wheatstone bridge, amplifiers and two 
transistor driven “staircase” light emitting diode (LED) 
schemes to monitor the deformation is also shown in 
Figure 5. Upon expansion of the BL-Film the and upon 
compression the corresponding LEDs turn on sequentially. 

 

 

 

Figure 5. Demonstration proof of concept prototype to monitor the 
compression and expansion of BL-Film based sensor mounted on a thin 
steel foil. Electronic scheme (top) and finished prototype box developed at 
NANOMOL Department (ICMAB-CSIC) with a zoom of the sensor 
element (right). 

B. Development of Prototypes based on piezoresistive and 
pyroresistive BL-Films with wireless data transmission 

Our sensor prototypes developed up to know exhibited 
high sensitivity and reproducibility in the strain 
measurements; however the sensing unit was connected 
with an electrical cable to the measurement unit which was 
further connected to a measurement computer. In many real 
applications, especially in monitoring vital functions of the 
human body, sensors connected with the data acquisition 
(DAQ) system using wires limit the feasibility drastically. 
An important improvement in this regard is the development 
of a small measurement unit connected to the sensor 
element, either piezoresistive or pyroresistive, which than 
transmits the measured data set to a DAQ system or a 
computer. 

 
A simple variant of such an electronic scheme includes a 

Wheatstone bridge for offset compensation and an 
operational amplifier [10]. Depending on the chemical 
nature of the BL-Film and the particular application one is 
interested in, the Wheatstone bridge also allows to include 
additional to the active strain sensing unit a passive (strain) 
sensors, which can be used for temperature compensation if 
needed. The analog electrical signal obtained after the 
amplifier has to be digitalized (A/D converter), encoded and 
transmitted. Figure 6 shows a simple block diagram of the 
complete sensor unit which works for both piezoresistive 
and pyroelectric sensors. 
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Figure 6. Simple block diagram of the BL-Film based sensor unit (either 
piezoresistive or pyroresistive), Wheatstone bridge with amplifier and 
transmitter scheme  for wireless data transmission.  

On the receiving side of the electrical circuit, the signal 
has to be decoded and transferred either directly to a DAQ-
system (i.e., computer) or back converted to an analog 
signal (Figure 7). 

 

Figure 7. Simple electronic reciever scheme with decoder for either analog 
output or connected directly to a data aquistition (DAQ) system (i.e. 
Computer). 

For the construction of a proof of concept device to 
measure, transmit and receive the variation of the electrical 
resistance induced in the BL-Film based sensor a 
commercial transmitter-receiver unit was purchased at 
ABACOM Technologies [11]. The transmitter unit (RF-
AD-TX) consists of an 8 bit analog to digital converter able 
to convert a voltage range from 0 to 5 V of up to four 
independent channels and a corresponding step size of about 
20 mV. The transmitter works at a frequency of 433 MHz. 
The receiver unit (RF-AD-RX) on the other hand consists of 
an 8 bit digital to analog converter and again for 
corresponding analog outputs. A schematic representation is 

shown in Figure 8. 
 

A complete system and a new generation of prototypes 
including similar schemes described above with wireless 
data transmission in smaller dimensions is currently under 
preparation. The development of similar prototype devices 
including wireless data transmission is desired especially for 
applications in biomedicine for human healthcare to monitor 
vital functions. 

 

IV. SUMMARY 
It was shown that covering polycarbonate films with the 

α´-(BEDT-TTF)2IxBr(3-x) conductor makes  a good promise 
of a flexible lightweight temperature sensor. 

The small measurement unit connected to the BL film-
based sensing elements which is able to transmit the 
measured data set to a DAQ system or a computer have been 
designed that permits to develop prototypes of the BL film-
based strain and temperature sensors with wireless data 
transmission.  

The preliminary data show that the polycarbonate films 
covered with molecular BEDT-TTF-based conductors show 
a considerable promise as flexible wireless physical sensors 
that are able to take the place of conventional metal-based 
strain and temperature sensors in biomedical high-tech. It is 
expected that developed sensing materials may have a large 
impact in biomedical applications. 
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Figure 8. Commercially available analog to digital transmitter (RF-AD-TX) and digital to analog reciever (RF-AD-RX) used to transmit the measured and 
amplified signal of the BL-Film based sensor (scheme taken from data sheet, 11). 
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Figure 1. Block diagram of a wireless sensor node powered by a vibration 

energy harvester 
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Abstract— This paper presents the performance testing results 

of a wireless sensor communication system with low power 

consumption integrated with a vibration energy harvesting 

power source. The experiments focus on the system’s 

capability to perform continuous monitoring and to wirelessly 

transmit the data acquired from the sensors to a user base 

station, completely battery-free. Energy harvesting 

technologies together with system design optimisation for 

power consumption minimisation ensure the system’s energy 

autonomous capability demonstrated in this paper by 

presenting the promising testing results achieved following its 

integration with Structural Health Monitoring (SHM) and 

Body Area Network (BAN) applications. 

Keywords - vibration scavenging; energy harvesting; low 

power consumption; wireless sensor communication system; 

I.  INTRODUCTION 

Technological advances have led to increasing levels of 
automation, but have also contributed to creating new 
vulnerabilities to equipment failure, human error, weather 
conditions and other interfering factors. These vulnerabilities 
need to be addressed using evolutionary approaches. The 
continuity and viability of critical infrastructures can be 
ensured using adaptive approaches that monitor sensory data 
coming from various sensors situated in vulnerable locations. 
Such networks of sensors that monitor different physical or 
environmental conditions, and then communicate this data 
wirelessly to a base station, are known as wireless sensor 
networks (WSN). 

A wireless sensor network consists of sensor nodes that 
possess computing power and the ability to transmit and 
receive messages wirelessly. Each sensor node is typically 
formed of a sensing unit (i.e., sensors), a processing unit 
(i.e., microcontroller), a transmitter/receiver unit (i.e. the part 
that connects the node to the network) and an energy source 
(i.e., a battery or an energy harvester). The energy source is 
one of the most important components of a sensor node, as 
this component determines its life span. The use of a battery 
as energy source would limit the lifetime of the sensor node, 
and of the entire sensor network. This shortcoming can be 
addressed by designing self-powered wireless sensor nodes 
that harvest energy from the surrounding environment and 
use this energy efficiently to ensure a potentially unlimited 

functionality of the sensor node. Energy harvesting from 
external sources such as ambient vibrations, wind, heat or 
light could produce sufficient energy for the sensor nodes to 
be functional indefinitely, as long as the wireless sensor 
network uses this energy efficiently.  

Energy efficiency is a major issue for wireless sensor 
networks. The most power-consuming activity of a WSN is 
communication. In our previous work ([1], [2]) this problem 
was addressed by proposing a novel design and 
implementation of an autonomous wireless sensor 
communication system with low energy consumption 
powered from a vibration piezoelectric harvester. The 
innovative design and implementation technique targeted 
power consumption minimisation at three different levels: 
hardware, software and data transmission, in order to reduce 
the power consumption of the off-the-shelf components 
included in the system with the aim of ensuring its energy 
autonomy through a smart energy flow management. The 
capability of the resulted system to perform continuous 
monitoring and to wirelessly transmit the data acquired from 
the sensors to a user base station was then evaluated in the 
context of SHM and BAN applications. The main motivation 
underlying this paper is to present the results of laboratory 
testing for the designed and implemented low power 
consumption communication sensing system in SHM and for 
BAN technology. 

This article is structured as follows: Section II reviews 
previous related work in this field, Section III describes the 
general structure of our system, while Section IV focuses on 
its implementation. The testing results collected from the two 
different setups for SHM and BAN technology are presented 
in Section V. Conclusions are drawn in Section VI.  
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II. STATE OF THE ART 

In recent years, energy harvesting devices have attracted 

much interest due to an increasing need for battery free 

remote monitoring of different structural parameters. 

Vibration energy harvesters (EH) can scavenge and 

transform environmental vibration into electricity using 

electro-magnetic or piezoelectric structures and, according 

to their design purpose, one can distinguish two categories: 

vibration energy harvesters for SHM, and for BAN. The two 

groups are built differently because of environmental factors 

such as force, acceleration and displacement, which in the 

end determine the weight, internal structure, and the 

impedance of the designed harvester. The devices powered 

by the above presented groups of EH are used to collect, 

monitor and display different data directly related to the two 

domains of BAN and SHM. When powered from a weak 

power source such as an energy harvester, existing 

monitoring technology is not suitable to function and 

provide the full range of monitoring processes such as 

collecting data, processing and transmitting this 

information. This is why recent research has focused on the 

design and implementation of low power wireless 

communication systems that can be used as autonomous 

health monitoring systems while being powered only from 

an energy harvester. 

In the case of BAN systems, the vibration harvesting 

technology was implemented in wrist watches [5], 

intelligent clothing [6], remote control radio press-buttons 

[7], [8] and implants [9]. In the case of SHM systems, EH 

technology was used for monitoring tyre pressure [10], 

vibrations from vehicles’ rotating engines [11], 

environmental characteristics [12], vibrations from 

buildings and bridges [13]. Some of these applications 

feature a low power wireless communication system whose 

autonomy is ensured through the use of a vibration energy 

harvester. For example, [11] presented a wireless system 

powered from a vibration harvester for an aircraft’s SHM. 

Our previous work [1], [2], focused on the design and 

implementation of a low power wireless communication 

system that uses off-the-shelf available technology and is 

powered from a vibration energy harvester. Laboratory 

measurements indicated a very good performance and 

confirmed the advantages of the three level energy 

consumption optimization approach: the main aim of the 

design and system implementation methodology was to 

reduce power consumption at the hardware, software and 

data transmission levels. The module resulted from our 

previous research is general enough to be employed in a 

variety of applications. Its wide generalization capability is 

demonstrated in the present article, whose novelty lies in the 

fact that it presents the same low power wireless 

communication module functioning with the energy 

produced by a vibrational piezoelectric harvester being 

successfully employed to provide continuous monitoring in 

the context of both SHM and BAN applications.  

There are no previously published reports of any module 

relying on vibration energy harvesters capable of continuous 

self-powering and continuous monitoring both for SHM and 

BAN, and this is where the present work brings its original 

contribution.  

III. SYSTEM DESCRIPTION 

Fig. 1 illustrates a self-powered autonomous wireless 
sensor system composed of a power source and a wireless 
sensing communication system. These two main subsystems 
are further divided into five functional blocks: vibration 
energy harvester block, power management block, wireless 
communication block, wireless sensor management block 
and sensors block. 

The vibration energy harvester block is the power 
supply. The energy it produces is directly dependent on the 
vibration provided by the wireless sensor deployment 
environment. 

The power management block transforms and stores 
the energy generated by the vibration harvester. 

The wireless sensor management block is the link 
between the sensors block and the wireless communication 
block. It takes data from the sensors block and processes it in 
order to be sent to the wireless communication block. 

The sensors block interacts with the external 
environment and interprets specific stimuli (e.g., 
temperature, acceleration, light intensity, pressure, etc.) by 
transforming them in useful signals for the management 
block processing. 

The wireless communication block transmits the data 
provided by the wireless sensor management block, to a base 
station which can be linked to the internet or directly to the 
user. 

At the system design stage, the key-problems to be 
resolved are: 

 Reduce the power consumption in the active mode (while 
executing the programmed instructions, reading sensors’ 
data, and transmitting wirelessly the information), and in 
the passive mode (while the device is disconnected from 
the power source or enters an idle mode known as deep 
sleep, until the energy storage device regains enough 
energy for the system to function in active mode); 

 Preserve the system’s basic functionality and 
compatibility with standards after reducing the energy 
consumption (i.e., preserve the main function of 
transmitting data using a certified protocol like IEEE 
802.15.4, and respect the restrictions involving power 
and license for certain geographic regions). 

IV. SYSTEM IMPLEMENTATION 

This section describes briefly the design and 
implementation of the system to overcome the challenges 
that appeared during the initial design stages presented in our 
previous articles ([1], [2]). The novelty of our approach lies 
in the analysis and implementation of the optimal strategy to 
reduce the power consumption for all the embedded off-the-
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shelf subsystems at three different levels: hardware, software 
and data transmission. 

At hardware level, the wireless microcontroller was 

isolated from the power management module during periods 

of inactivity by introducing an Energy Aware Interface 

(EAI) which monitored the amount of energy produced by 

the harvester stored in a charging element, and interrupted 

the power supply to the wireless communication module 

until the minimum level of energy required for the active 

state was reached. The current consumption of the whole 

system was reduced to 1.19µA for the disconnected mode – 

the passive mode of the functioning duty-cycle. This 

represents a 10-times reduction in current consumption 

before undertaking any modification of the system module. 

At software level, the system was improved in terms of 

reducing power consumption by choosing the most suitable 

libraries for the application, the right sensors and by 

designing a suitable power-saving algorithm to read and 

transmit data. 

The choices concerning data transmission were made 

with a view towards minimising data consumption, 

preserving the simplicity of the architecture, avoiding 

collisions and interferences, and ensuring data security. To 

this end, an IEEE 802.15.4 star configuration was selected 

for the data transmission level. The data was wirelessly 

transmitted using 3 different channels corresponding to the 

2.4GHz world-wide free license frequency. This 

multichannel mode favoured the implementation of a TDMA 

(Time Division Multiple Access) protocol, thus ensuring 

better transmission/reception and efficiency due to solving 

the problem involving the data packets collisions. 

The energy harvester is different for each of the 

applications presented in the following, i.e. SHM and BAN, 

and it was chosen as the most suitable model for 

implementation in these two different technologies. 

For SHM, the vibration energy harvester is based on the 

Macro-Fiber Composite (MFC) [14] and glued to an 

aluminium alloy substrate of the same type used in the 

airplane industry for producing the aircraft lower wing skin. 

The aluminium plate is mounted on a tensile testing machine 

which is used to simulate the airplane wing flying stress 

levels and vibration conditions. 

For BAN, the vibration energy harvester is based on a 

design created at Cranfield University for a project involving 

body wearable energy harvesting sources, and described in 

[15] and [16]. It is composed of four fixed bimorph 

piezoelectric cantilevers which are fitted in the centre of a 

wearable rotating wheel. Small plectra are fixed on the 

interior side of the wheel’s outer ring. The wheel is mounted 

on a stepper motor to simulate the joint-knee movements. 

When the wheel is rotating, the plectrum pluck the bimorph 

piezoelectric material, makes it vibrate, therefore converting 

the leg movement to bimorph vibration, and afterwards to 

electricity. 

 

Figure 2. Implemented system architecture. 
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Figure 3. Structural Health Monitoring: application and laboratory testing set-up. 

The implemented design of the wireless sensing module 

powered by a vibration piezoelectric energy harvester is 

presented in Fig.2. In the context of this architecture, the 

harvester which converts the vibration energy to electricity, 

correspondent to the block diagram illustrated in Fig.1 is 

different for each application: SHM and BAN. The power 

management module then rectifies the voltage and stores it in 

two 1mF reservoir capacitors. The energy is discharged 

when a pre-set threshold is reached. This is triggered by the 

energy aware interface present on the back of the module. 

The energy is distributed to each sensor by the wireless 

microcontroller. The microcontroller, represented by the 

JN5148 module manufactured by Jennic-NXP is one of the 

lowest power consumption products currently available on 

the market. It features a 32 bit CPU (Central Processing 

Unit), 4 to 32MHz clock frequency and 128Kb RAM 

(Random Access Memory) [17]. 

The three sensors were chosen to be included in the 

system because of their low power consumption, low 

initialisation time, and also due to the deployed 

environmental stimuli. The first-one is ADXL 335 3 axes 

accelerometer [18], the second one is the temperature sensor 

MCP9700 [19], and the last one is the light intensity sensor 

GA1A2S100 [20]. All sensors are interrogated by the 

JN5148 microcontroller, and afterwards the information is 

sent to the wireless integrated transmitter/receiver (Tx/Rx). 

The Tx/Rx is compliant with the IEEE 802.15.4 protocol 

working at 2.4 GHz frequency and allowing the usage of 16 

different channels. Out of those 16 channels, three channels 

were chosen for a multichannel transmission which allows 

the implementation of a simple TDMA (Time division 

multiple access) anti-collision algorithm, reduces the 

possibility of channel overlapping and interference with the 

existent wireless applications active in the same area, and 

also provides the user the possibility to calculate the location 

of the node using a TOF (Time-of-flight) algorithm. The 

data is sent wirelessly to the user base station equipped with 

the same JN5148 wireless microcontroller, powered by a 

stable power source (battery or DC power source) and linked 

via a USB cable to a computer. The information is displayed 

in LabView using a graphical interface especially designed 

and implemented for this purpose. The signal strength and 

data from the sensors are monitored and saved for further 

analysis in two output text files: one containing all the 

sensors and signal data, and another one counting the 

number of transmissions/receptions and measuring the time 

interval between two consecutive ones. 

Due to the fact that the module is designed to 

continuously monitor the vibration, which is its energy 

source, the system duty cycle is directly related with the 
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Figure 4. Time gap between transmissions for SHM. 

TABLE 1. Experimental Data Transmission for SHM 

Test Conditions Time gap between two consecutive system duty cycle data transmissions [s] 

  

Applied Force 

(Strain) 11kN (114 µε) 21kN (228 µε) 31kN (342 µε) 41kN (456 µε) 51kN (570µε) 

Frequency   

1Hz 39.6 12.5 7 4.9 3.5 

2.5Hz 13.5 4.9 2.7 2 1.5 

5Hz 6.6 2.4 1.5 1 0.8 

7.5Hz 6.2 1.7 1.1 0.7 0.6 

10Hz 5.2 1.4 0.7 0.6 0.4 

 

energy source: if there is vibration, there is energy to 

function, to monitor and transmit the data; if there is no 

vibration, there is no energy and nothing to be monitored. 
In order to test the wireless sensing system’s ability to 

provide continuous monitoring, we powered it, in turn, from 
two different energy harvesting technologies related to SHM 
and BAN, the main criterion used to illustrate the 
performance of the system being the dimension of the time 
gap between two consecutive duty cycle transmissions. 

The data is transmitted with the standard IEEE 802.15.4 
speed of 250 kbps, using three different channels, and the 
total amount of data transmitted during one duty cycle (i.e., 
data payload, network addresses and correction Bytes) 
contains 100 Bytes. The system duty-cycle used for testing 
as presented above and in [2] consists of two stages: 

 Passive mode – the system is waiting for the energy 
stored in the 2mF capacitor to reach the preset level in 
order to start the operations. At this stage, due to the 
smart management of the energy flow accomplished by 
the implemented energy aware interface (EAI), the 
current consumption is 1.19µA. 

 Active mode – the system is reading data from the three 
sensors and transmits wireless the information to the user 
base station using a multichannel transmission. The 
whole process duration is 10ms and the average power 
consumption to read data and transmit 100 Bytes at 
+2.5dBm transmission power is 16.7mW. 

V. TESTING RESULTS  

A. SHM 

As previously mentioned in Section III, the wireless 
sensing system integrated with SHM technology is powered 
by a vibration harvester based on NASA’s MFC glued on an 
aluminium plate which is then mounted into the Istron 8500 
tensile testing machine. The tensile testing machine is used 
to apply a range of frequencies from 1 to 10 Hz and a force 
between 11 and 51KN to the aluminium plate, and the 
material stress generates a proportional strain, varying from 
114 to 570µε. 

This investigation is motivated by the intention of 
implementing piezoelectric vibration harvesters in aircraft 
wings so that they power wireless sensing systems embedded 
or mounted in the same area.  

The wirelessly transmitted data would be collected by a 
base station, powered from a regular power source, which 
can be located inside the airplane body. 

The piezoelectric harvesters were chosen against 
electromagnetic ones due to their light weight, small volume 
and possibility to be embedded in layered structures or used 
as patches. The downside of the piezoelectric vibration 
harvester materials is the small amount of power output and, 
as a consequence, the power consumption of the wireless 
sensing system should be reduced at all three levels, 
hardware, software and data transmission, so that it is able to 
grant the continuous monitoring capability of the system. 
The targeted SHM application and the equivalent laboratory 
testing set-up are presented in Fig.3. 

The continuous monitoring capability can be observed in 
Fig. 4 obtained by plotting the data stored by the LabView 
user interface. The data reveals a gap of only 0.4s between 
two consecutive data transmissions for 10Hz vibration 
frequency and 51kN (570µε) of applied force.  

The measured time gap between two consecutive system 
transmissions (duty cycle) is presented in Table 1, for all 
frequencies and strain outputs generated when the applied 
force is present. As results included in the table above 
demonstrate, the system’s continuous monitoring capability 
is achieved not only for higher vibration frequencies like 7.5-
10Hz, when it can monitor and transmit new data every 0.4s, 
but even at a vibration level of 1Hz, when it can transmit the 
100 Bytes of information every 3.5s. 

B.  BAN 

In the case of the BAN technology, the power is supplied by 

the wearable “Pizzicato energy harvester”, [21], [22], 

developed at Cranfield University. 
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Figure 5. Body Area Network: application and laboratory testing set-up. 

 

Figure 6. Time gap between transmissions for BAN. 

This system is designed to be fitted externally on the side 
of a human knee in order to produce energy by harvesting 
the body movement. For the tests presented in this paper, the 
harvester was fitted onto a stepper motor controlled via a 
controller driver interface and a National Instruments data 
acquisition card (DAQ). 

The aim of the application is to monitor and to wirelessly 
transmit real time data about the bearer, using the three 
sensors already described, and/or to link future implantable 
sensors with shorter wireless range, interrogating them and 
retransmitting the data to the user base station which can be a 
regular computer or a wearable low power consumption 
display interface (i.e., wrist watch), as in Fig. 5. 

Three simulated testing scenarios were used for the 
harvester movement based on real data gathered from human 
behaviour monitoring. The first scenario simulates the 
movements of a human carrying an empty backpack, the 
second one simulates a human carrying 12kg inside the 
backpack, and the third one a human that has 24kg inside the 
backpack. The power from the piezoelectric harvester, after 
rectification, is transferred via two wires to the wireless 
sensing module. The module stores the energy in the 2mF 
capacitors and transfers it to sensors and microcontroller 
when there is enough to perform the duty cycle. Afterwards, 

it transmits the 100 Bytes to the user base station for further 
analysis. 

A representative example of continuous monitoring 
capability can be observed in Fig. 6. The data shows a gap of 
only 1.1s between any two consecutive data transmissions 
for the simulated scenario when the backpack contains 0kg 
of weight. 
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TABLE 2. Experimental Data Transmission BAN. 

Simulated 

Situations 

Time gap between two consecutive system duty cycle 

data transmissions [s] 

0 kg 

Backpack 
1.1 

12 kg 

Backpack 
1.1 

24 kg 

Backpack 
1.1 

 

The experimental test results obtained for the all three 
tests described above are presented in Table 2. 

The results of these experiments demonstrate the 
system’s continuous monitoring capability for BAN energy 
harvesting technology, being able to transmit the 100 Bytes 
of data every 1.1s for all the three simulated scenarios. 

VI. CONCLUSIONS 

This work relies on a low power consumption wireless 
sensor communication system that was designed and 
implemented so that the power consumption was minimised 
at three levels: hardware, software and data transmission. 
This optimisation strategy that guided the system 
development was directed towards the aim of achieving 
energy autonomy, while at the same time ensuring the 
required functionality only with the power provided by a low 
power vibration energy harvester. The resulted battery-free 
wireless sensor communication system built using only off-
the-shelf components, and powered by a low energy 
vibration harvester, was employed in two different 
applications: SHM and BAN monitoring. The successful 
testing scenarios presented in this paper illustrate the 
system’s ability to not only adapt for usage with two 
different energy harvesting technologies, but also to continue 
monitoring and to transmit wirelessly via multichannel the 
100 Bytes of information, using a standard communication 
protocol and the transmitter power pre-set at the highest level 
of +2.5dBm at the same time achieving a speed between two 
transmission duty cycles of 0.4s for SHM and 1.1s for BAN. 

Further directions of research will focus on each 
deployment environment scenario, and will investigate ways 
to decrease the power consumption either by replacing the 
set of general purpose sensors with one dedicated sensor, or 
by using a different transmission frequency or different 
transmission protocols, or by optimising other application-
specific factors. 
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Abstract—Two oscillators are needed for passive wireless
sensor readers: a radiofrequency local oscillator generating the
carrier within the bandpass of the sensor, and a clock triggering
analog to digital conversion of the signals returned by the
sensor. We assess the influence on measurement resolution of
these two oscillators, hinting at some design rules of the sensor
based on the characteristics of the oscillators as driven by
cost, size, or power consumption. We demonstrate that local
oscillator phase noise is a significant parameter in assessing the
resolution of passive acoustic sensor probed through a wireless
link, although with different characteristic conditions whether
the sensor is in a delay line configuration (short term –far from
carrier – response) or a resonator (long term – close to carrier
– response).

Keywords-surface acoustic wave; sensor; passive; wireless;
phase noise; RADAR.

I. INTRODUCTION

Wireless passive sensors are either piezoelectric or dielec-
tric transducers coupling with an incoming electromagnetic
field following conditions dependent on the physical prop-
erty under investigation. For instance, surface acoustic wave
(SAW) delay lines convert an incoming electromagnetic
pulse to a mechanical wave propagating on a piezoelectric
substrate. Mirrors patterned on this substrate reflect a frac-
tion of this wave back to the interdigitated transducer (IDT)
connected to the antenna: the direct piezoelectric effect
converts these acoustic pulses to electromagnetic signals
detected by the receiver. Hence, a passive acoustic delay
line reader operates following principles similar to RADAR,
with a delayed echo not associated with reflections of the
emitted signal over dielectric or conductive interfaces, but
with delays associated with a measurement. Thus, all the
well known RADAR techniques have been applied to passive
wireless sensing, whether dielectric [1], [2], [3] or based on
piezoelectric substrates [4], [5], [6], [7], [8], [9]: wideband
pulsed RADAR [10], [11], FMCW RADAR [12], [13],
FSCW RADAR [14], [8], [9], and chirped RADAR [15],
[16].

Since it is well known that the local oscillator character-
istics drives the detection capability of RADARs as will be
discussed in the first introductory section of this presentation
(Fig. 1), one might consider how local oscillator phase noise

~cos(f(t)−f(t+ ))τ
LNA

PA

I
target

τ/2

τ/2

Figure 1. In case of a static target, a CW RADAR receiver noise detection
limit is associated with the local oscillator frequency fluctuation between
the emitted pulse at time t and the received pulse delayed by τ , the two-way
transit duration.

affects passive wireless sensor resolution [17]. We extend in
the third section the discussion from the classical passive
target to the short-term – wideband – delay line acoustic
sensor configuration in which the phase noise characteristics
far from the carrier defines the measurement resolution.
Since wideband acoustic delay lines are only compatible
with the allocated 2.45 GHz band, we consider in the fourth
section the same approach applied to narrowband resonators,
compliant with the narrowband 434 MHz radiofrequency
band, and the phase noise characteristics now shifted to the
region close to the carrier. Such considerations will bring us
in the fifth section to consider a second oscillator usually
found on such circuits: the clock defining the analog to
digital conversion rate. Thus, the reader is led throughout
this paper to consider the various regions of the phase noise
spectrum as a limiting factor for acoustic sensing resolution
depending on the transducer characteristic time constants.

II. PHASE NOISE INFLUENCE ON CW RADAR

This introductory section reminds the reader of basic
concepts related to phase noise of oscillators and their
effect on RADAR detection capability. We will focus on
the continuous wave (CW) RADAR where the explanation
is straight forward.

CW RADARs are used whenever a velocity information
is considered without ranging capability: a radiofrequency
(RF) wave is generated by an oscillator. This signal is on
the one hand fed to an antenna (after being amplified by a
power amplifier, PA) and on the other hand a fraction of the
output of the oscillator is sent to one input of a mixer. The
second input of this mixer is fed with the signal detected by
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either a second antenna in a bistatic configuration, or at the
output of a circulator in a monostatic configuration, after
amplification by a low noise amplifier (LNA). The output
of the mixer m is the product of the frequency generated at
time t by the oscillator but shifted by the Doppler frequency
due to target motion δf , and the oscillator frequency delayed
by a duration τ due to the electromagnetic wave propagation
in air to and from the target:

m = cos (2π (f(t) + δf))× cos (2π (f(t+ τ)))

∝ cos (2π (f(t) + δf ± f(t+ τ))) (1)

with only the difference term remaining after filtering the
output by a low pass filter aimed at removing the signal
at frequencies above f . Let us consider the case of slowly
moving targets, where δf will be considered negligible; then
m ' cos (2π (f(t)− f(t+ τ))). Ideally this term should
vanish when the target is not moving and assuming the
oscillator ideally stable, i.e., f(t) constant; the only beat
frequency would be associated to δf . However, oscillators
do exhibit phase noise, and thus f(t + τ) and f(t) differ:
the phase noise spectrum of an oscillator is defined as
the Fourier transform of the autocorrelation function of the
oscillator output frequency [18].

The classical CW RADAR detection limit concludes that
a moving target will only be detectable if its RADAR cross
section is large enough so that the returned power (echo)
is stronger than the power spectrum of the local oscillator:
the phase variation is expressed in dBc/Hz, or a power with
respect to the carrier power at an offset 1/τ from the carrier
frequency. As a concluding remark, long range RADAR is
interested in the behavior of the oscillator close to the carrier
(since τ = 2d/c with d the distance to the target and c the
velocity of an electromagnetic wave: d = 5− 50 km yields
τ = 33 − 333 µs in vacuum and thus the behavior of the
oscillator at 3 to 33 kHz from the carrier is of interest). On
the other hand, RADAR aimed at detecting moving walking
people with targets in the sub-100 m range will only be
affected by the phase noise above 1.5 MHz from the carrier.

III. APPLICATION TO SAW REFLECTIVE DELAY LINE
SENSING

One implementation of SAW delay line readers acts
exactly as a CW reader: a carrier is chopped in pulses
containing as many periods as there are electrodes in the
sensor IDT (Fig. 2).

The reader on the one hand emits these pulses whose
frequency is centered on the oscillator frequency output,
and the returned signal from the sensor is centered on the
same frequency, but shifted in time by a duration dependent
on the physical property under investigation (which most
significantly affects the acoustic wave velocity on the piezo-
electric substrate). Thus, the mixer output exhibits a series
of pulses whose rough delay is estimated through maximum
returned power (threshold) or cross-correlation; but it is well
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Figure 2. Typical response from a SAW delay line, here from a temperature
sensor with 8-bit coding sold by CTR Carinthian Tech Research (Villach,
Austria), here excited by a 40-ns long pulse centered on 2.40 GHz. The
pulse at 0 s is the excitation pulse, and the returned echos are located
between 1 and 2.2 µs.

known that only a phase measurement (with 2π uncertainty)
provides the required high accuracy on the acoustic velocity
and thus the measured physical quantity [19], [20].
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Figure 3. Demodulation circuit for probing wireless passive SAW sensors.
The mixer might be replaced by an I/Q demodulator in practical systems.

Let us now add to the time delay from the acous-
tic wave propagation another contribution to the detected
phase: the local oscillator intrinsic noise as characterized
by its phase noise. The phase noise of a signal V (t) =
(V0 + ε(t)) sin (2πf0t+ ∆ϕ(t)) is defined as [21] the
phase fluctuations in a 1 Hz-wide bandwidth

S∆ϕ =
∆ϕ2

RMS

measurement bandwidth
rad2/Hz

and the classical representation of the noise spectrum is
given by L(f) = 1

2S∆ϕ(f) = 10× log10

(
PSSB

PS

)
dBc/Hz.

Based on these informations, we will compute the phase
noise fluctuations of the local oscillators during time inter-
vals τ which are now given by the travel duration of the
electromagnetic wave in the medium surrounding the sensor
(negligible since readout ranges are in the tens of meters at
most, or tens of nanoseconds) and the acoustic delay which
is typically in the 1 to 5 µs range: the offset to the carrier
of interest to acoustic sensing is in the 200 kHz to 1 MHz
range.

This frequency range usually lies above the Leeson
frequency fL = fLO/(2QLO) with fLO and QLO the
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local oscillator resonator frequency and quality factor. This
characteristic frequency defines a frequency offset from the
carrier at which the resonator no longer acts as an energy
tank and becomes transparent to the feedback amplifier
noise. Above this frequency, the phase noise of the oscillator
is constant and solely defined by the power injected in the
resonator, the noise factor of the feedback amplifier and
the operating temperature. We shall come back to such
considerations in the design section.

Two practical applications will focus on a poor oscillator
assumed to exhibit -130 dBc/Hz, and an excellent oscillator
assumed to exhibit -170 dBc/Hz as the frequency offset of
interest. Another numerical application using -90 dBc/Hz is
justified by the fact that the returned signal noise floor is the
maximum of either the initial oscillator noise floor raised by
the power amplifier (PA) and low noise amplifier (LNA), or
the LNA noise floor set by its thermal noise FLNAkBT/PR
with FLNA ' 1.5 dB the noise factor of the reception
amplifier, 10 log10(kBT ) = −174 dBm the product of
the Boltzmann constant with the temperature T = 290 K,
and PR the received power. From this consideration, the
measurement resolution will first be constant as long as
the LNA noise floor is lower than the LO noise floor,
and drops once the returned power becomes so low that
the LNA noise floor rises above the LO noise floor. The
received power is related to the emitted power PE – limited
to PE = +10 dBm by radiofrequency emission regulations
in 434 and 2450 MHz ISM bands – through the free space
propagation losses and the sensor insertion losses. Free space
propagation losses FSPL =

(
4πdf
c

)
are associated with

energy distribution on a sphere generated by the emitter, and
in the case of a RADAR the link budget requires the use
of FSPL4 since the target itself acts as a point-like source
generating a spherical wave. The SAW sensor insertion loss
IL is a significant source of energy loss when probing
SAW delay lines since a typical IL value is -35 dB. Thus,
PR = PE × FSPL4 × IL and switching to a logarithmic
description, the noise floor on the return branch reaching the
mixer is either the floor of the oscillator raised by the noise
floor of PA and LNA, or the noise floor of the LNA amplifier
FLNA,dB+10 log10(kBT )−10 log10(PE×FSPL4)−IL).
The lower the oscillator phase noise floor, the smaller the
range at which the LNA noise floor becomes dominant, as
shown in the numerical application of Table I.

In such cases, the phase variations due to the local
oscillator are ∆ϕRMS =

√
2× 10−(130..170)/10 rad/

√
Hz.

Since we focus on measuring the phase within a 30 ns
long pulse, the measurement bandwidth is 60 MHz and
∆ϕRMS =

√
2× 10−(130..170)/10 × 60× 106 rad whose

numerical application yields to phase fluctuations from 0.2o

to 0.002o (for -130 and -170 dBc/Hz cases respectively).
We must now relate these phase fluctuations with the

phase variations due to a physical quantity variation: we

Operating freq. osc. noise floor distance
100 MHz -170 dBc/Hz 0.04 m
100 MHz -130 dBc/Hz 0.4 m
100 MHz -90 dBc/Hz 4.2 m

2450 MHz -170 dBc/Hz 0.002 m
2450 MHz -130 dBc/Hz 0.02 m
2450 MHz -90 dBc/Hz 0.2 m

Table I
DISTANCE AT WHICH THE LNA NOISE FLOOR REACHES THE LOCAL

OSCILLATOR NOISE FLOOR, THUS BECOMING DOMINANT AT THE MIXER
OUTPUT.
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Figure 4. Phase noise of a 2.45 GHz source generated by an Analog
Devices ADF4360-0 Phase Locked Loop (poorly controlled), and Rohde
& Schwartz SMA 100A tabletop frequency synthesizer set to 2450 and
434 MHz.

focus on a temperature sensor. An acoustic sensor exhibits a
phase rotation for every period, i.e., for a propagation length
of one wavelength λ. The elastic wave propagates on the
piezoelectric substrate at velocity v and the time-difference
due to the two-way trip d from IDT to the mirror yields a
phase shift of

∆ϕ = 2π × d/λ = 2π × d× f/v

The variation with temperature T of this phase difference is
associated with the velocity variation, so that

∂∆ϕ

∆ϕ

∣∣∣∣
T

=
∂v

v

∣∣∣∣
T

⇔ ∂∆ϕ(T ) = 2π
d× f
v
× ∂v

v

∣∣∣∣
T

All quantities in this equation are known: for a LiNbO3

substrate, we consider that v ' 3000 m/s, ∂v/v '
60 ppm/K. Selecting d = 10 mm and f = 100 MHz (as
used in [22]), we conclude that 2π × 60 × 10−6 × 10−2 ×
108/3000 = 0.13 rad/K= 7.2 o/K.

By extending this analysis to various experimental param-
eters, we compare the local oscillator phase noise fluctuation
implication on the measurement resolution in Table II.

We conclude that the local oscillator stability becomes a
significant hindrance to high resolution temperature mea-
surements, and reaching the mK resolution as was done
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Phase noise half distance between reflectors resolution
-170 dBc/Hz 10 mm 2 × 10−4 K
-170 dBc/Hz 1 mm 2 × 10−3 K
-130 dBc/Hz 10 mm 0.02 K
-130 dBc/Hz 1 mm 0.2 K
-90 dBc/Hz 10 mm 2 K
-90 dBc/Hz 1 mm 20 K

Table II
TEMPERATURE MEASUREMENT RESOLUTION, ASSUMING A 60 PPM/K

TEMPERATURE DRIFT OF THE DELAY-LINE SENSOR, AS A FUNCTION OF
VARIOUS LOCAL OSCILLATOR PARAMETERS.

with the Hewlett Packard HP2830A resonator-based probes
is challenging.

Beyond the compliance with radiofrequency emission
regulations, the use of ultra-wideband (UWB) interroga-
tion strategies, e.g., Ground Penetrating RADAR based
approaches [22], yields the question of optimum operating
frequencies. Indeed, we have seen that the time delay is a
function of the acoustic velocity and propagation path length
(defined respectively by selecting appropriate single-crystal
piezoelectric substrate orientations, and design considera-
tions in positioning the mirrors on the sensor surface), but
also of the operating frequency:

∆ϕ = 2πd/λ = 2πdf/v = 2πfτ

where τ is the propagation duration of the pulse, i.e., ∂∆ϕ =
2πf∂τ ⇔ ∂τ = 1/(2πf)∂∆ϕ, providing the relationship
between phase noise and delay noise through the inverse of
the frequency.

The remaning design issue lies in the selection of the echo
pair used for computing acoustic propagation time delay and
thus identifying the physical quantity under investigation.
The first and last echos of a tag (start and stop bits) are
usually considered for such purposes. However, the further
away mirrors are, the longer the delay and thus the larger
the local oscillator fluctuations, associated with phase noise
rise. One should thus take care that the inverse of the
propagation delay does not reach the Leeson frequency fL
where the noise floor meets the rising phase noise slope:
fL = f0/(2Q). Considering a (very favorable) Q = 20000
resonator used for generating a 2.45 GHz oscillator, fL =
60 kHz and the associated propagation delay is 16 µs,
far above any practical limitation (such a delay would be
associated with a 24 mm-long propagation path). However,
for a more reasonable Q = 2000 [23], the Leeson frequency
reaches 600 kHz or a propagation delay of 1.6 µs. In this
case, using echos returned by mirror at extreme positions of
the delay line should be avoided (i.e., exhibiting propagation
delays larger than 1.6 µs) and adjacent echos should yield
results with higher resolutions.

IV. SENSOR DESIGN WITH RESPECT TO LOCAL
OSCILLATOR CHARACTERISTICS

Consider two applications: a 434 MHz delay line (which
would not comply with RF regulations) and a 2450 MHz

delay line. Resonators in the former frequency range exhibit
typical quality factors of 10000, and fL = 22 kHz, well
below the 200-1000 kHz range we have been considering:
a classical delay line design will be probed at best by the
reader. However at 2450 MHz, since the product Q × f is
constant for a given technology, the local oscillator Q drops
to 1800, and the Leeson frequency rises to 680 kHz. The
designer of a 2450 MHz delay line would be wise to avoid
the phase noise rise below fL and limit the maximum time
delay on the acoustic path to 1.5 µs. Since electromagnetic
clutter fades within the first 700 ns (assuming 100 m
range) and the typical pulse length is 40 ns spaced by
at least 100 ns to account for manufacturing variability,
limiting the delay to 1.5 µs still leaves enough space for
5 reflections, more than enough for multi-parameter-sensing
(one reference pulse and 4 pulses for probing 4 different
physical quantities, e.g., temperature [24], pressure [25] and
two chemical compounds [26].

V. APPLICATION TO SAW RESONATOR SENSING

SAW resonator probing aims at identifying a characteristic
frequency: in one embodiment of this approach, a frequency
sweep network analyzer sequentially probes multiple fre-
quencies in order to identify the frequency at which the
sensor returns a maximum power. SAW resonators store
energy during the electromagnetic signal emission phase,
and release this energy (as an electromagnetic wave at the
sensor resonance frequency f0) during the listening stage:
the time constant of each step is Q/(πf0) with Q the
sensor quality factor. The fastest approach to the best of
our knowledge [27] for probing a resonance frequency of a
resonator requires two signals at different frequencies, one
above and one below f0 (Fig. 5).

2Q/(  f)π

|S11|

f

Figure 5. For a dual-mode resonator, required for a differential measure-
ment, a minimum of 4 measurements each lasting 2Q/(πf) seconds, with
f the resonance frequency of one mode and Q its quality factor, is needed
(red). A more classical approach of a frequency sweep network analyzer
requires up to 128 measurements in the 434-MHz European ISM band
(blue).

Hence, the minimum measurement duration is 2Q/(πf0)
for each probed frequency. For f0 = 434 MHz and Q =
10000 in a dual resonator configuration, eight time constants
(two resonators, and for earch two-measurement points, and
for each one time constant for loading and unloading the
resonator) yield 59 µs measurement duration, so that the
oscillator stability at 17 kHz from the carrier is of interest.
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Phase noise frequency Q ∆fRMS(Hz) resolution
-170 dBc/Hz 434 MHz 10000 0.01 4.10−7 K
-130 dBc/Hz 434 MHz 10000 1 4.10−5 K
-90 dBc/Hz 434 MHz 10000 140 5 mK

-170 dBc/Hz 2.450 GHz 1500 2 10−5 K
-130 dBc/Hz 2.450 GHz 1500 230 1 mK
-90 dBc/Hz 2.450 GHz 1500 23000 0.1 K

Table III
FREQUENCY STANDARD DEVIATION AS A FUNCTION OF THE

CHARACTERISTICS OF THE RESONATOR USED AS SENSOR (DEFINING
THE TIME CONSTANT OF THE INTERROGATION).

The phase noise S∆ϕ and frequency noise (or stability) S∆f

at f from the carrier are related through

S∆f = f2 × S∆ϕ =
∆f2

RMS

BW

So, with a measurement bandwidth BW of 2f , frequency
fluctuations are given by

∆fRMS =
√
BW × f2 × 2L(f)

The result of this calculation is summarized in table III,
assuming that the Q × f product is constant, as is usually
considered for a given technology, with values representative
of SAW resonators patterned on a quartz substrate. The
temperature resolution – last column of Table III – is
computed assuming a 60 ppm/K sensitivity. This last result
scales as the temperature sensitivity of the substrate: a sensor
allowing for a 170 K measurement range within the 1.7 MHz
wide 434 MHz European ISM band – as sold by SENSeOR
(Mougins, France) – only exhibits a 5.7 ppm/K sensitivity
and hence the values in the last column are multiplied by
10.

Here again, for resonators acting as temperature sensors
with 2.5 kHz/K temperature sensitivity (in order to fit
a 170 K measurement range within the 1.7 MHz wide
434 MHz Industrial, Scientific and Medical (ISM) band, ac-
counting for manufacturing variations), the 25 Hz frequency
resolution (10 mK resolution) is only met if a reasonably
stable local oscillator is used as reference, with a phase noise
below -105 dBc/Hz. This result is consistent with the phase
noise spectra provided in [28], with a phase noise around
-105 dBc/Hz in the 500-5000 Hz carrier offset range at the
434 MHz DDS output. The former range boundary is met
when probing 128-samples in a frequency-sweep network
analyzer approach: 128 points each requiring 2Q/(πf0)
requires a duration of 1.8 ms or an update rate of 530 Hz.

VI. ANALOG TO DIGITAL CONVERSION JITTER

We now change oscillator type to consider the analog
to digital conversion (ADC) stage. The phase measurement
requires two simultaneous measurements of the I and Q
components of the returned signal after mixing with the local
RF oscillator. The typical pulse duration is 30 ns so that the
ADC bandwidth must be at least in the fs = 60 MHz range,
or practically (3 points/period at least) 100 MHz.

Measuring a phase with 0.13 rad resolution over the full
2π range requires bits = 6 bit resolution. Since the jitter
on the clock controlling the ADC yields a resolution loss
(linear scale) of SNR = (2πfsσt), the jitter σt must not
exceed

σt ≤ 2−bits/(2π × fs)

which is here equal to 42 ps [29]. However, increasing 10-
fold this resolution yields a 9 bit ADC resolution and a
maximum jitter of 5 ps.

On the other hand, let us estimate the jitter induced by an
oscillator exhibiting a -130 dBc/Hz phase noise level in the
200 kHz-200 MHz range, representative of the influence of
the clock controlling the ADC sampling at 100 MS/s for a
maximum duration of 5 µs. The RMS jitter (in seconds) is
given [30] by

σt =

√
2× 10−130/10 × 108

(2π × 108)

which is equal to 7 ps, dropping the lower integration limit
(200 kHz) by assuming that the constant phase noise level
extends to the carrier. Thus, although even a very poor refer-
ence oscillator controlling the ADC meets the requirements
of 9-bit resolution needed for high resolution temperature
measurements, care should nevertheless be taken to reach
sub-10 ps jitter. As an example, the Digital PLL gener-
ating the clock output of an iMX27 CPU as used on the
APF27-board from Armadeus Systems (Mulhouse, France)
for prototyping our experiments is specified at a maximum
of 200 ps, hardly usable for the application described here
[31].

VII. CONCLUSION

While the debate on the advantages between delay line
and resonator approaches is still ongoing, local oscillator
characteristics brings some hint on which strategy might
bring the most accurate result. From a local oscillator
perspective, moving the frequency offset as far as possible
from the carrier, i.e., allowing for as short a duration
between various measurements of the sensor characteristics
as possible, clearly hints at an advantage towards delay
lines. However, this partial picture does not include the
receiver noise level, especially the high bandwidth on the
ADC sampling required to recover and digitize the fast delay
line response: only an extremely stable (low jitter) clocking
circuit for the receiver ADC will provide measurements with
resolutions comparable to those of resonators. Furthermore,
as opposed to FMCW or frequency sweep approaches which
require tunable frequency sources (VCO, frac-PLL, DDS),
a pulsed (UWB-like) delay line approach only requires a
fixed frequency source generating a stable signal within
the bandpass of the sensor, hence allowing for improved
stability. Such results are most significantly the target of
high quality factor piezoelectric resonator based oscillators
aimed at reaching the targetted radiofrequency band.
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Design rules concerning the oscillator characteristics are
provided for delay lines: the maximum two-way trip duration
should be lower than the inverse of the Leeson frequency,
while only low noise floor enables high resolution mea-
surements as explicitly stated with relationships between
local oscillator phase noise densities and measured returned
signal phase resolution. For resonator probed through a
frequency sweep network analyzer approach, the tunable
local oscillator source is clearly a limiting factor in the
measured resonance frequency resolution.
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Abstract— This paper presents some efficient suboptimal 

detectors, based on statistical descriptors, which take advantage 
of the high-resolution characteristics of the high-resolution 
radars (HRR). Which are one of the first stages of the sensor-
based localization and tracking technologies. The detection 
performance has been studied under noise and sea clutter 
conditions, with non-coherent data from both real and synthetic 
extended targets. We have also made an adaptation of the 
classical moving window detection technique for the high-
resolution radars, making use of it as a reference technique to 
evaluate the results obtained with the detection techniques that 
we present. The experimental results were obtained with the 
ARIES radar, a maritime surface surveillance LFM-CW HRR 
operating in X-band. 

 

Keywords-HRR radar; detectors; statistical descriptors. 

I. INTRODUCTION 
The specific characteristics of high-resolution radars 

(HRR) [1] suggest the interest to analyze the possibilities of 
new detection algorithm for global detection purposes of the 
extended targets (composed of a number of scatterers, where 
the target extent in any dimension is greater than the radar 
resolution in that dimension) [2]. This means, the 
development of detection algorithms oriented to the radar 
images, and not just to perform the detection process in each 
one of the resolution cells, as conventional radar detection 
techniques do. This paper presents detectors based on 
statistical descriptors, widely used in the field of digital image 
processing [3]. 

Nowadays, the operating HRR typically have the sliding 
window technique built in [4], [5], (also called moving 
window, depending on the references) originally developed 
for conventional radar, without any adaptation to the 
characteristics of the high resolution. The sliding window 
detector [4], [5] has been chosen as reference in this paper to 
compare with the results provided by the proposed 
algorithms. 

In order to explore the possibilities for some of these 
detectors, a comparative study has been obtained in terms of 

probability of detection (Pd) for a given probability of false 
alarm (Pfa) using the of Neyman-Pearson criterion [6], widely 
accepted and widely used in radar. This work has been carried 
out through a theoretical and experimental analysis with real 
and synthetic targets. Since from the operational point of 
view, the significant parameter is the time between false 
alarms (the inverse of the product of the Pfa by the number of 
decisions per second the sensor should take), image sensors 
work with probabilities of false alarm several orders of 
magnitude higher than the pixel-oriented sensors, as a direct 
result due to the fact that the radar requires a smaller number 
of decisions made per second. 

Some synthetic targets have been generated to verify the 
quality of the presented algorithms in this article for the 
detection of extended targets in two dimensions. The HRR 
targets have multiple scattering (individual targets) not 
fluctuating. Each resolution cell (or pixel, in the radar image) 
is well defined by its Cartesian coordinates (x, y), and its 
amplitude level. Thus non-fluctuating targets have been 
modelled (according to bibliography: Marcum model, or 
Swerling 5 or 0) [7], which correspond with the HRR real 
targets. In addition, in order to corroborate the reliability of 
the algorithmic developed operating in real-world scenarios, 
real targets have been processed, which have been captured 
with the ARIES HRR [8], a maritime surface surveillance 
linear frequency modulated continuous wave (LFM-CW) 
HRR, operating in X–band, in scanning mode, and non-
coherent detection, which data are range–azimuth matrices. 

In this paper, first the problem statement is presented, then 
the suboptimal efficient detectors based on statistical 
descriptors for HRR are introduced, after that the results vs. 
noise and results vs. clutter are described and finally the 
conclusions are exposed. 

II. PROBLEM STATEMENT 
Based on the classical statement of the problem, the 

problem is dealt starting with the analysis of a point target 
(where the size of the target is smaller than the resolution cell 
of the radar system). The second step of the analysis deals the 
generalization for extended targets.  
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In order to provide a comparison of the results provided 
by the techniques presented in this article, we make use of the 
sliding window detector as a reference technique [7], which 
has been adapted to the HRR characteristics. This paper 
presents the results obtained with three significant targets: 

• Point target: the Fig. 1 shows the range–azimuth 
matrix obtained at the envelope detector output 
in conventional surveillance radars, in which the 
size of the target is smaller than the range 
resolution cell. The level of the clutter 
considered is far below the thermal noise of the 
system. This assumption is a quite common 
situation and it is according to the real operation 
of the HRR, due to the small surface inside the 
considered resolution cell. In most of the 
resolution cells the radar signal is a Rayleigh 
random variable [7]. The target amplitude shape 
is affected by the antenna radiation pattern, 
which can be considered as a Gaussian 
distribution. 

 

 
Figure 1.  Range–azimuth data matrix of a synthetic point target, 

synthesized according to the operating parameters of the ARIES radar 

• Extended targets: Fig. 2 presents the range–
azimuth data matrix from a HRR for a simple 
model of extended target, a linear target. Fig. 3 
shows a real extended target (with a high enough 
signal-to-noise ration, SNR, and also large 
enough) captured with the ARIES HRR, which 
demonstrates the extended targets can be 
considered as a collection of single point targets, 
provided that the range resolution cell is small 
enough (e.g. close to 1 m), compared to the size 
of the target. 

In all considered cases, the data matrices, containing each 
of the targets, are of the same size, and have a large enough 
number of bins in order to have a sufficient statistic [9], in 
order to provide an accurate results. 

The main ARIES radar operating parameters for both real 
and synthetic targets are shown in Table I. The specific 
parameters to synthesize the point target and the linear 
extended target, Fig. 1 and Fig. 2, are shown in Table II.  

The simulation results were obtained making use of the 
Monte Carlo method, widely accepted in the radar simulation 
field [10]. The adopted relative accuracy was 10% to reach 
probabilities indicated in each case. 

The thermal noise model is an additive white Gaussian 
noise (AWG) with zero mean. Therefore, it can be calculate 
the receiver operating characteristics curves (ROCs). 

 
TABLE I 

MAIN ARIES RADAR OPERATION PARAMETERS 

Parameter: Value: 

Center frequency: 9 GHz 
Period of the sawtooth wave (also can be 

considered as 1/PRF for pulsed radars): 
 
2,0384ms 

Angular velocity of the antenna: 15 rpm 
-3 dB antenna beamwidth: 1,2º 

Azimuth resolution: 0,2º 
Antenna beam shape: Gaussian distrib. 

 

 
Figure 2.  Range–azimuth data matrix of a synthetic linear extended target, 

synthesized according to the operating parameters of the ARIES radar 

 

 
Figure 3.  A real extended target, the Boughaz ship: raw range-azimuth data 

matrix, and the photo (inset right). Inset left: radar ARIES 

range (m) azimuth (º) range (m) azimuth (º) 

range (m) azimuth (º) 
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Many models of sea clutter statistical distributions have 
been considered over the years, including Weibull, K 
distribution, etc. [11]–[15]. Experimentally, for the operation 
parameters used in the capture of targets with the ARIES 
radar, and for moderate sea conditions, the best suited 
statistical model of this sea clutter has been a log-normal 
distribution with a shape factor σ= 0.8 (standard deviation), 
which corresponds to the 3 Beaufort number, on the Beaufort 
scale, according to [16]. This result is consistent with [13]. In 
this way, the ROC, Pd against signal to clutter ratio (SCR) 
have been computed. 

TABLE II 
SPECIFIC RADAR PARAMETERS FOR THE SYNTHESIZED TARGETS 

Parameter: Value: 

The operation range of the ARIES radar: 11112m (6nmi) 
The target's position in range: 5000m 

The target's position in azimuth: 0º 
Aspect angle: 0º 

Maximum target relative amplitude: 1 

 

III. SUBOPTIMAL EFFICIENT DETECTORS BASED ON 
STATISTICAL DESCRIPTORS FOR HRR 

The vast amount of information obtained by the HRR, 
leads to develop simple detectors which are able to work with 
2-dimensional image (2D), instead of analyse pixel by pixel, 
and they must also computationally very efficient, producing 
results in the extended target detection at least comparable 
with conventional techniques working with point targets. 
Based on this goal, we have developed the detectors shown in 
the Fig. 4. This group of techniques process 2D radar raw 
images, instead of processing each range profile individually 
(in contrast to classical techniques). Basically the input data 
to the proposed detectors directly are the range–azimuth 
matrices of raw video from the output of the FFT stage of the 
FM–CW radar sensor. The proposed techniques can be 
applied to any other type of HRR, and even to other kind of 
sensors. 

 
Figure 4.  Block diagram of the detectors based on integration and 

descriptors extraction 

For each range row the Integrator performs a sum of all 
resolution cells in azimuth weighted by the considered 

number of elements, resulting in an improved signal to noise 
ratio (in other words, it is possible to detect a target with a 
lower level of SNR, with the same Pfa and the same level of 
the Pd), and causing the clutter becomes Gaussian. 

From the resulting vector, the Descriptors Extractor gets 
the statistical descriptor, which compares with a threshold 
descriptor (U) in the Comparator block, which carries out the 
detection of the target. According to [7], the threshold 
descriptor is calculated to ensure a detection process with a 
constant probability of false alarm. 

The integrator used is not the optimal one and there is a 
loss (i.e. it is needed a higher value of SNR to detect a target) 
due to the shape of the antenna radiation pattern. A real 
system, in which is known the shape of the beam, makes use 
of an integrator well matched to it to minimize such loss. 
Thus, the optimal integrator has not been introduced into the 
simulation model because it does not provide additional 
information for the intended purpose: to compare the 
characteristics of different detectors. In any case it should be 
noted that the antenna radiation pattern is a given parameter 
in many applications and it should be considered. 

Among the evaluated descriptors have been found to have 
a performance suitable for use as detectors: the mean (Med), 
the contrast (Con), the fourth-order central moment (M4O), 
and the entropy (Ent). The analytical expression of the mean 
and the fourth-order central moment descriptors can be found 
in [3], and the equations for the contrast and the entropy 
descriptors are presented in [17]. 

IV. RESULTS VS. NOISE 
Fig. 5 shows the comparative results of the behaviour of 

the proposed detectors vs. the Sliding Window detector, in 
terms of the Pd and under conditions of zero-mean AWG 
noise for each one of the targets presented above. The results 
are presented separately for each of the two considered Pfa 
(10-3 and 10-4). 

Under noise conditions, the behaviour of the detectors, 
based on integration and extraction of descriptors, is nearly 
identical to the behaviour of the sliding window technique. 
This statement is well suited in the cases of the detectors 
based on the contrast descriptor and based on the fourth-order 
moment descriptor, and this is not true in the case of the mean 
descriptor. This latter is sensitive in both cases the point 
target and the extended targets. Thus, for point targets, the 
mean descriptor works worse than the sliding window 
detector. This is a reasonable fact since the mean detector 
integrates all of the noise of an image in which there are very 
few cells containing the target. On the other side, this is not 
consistent with the fact of working with HRR systems. 

Assuming the situation of working with extended targets, 
the detector based on the integration and the extraction of the 
mean descriptor, is better because of its extreme simplicity 
and computational efficiency (about one order of magnitude). 
Although the results provides by this detector are worst than 
the results obtained with the sliding window detector 
(between -2dB and -5dB, depending on relative size of the 
target with regard to the image size), the proposed detector is 
well suited for some applications where the aforementioned 
limitations are not significant. 
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Figure 5.  Sliding window (CFAR+VD) vs. presented detectors (Int+: Med, Con, M4O, Ent), under noisy conditions. On the top: for the point target; on the 
middle: for the linear extended target; on the bottom: for the real extended target, the Boughaz ship. Left side:  for a Pfa = 10-3; and right side: for Pfa = 10-4. 

V. RESULTS VS. SEA CLUTTER 
The performance of the presented descriptors under high-

resolution sea clutter conditions has been evaluated in the 
same way as the sliding window with a lognormal distribution 
with shape parameter σ=0.8, previously indicated. 

Fig. 6 shows the comparative results of the behaviour of 
the proposed detectors vs. the Sliding Window detector 
behaviour, in terms of the Pd, under sea clutter conditions, for 
each of the three targets. The results are presented separately 
for each of the two considered Pfa (10-3 and 10-4). 

Under sea clutter environments, the effect of the 
Integrator block is a significant performance improvement of 
all descriptors, and corrects the malfunction of some 
descriptors in these settings, as the case of the contrast 
descriptor. This is a direct result of increasing its near-
Gaussian shape of its statistical distribution obtained from the 

statistical distributions of the sea clutter at the output of the 
Integrator stage. Moreover, for all the descriptors, the 
integrator makes comparable the number of false alarms to 
that number obtained with the sliding window detector, being 
slightly worst to the case of the entropy descriptor. 

In all cases, the number of false alarms increases rapidly, 
in sea clutter environments. Obviously, in the presence of 
impulsive clutter, such as modelling, you cannot keep the 
detection thresholds (in order to maintain a constant values of 
Pfa and Pd), but they should be amended to set the detector 
into reasonable rates of false alarms. If this is done, it is 
straightforward to check that the mean descriptor is the best 
one (with a loss of 3 dB with respect to sliding window 
detector, while maintaining an approximately equal Pfa). 
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Figure 6.  Sliding window (CFAR+VD) vs. presented detectors (Int+: Med, Con, M4O, Ent), under sea clutter conditions. On the top: for the point target; 

on the middle: for the linear extended target; on the bottom: for the real extended target, the Boughaz ship. Left side:  for a Pfa = 10-3; and right side: for 
Pfa = 10-4. 

VI. CONCLUSION 
It has been demonstrated that the efficiency of presented 

detectors in terms of Pd, for a given Pfa, depends on the 
relative area occupied by the target within the image, 
confirming they are particularly suitable for large extended 
targets. These algorithms have a lower computational burden 
than the conventional sliding window, allowing to maintain  
existing radar coverage even when is increased by several 
orders of magnitude the number of resolution cells, as is the 
case of HRR systems, in which the technological 
developments (with the ability to transmit and process the 
higher bandwidth RF signals) involves reducing the size of 
the resolution cells in range, and therefore increasing the size 
of processed matrices. 

The used clutter model is especially difficult for the 
parametric detectors, which are matched to the thermal noise, 
due to the strong impulse (spiky, typically) character of the 
clutter, characteristic of HRR’s real operation scenarios. 
Furthermore, one of the main characteristics of the HRR 
systems that the cell resolution is much lower than in a 
conventional radar, which means that the received clutter 
levels are much lower, in many situations below the level of 
the noise of the system itself. In summary, the curves shown 
above have been obtained as a function of the SCR, and our 
experience is that the HRR systems easily handle high SCRs 
for most of the targets. 

Finally we must remark that the techniques discussed in 
this paper can also be applied, with minor adjustments, to 
range-Doppler radar images, which are not affected by the 
shape of the antenna radiation pattern, and the most 
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significant difference, due to its operating principle, is that 
they are able to separate the targets from the clutter, so that 
the presented detectors may offer, in any real situation, 
similar results to the sliding window detector, providing 
computational advantages. 
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Abstract—This paper presents a wireless acoustic emission 
sensor module with microcontroller for monitoring systems of 
structures under stress, prevailed by a piezoelectric AE sensor 
on the investigated material surface. The module performs the 
analogue/digital conversion of signals, the microcontroller 
commands the wireless interface, may send and receive 
information from other emitting - receiver wireless modules. 
The microcontroller could vary the amplifier gain and make 
the appropriate analogue / digital conversion. Many wireless 
modules with acoustic emission sensors could be successfully 
applicable to the AE monitoring systems of complex 
construction structures in the civil engineering, using a 
dedicated software. 

Keywords-AE; acoustic emission; non-destructive testing; 
NDT; µC; microcontroller 

I.  INTRODUCTION 

Acoustic emission (AE) techniques [1] draw a great 
attention to the diagnostic applications, material testing and 
study of deformation, fracture and corrosion, because they 
give an immediate indication of the response and behavior 
of materials under stresses, intimately connected with 
strength, damage, fracture and failure. Also, AE technology 
involves the use of ultrasonic sensors (20 kHz - 1 MHz) to 
listen to the sounds of failure occurring in materials and 
structures.  
The roughest localization method is guessing the source 

origin using the “first hit” technique. The advantage of first 
hit techniques is that no sensor arrays and no data analysis 
are necessary. The sensor which detects an AE first defines 
a radius or a half sphere, respectively, in which the signal 
originated. The utilizer’s experience denotes whether that 
technique is accurate enough. This can be done for some 
cases in combination with other techniques or knowledge 
from bridge inspectors to “localize” the source of failures. 
More sophisticated methods use planar techniques by 

recording AE signals at more than two sensors at the same 
time [2]. 
Also, 3D-Localization of acoustic emission [1] events is 

a powerful tool in quantitative AE techniques. Signal-based 
procedures, such as accurate 3D localization of damage 
sources, solutions for fault plane orientation, and moment 

tensor inversion, are applied in civil engineering. Other 
promising options are methods based on array techniques 
[3]. 
3D-Localization [4] of acoustic emission events is the 

basis of advanced signal interpretation and the 
discrimination between signal and noise. The more 
quantitative analysis of the signals is based on a 3D 
localization of AE sources (hypocenters) and the recordings 
obtained from a sensor network. Using moment tensor 
inversion methods, the radiation pattern of acoustic 
emission sources and the seismic moment (as an equivalent 
to the emitted energy) as well as the type (Mode I, Mode II, 
and mixed modes) and orientation of the cracks, can be 
determined [4]. 
During the long-term experiments of materials fatigue 

tests a great amount of signals, including the noises from the 
load-chain, can be detected by the sensitive AE sensors. 
According to the time sequence for the guard and main 
sensors to receive the signals, the signals originating from 
outside the test section can be detected and discarded.  
Crack initiation is determined by the first appearance of 

the AE signal at low stress levels. This stage has a steady-
state dislocation motion that will eventually result in 
microvoids and initiate microcracks. In the next AE-active 
stage cracks start to grow and propagate. Many AE signals 
can come from the crack-tip plastic deformation, fracture of 
hard inclusions, microcrack coalescence, transgranular 
cleavage, and fracture along grain boundaries, each 
producing an acoustic emission [5]. Ultrasound wave 
propagation in construction materials is presented in [6]. 
The structure of this paper is based on: 4 chapters, 

Conclusion and future work and References. 

II. ACOUSTIC EMISSION TECHNIQUE APPLICATIONS  

AE techniques have been widely used in the domain of 
non-destructive testing of material structures, such as: metal 
and composite pressure vessels for the local plastic 
deformation of ductile pressure vessels [7], [8], piping for 
locating the position and estimating the severity of leaks in 
pipeline networks [9], the detection of failures in various 
types of equipment in the petroleum industry (pressure 
vessels, tanks and pipelines) [10].  
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Also, AE generated during fatigue mechanism of steel 
was widely use as gas pipeline materials testing [11].  
A new method to detect leakage in a water-filled plastic 

pipe through the application of tuned wavelet transforms to 
Acoustic Emission signals was proposed [12]. 
Acoustic Emission generated during fatigue mechanism 

of steel showed that AE Count gives a significant value 
during cyclic softening effect. Crack initiation was indicated 
by a rapid increase of AE count values at positive peak 
stress, followed by high AE count values around zero stress 
which indicated the crack closure phenomena [11]. 
Acoustic emission techniques (AET) are an alternative 

monitoring method to investigate the status of bridges or 
some of their components, because it has the potential to 
detect defects in terms of cracks occurring during the 
routine use of bridges [5].  
Monitoring techniques based on wireless AE sensors for 

large structures in civil engineering [5] were developed, 
basing on a new kind of sensors using MEMS (Micro-
Electro-Mechanical-Systems) techniques. These sensors 
should be intelligent, self-networking, asynchronous, 
wireless, adaptive, dynamically reprogrammable, cheap and 
small. The implemented wireless communication techniques 
will reduce the application and maintenance costs 
significantly [5]. 
Some techniques work as a maintenance monitoring 

system sending data (alarm data) via intranet to a data centre 
or alarm messages per SMS automatically to the monitoring 
engineer. Therefore, the public safety is assured as unseen 
structural damage is identified without costly and dangerous 
deconstruction. 
Modern acoustic emission (MAE) techniques have 

applications in aviation industry, fully digital AE apparatus 
with low noise, high speed of data transmission and accurate 
AE source locating capability [13]. 
Acoustic emission techniques are an additional 

monitoring method to investigate the status of a bridge or 
some of its components. It has the potential to detect defects 
in terms of cracks propagating during the routine use of 
structures. However, acoustic emissions recording and 
analysis techniques need powerful algorithms to handle and 
reduce the immense amount of data generated. These 
algorithms are developed on the basis of neural network 
techniques and by array techniques [14]. 

III. NON-DESTRUCTIVE TECHNIQUE EXAMPLES 

Some of AE application types are: Crack detection, 
Fatigue testing – collect data and give notification to a 
cyclic fatigue event occurrence in order to determine the 
plastic deformation, Chip detection - Detect the presence of 
a chip in a tool, also detect chipping as it occurs, Tool 
Breakage Detection - Instantly shut down a process when 
the tooling breaks, Deep Drawing – determine defects when 
they occur during drawing, stop draw press during 

“necking”, Stamping - Determine Good vs. Bad stamping 
operation, Piercing - Indicate the presence of a missing or 
malfunctioning punch, Scoring - detect scratches and 
gouges as they occur in metal. 
Nondestructive techniques were not accepted long time 

for the testing of bridges, and other components of the 
infrastructure because of two primary reasons: the difficulty 
in separating valid signals from extraneous noise and the 
inability of the AE technique to determine the size of the 
crack [15]. The acoustic emission (AE) signal can be 
divided into successive type signal and sporadic type signal, 
in order to be analyzed through the signal processor in the 
form of variables such as the existence of a signal 
generation or the shape of signal [1].  
Locating of monitored fatigue cracks, destructive NDE 

technique has indicated that the first crack has run into a 
flange and the second crack is in both the weld and web and 
is growing at both ends. These cracks are referred to here as 
the "flange crack" and the "weld crack," respectively (Fig. 
1). 

 
Figure 1. Example of location of fatigue cracks monitored [15]. 

In the location of fatigue cracks monitored experiment, it 
is confined only to the case that the direction of force is 
vertical applied to the surface of the test piece. 
Other method of Acoustic Emission based on expert 

system for evaluating the structural integrity of the metallic 
pressure vessels, spheres, columns and tanks utilizes the 
Multichannel Acoustic Emission Systems and Sensors, 
which detect the high-frequency signals resulting from 
deterioration in the structure when the sample is stressed. 
The systems have sufficient speed and resolution to ensure 
real-time, on-screen indications of the development of any 
defects. 
Structural health monitoring (SHM) deals with the more 

or less continuous recording of data obtained from several 
parts of the structure. Based on the experience of the 
constructor, owner, or inspector the damaged regions where 
data are obtained can be restricted and in many cases it is 
necessary to just detect a deviation of the “usual” behavior 
of the structure [14]. 

IV. EXPERIMENTAL MODULE 

The AE sensor converts the mechanical vibration 
propagated through the material into electrical signal.  The 
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amplifier magnifies the electrical signal, making useful for 
the dedicated software. The microcontroller (µC), as the 
central unit of the module, commands the amplifier gain and 
makes the appropriate analogue – digital conversion 
The sensor was designed to be used with an amplifier, of 

40 dB maximum gain, which can be controlled by the µC.  
The wireless acoustic emission sensor module with 

microcontroller for monitoring systems of structures under 
stress, processes signals received from a piezoelectric AE 
sensor on the investigated material surface. The module 
performs the analogue / digital conversion of signals, the 
microcontroller commands the wireless interface, may send 
and receive information from others emitting - receiver 
wireless modules. The microcontroller could vary the 
amplifier gain and makes the appropriate analogue/digital 
conversion. As remark, this module could be applied to 
complex AE monitoring systems of structures.  
The experimental wireless module of acoustic emission 

sensor is composed by a piezoelectric AE sensor, a signal 
amplifier, a PIC 18F452 microcontroller (µC), a pair of 
emitting - receiver wireless modules (ES and RS wireless, i. 
e. TX2-433-5V and RX2-433-5V), and a whip antenna of 
433 MHz. The block diagram of the experimental wireless 
module of acoustic emission sensor is presented in Fig. 2.  

 
Figure 2. Block diagram of the experimental wireless module for acoustic 

emission sensor.  

The output signal from µC is converted by the ES wireless 
module and transmitted in air by Antenna (433 MHz) to 
another antenna of 433 MHz (under the control of the 
monitoring system with µC) at distance. Also, the Antenna 
may receive signals from another antenna in order to 
command the µC and the amplifier gain of this wireless 
module (Fig. 2).  
Three types of antennae for the wireless transmission 

module which could be used for RF propagation, namely: 
helical antenna, loop antenna and whip antenna (Fig. 3). For 
this experimental module, we have chosen the RF whip 
antenna of 15.5 cm length and 433 MHz work frequency. 

 
Figure 3. Three types of antennae for wireless module. 

The piezoelectric sensor realizes the mechanical to 
electrical energy conversion, revealing the AE signals from 
the material samples, under mechanical stretches (Fig. 4). 
Mounting to the test specimen is typically achieved using 
silicon rubber or epoxy adhesives in order to realize the 
optimum electroacoustical transmission between the studied 
material and the sensor active surface.  

 
Figure 4. AE piezoelectric sensor. 

The main characteristics of some broadband AE 
piezoelectric sensors are presented in the Table 1. 

TABLE I.   

PROPERTIES OF SOME AE PIEZOELECTRIC SENSORS 
 

Properties AE sensor 

Outer dimension Diameter: 20.5 mm x 14 
mm 

Effective sensing area Around 230 mm2 
Total  mass (g) 12 

Piezoelectric mass (g) 5 – 6 
Capacitance (pF) 350 
Piezoelectric charge 
coefficient d 31 (10-12 

m/V) 

-150 

Frequency range (kHz) 100 - 450 
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Figure 5. Experimental wireless module for acoustic emission sensor. 

The experimental wireless acoustic emission sensor 
module with microcontroller for monitoring system has 
small size and is protected by a metallic case (Fig. 5). 
Fig. 6 presents the AE signals prevailed by the sensor in 

the breaking moment of a concrete sample at the maximum 
stretch. A large data base, which contains information about 
different kind of construction materials (metals, concrete, 
rocks, minerals, etc.), referring to the AE signal parameters 
(amplitude, duration, number of pulses, etc.) could be then 
used in order to predict the material failure or the moment of 
the cracks initiation into material. 
 

 
Figure 6. AE signals from a concrete sample at breaking point at mechanical 

stretch. 

Also, the pulses calibration is necessary to be introduced 
to the test specimen under the control of the monitoring 
system. The generated acoustic signal is collected during the 
press or streched work. A preset filter ensures the optimum 
response from individual channel by matching the amplifier 
and transducer responses. 

The ratio filtering techniques are used for eliminating 
outer noise signals, as well as observing the ratios of valid 
signals to estimate crack depth of the growing crack. 
A digital memory oscilloscope type Tektronix TDS 2022 

was used to the experimental researches. Fig. 7 shows AE 
signal converted by AE piezoelectric sensor, prevailed from 
an outstretched metallic bar and Fig. 8 present the processed 
signal from AE piezoelectric sensor by the microcontroller 
software, displayed on TDS Tektronix oscilloscope, which is 
limited at 2.0 V level. 
 

 
Figure 7. AE signal converted by AE sensor, prevailed from an 

outstretched metallic bar. 

 
Figure 8. Processed signal from AE sensor by microcontroller software, 

displayed on TDS Tektronix oscilloscope. 

The microcontroller software is able to realize the 
processing of signal received from the AE sensor, such as: 
the magnification in the case of a small AE level signal or to 
realize the sensor calibration, function of material 
characteristics (type, metal or nonmetal, acoustic velocity, 
density, structure, porosity, etc.).  
For instance, we chosen to set the tension threshold at 1.0 

V (above the reference line), in order to form the pulses, 
which exceed 1.0 V and correspond to the AE events, arisen 
in material under mechanical efforts (Fig. 8). The master 
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system is positioned at 100 m distance from the wireless AE 
module. It collects all these pulses received from the 
wireless AE module, counts the number of these events 
and/or determines their duration. Further, this information 
can indicate the starting crash or braking into material or a 
possible irreversible material deterioration. This algorithm is 
preordained by the special software of PIC 18F452 
microcontroller.  

TABLE II.  MECHANICAL PROPERTIES OF SOME METALLIC MATERIALS 

Material Longitudinal 
elasticity 
module, E, 
daN/cm2 

Transversal 
elasticity 
module G, 
daN/cm2 

Poisson 
Coefficient µµµµ 

Soft steel (2.0-2.15) ·106 (7.8-8.5)·105 0.24-0.28 
Hard steel  (2.0-2.2) ·106 8.5·105 0.25-0.29 
White 

wrought iron 
(1.0-0.6)·106 4.5·105 0.23-0.27 

Tin 0.2·106 0.7·105 0.42 

 
Table II presents some mechanical properties of metallic 

materials, which could be used in the specialized software 
data processing, as material constants. 

CONCLUSION AND FUTURE WORK 

Crack initiation of structures could be determined by the 
appearance of the AE signal at low stretch stress levels. 
After the crack initiated, the AE signals around the zero 
stress were thought to be caused by crack-face grinding 
when the cracks were closed. More experimental wireless 
modules with acoustic emission sensors could be well used 
into complex AE monitoring systems of important 
structures, such as bridges, buildings, metallic rails or 
underground. Inspection methods can be applied more 
efficiently by monitoring systems with many wireless AE 
sensor modules for large structures in the civil engineering. 
Next researches will be dedicated to obtain complex 
software around PIC 18F452 microcontroller, for 
controlling several AE modules of an AE monitoring 
system. 
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Abstract—This paper presents a concept to increase the 
performance of high frequency ultrasonic transducers. For a 
sandwich high frequency ultrasonic transducer, the top 
electrode should be smaller than the piezoelectric plate to 
avoid shortcuts and edge effects. However, its size can 
influence properties of the transducer, and until now there is 
no research about it published. A theoretical investigation 
about influence of the top electrode size on properties of a 
transducer is conducted in this paper. First, two factors related 
with the top electrode size based on transmission coefficient 
and stored energy are proposed; Then, analysis on an Al-AlN-
Al on silicon wafers with different electrode sizes are 
performed and the results prove the effectiveness and the 
validity of the proposed factors. Finally, electrical impedance 
matching experiments are conducted to improve the properties 
of transducers with different electrode sizes, and the 
experiment results show that the improved resolution and 
sensitivity after matching. 

Keywords-Electrode size; electric impedance matching; 
ultrasonic transducer 

I. INTRODUCTION  
 In high-power ultrasonics and underwater acoustics, a 

sandwich piezoelectric structure is the most popular one. It is 
composed of piezoelectric elements, sandwiched between 
two metal films[1-2], and the analysis of sandwich 
piezoelectric ultrasonic transducers has been studied for 
many years[3-5].  

 Generally, sizes of the top electrode, the bottom 
electrode and the piezoelectric plate in a sandwich 
piezoelectric structure are same. However, for high 
frequency transducers, it is very easy for the two electrodes 
to get shortcuts or edge effects, as the thickness of the 
piezoelectric plate is very thin. Therefore, some researchers 
proposed the pyramid structure: the bottom electrode size is 
the biggest, then the smaller piezoelectric plate, and the top 
electrode is the smallest[1, 6-7]. Although, this structure can 
effectively avoid shortcuts and edge effects, the smaller top 
electrode can decrease the effective size of the active 
element, and it must have influence on the properties of the 
transducer. Therefore, it is important to research how the size 
of the top electrode can influence the properties of high 
frequency ultrasonic transducers. In this paper, through 
analysis on the echoes of transducers with different top 
electrode sizes and the Fourier transformation of them, we 
proposed two factors to explain the pattern that the top 

electrode size influences the transducers’ properties and 
conducted electrical impedance matching experiments to 
improve the properties of them.    

The content of the paper is listed as follows: in Section II, 
two factors are proposed to explain the relationship between 
the transducers’ properties and the top electrode size; then in 
Section III, analysis on an Al-AlN-Al structure on silicon 
wafers with different electrode sizes are performed and the 
results present the effectiveness of the proposed factors; 
Electrical impedance matching experiments are conducted to 
improve the properties of transducers with different electrode 
sizes in Section IV, and Section V is the conclusion. 

II. TWO IMPORTANT FACTORS 
       In a sandwich ultrasonic transducer with pyramid 
structure, the top electrode is smaller than the piezoelectric 
plate, and the active area of the piezoelectric plate is equal 
to the size of the top electrode, that means A=A′ in Fig. 1. So 
the size of the top electrode can influence the properties of 
the piezoelectric plate. In this section, we would explain its 
influence from the following two aspects. 

  

Fig. 1 Sketch of a pyramid structure transducer 

A. Energy transmission coefficient  
      In electronics, when the electrical impedance of a load 
and a source is known, the fraction from the load can be 
calculated with Eq. (1), and the value produced is known as 
the reflection coefficient.  

                            
2

l s

l s

Z ZR
Z Z

⎛ ⎞−
= ⎜ ⎟+⎝ ⎠

                              (1) 

where Zl and Zs are the impedances of the load and the 
source, respectively. 

 

A’ 

Top Electrode 

Bottom Electrode 

Piezoelectric Material 

A 
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      The transmission coefficient, which represents the 
transmission fraction from the load to the source, is 
calculated by simple substrate the reflection coefficient from 
one, 

                           
2

l s

l s

1 1 Z ZT R
Z Z

⎛ ⎞−
= − = − ⎜ ⎟+⎝ ⎠

                (2) 

Therefore, in order to transmit more energy into a 
transducer, the first important factor in practice is to match 
the electrical impedance of the transducer and the source, 
and increase the transmission coefficient.   

                T s inmax( ) = max( ) min( )T P Z Z= −          (3) 
where T is the transmission coefficient; PT is the energy 
transmitted into the transducer; Zin is the electrical 
impedance of the transducer. If the electrical impedance, 
which is in proportion with the top electrode size, is far away 
from the ideal value, the signal-to-noise ratio (SNR) will be 
influenced and more noise will be received by the receiver 
[8].  

B. Stored Energy  
      For a sandwich ultrasonic transducer, energy stored in it 
can be calculated with voltage, electrode area and 
capacitance, 

                                      2
02

1 AVCPs ′=                             (4)                               

where Ps is the energy stored on the capacitor; A is the top 
electrode size of the transducer; C0′ is the capacitance per 
unit area given as, 

                                            
L

C ε
=′0                                  (5) 

where L is the maximal displacement along the thickness 
direction; ε is the permittivity of the piezoelectric under no 
applied voltage. 
      The voltage between two electrodes is, 

                                 )()(

0

th
C

tqV Tψ−′=                        (6) 

where q(t) is the electric charge per surface area on each 
electrode; ( )Th tψ  is the mechanical displacement of a plate 
from its equilibrium position, 
                     ),0(),(()( ttLhth T ψψψ −=                  (7) 
where h is the piezoelectric constant; ),( tLψ  is the 
mechanical displacement of a plate from its equilibrium 
position.   
      Suppose Ps0=C0

′V2, if the thickness of the piezoelectric 
plate is fixed, the bigger the electrode is, the higher the 
stored energy. Therefore, the sensitivity, which is the ability 
of an ultrasonic system to defect defects, of a transducer with 
a constant thickness is proportional to the top electrode size. 

      
In order to design a transducer with high sensitivity, we 

should consider,  

            )max()
2
1max()max( 0 AAPP ss ==         (8)                       

 Since both the transmission coefficient and the stored 
energy are related with the top electrode size, we should 
choose an optimal electrode size to improve the sensitivity 
and resolution of a transducer in real applications. 

III. ANALYSIS ON DIFFERENT ELECTRODE SIZE 

       In order to validate these factors, we analyzed Al-AlN-
Al transducers on silicon wafers with different top electrode 
sizes. In the experiment, a 500µm thick silicon substrate is 
used, on which a square shaped Al electrode with a large 
area is deposited. On the top of it, a squared shaped AlN 
layer with thickness of 10µm and area of 25mm2 is 
deposited, followed by a squared Al top electrode with an 
area of 25mm2, 1mm2, 0.25mm2 and 0.09mm2, respectively 
as shown in Fig. 2.   

 

Fig. 2 Our AlN transducer 
      First, we calculated the transmission coefficient from the 
source to the transducers with different electrode sizes and 
the energy stored on the capacitors with our theory, and the 
result can be seen in Table 1. 

                 TABLE 1 TRANSMISSION PARAMETERS AND ELECTRODE SIZE 

Electrode Size 
(mm2) 

25 1 0.25 0.09 

Transmission 
Coefficient(%) 

19.8 97.3 51.9 22.9 

Stored Energy* Ps0 
(Joules) 

12.5  0.5 0.125 0.045 

        
      From it, we can see that when the electrode size is 1mm2, 
both the transmission coefficient and the stored energy are 
high. While when the electrode is 25 mm2, even its 
transmission coefficient is as low as 19.8%, the energy 
stored on the capacitor is 12.5Ps0 in Joule, which is very high. 
So the amplitude of it should be higher than that of the 
echoes whose transmission coefficient is 51.9%, but the 
stored energy is only 0.125Ps0 in Joule.  When the electrode 
size is 0.09mm2, the stored energy and the transmission 
coefficient are both low, so the amplitude should be too low 
to be separated with noise.   
      Then, we measured the practical echoes of the 
transducers above and did Fourier transformation for them. 
The pulser and receiver DPR 500 (JSR Ultrasonics) was used 
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to excite the transducers with a needle pulse at high 
amplitude (-143V) and very short pulse time (~1.4ns), and 
the input impedance of DRP 500 is 50 ohms. The receiver 
was set to a gain of 10 dB and a high frequency pass filter 
between 5MHz and 500MHz was used. The illustration in 
Fig. 3 shows the schematic setup of the measurement and the 
detailed measurement can be seen in Literature [9, 10]. Fig. 
4-5, Fig. 6-7, Fig. 8-9 and Fig. 10-11 are the results when the 
top electrode size is 25mm2, 1mm2, 0.25mm2 and 0.09mm2, 
respectively.  

 

Fig. 3 Measurement setup and connection 
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Fig. 4 First three echoes from substrate back wall 
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Fig. 5 FFT of first three echoes 

       From Fig. 4-5, we can see that when the electrode is 
25mm2, the maximal amplitude of the echoes is about 0.041 
V, which is related with the sensitivity of the transducer. 

That means the higher the amplitude of an echo is, the 
higher the sensitivity of the transducer is. However, the 
noise is also serious compared to the signal due to the lower 
transmission coefficient.  From the Fourier transformation 
result, we can see that there is an obvious narrow peak at 
232.5MHz. However, most frequency concentrates on the 
range from 50MHz to 200MHz, and there is a smaller peak 
around 100MHz because of noises.  
       Therefore, although the amplitude, or the sensitivity, of 
this kind of transducers is high, the transmission coefficient 
is lower and the bandwidth of the maximal frequency is 
only about 7.8 MHz. 
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Fig. 6 First three echoes from substrate back wall 
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Fig. 7 FFT of first three echoes 

      When the electrode is 1mm2, the maximal amplitude of 
the echoes is about 0.042 V and the noise is very small. That 
means the sensitivity of it is higher and at the same time the 
transmission coefficient is higher. From Fig. 7, we can see 
that there is only a peak at about 222MHz which is a little 
smaller than the peak frequency when the electrode is 
25mm2. However, on the both sides of the peak, the voltage 
decreases slowly, and there is no other peak. While in Fig. 
8, when the electrode is 0.25mm2, the maximal amplitude of 
the echoes is about 0.013 V and the noise is also obvious. 
There two obvious peaks at 235MHZ and 100MHz in Fig. 
9, and both of them are very sharp. 
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Fig. 8 First three echoes from substrate back wall 
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Fig. 9 FFT of first three echoes    

      When the electrode is 0.09mm2, the maximal amplitude 
of the echoes in Fig. 10 is about 0.001 V and the noise is too 
obvious that it is hard to distinguish the signal. From the 
Fourier transformation result in Fig. 11, we can see that 
there are two obvious peaks at 222MHz and 100MHz. At 
the both sides of the peaks, the voltage decreases sharply. 
Therefore, the sensitivity and revolution of the transducer 
are both lower. 
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Fig. 10 First three echoes from substrate back wall 
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Fig. 11 FFT of first three echoes 

      From these results, we can see the top electrode size of a 
transducer not only can influence the amplitude of echoes, 
but also can influence the maximal frequency and the 
bandwidth. For our transducers, when the area is 1mm2, the 
echoes from the substrate back wall are very clean, the 
resonant frequency of the transducer is high and the 
bandwidth is large. That means the sensitivity and 
resolution are both higher compared with other situations. In 
Table 1, from theoretical calculation the transmission 
coefficient of 1 is the highest, and the stored energy is 
0.5Ps0 in Joule which is also high. Therefore, the 
measurement results match our calculations in Table 1 very 
well.  
      During designing a transducer, both of the stored energy 
and the transmission coefficient need to be considered 
appropriately, and the top electrode size is a really important 
parameter. In real applications, we could choose an 
appropriate top electrode size of a transducer first and then 
improve the resolution and the sensitivity through electrical 
impedance matching. 

IV. ELECTRICAL IMPEDANCE MATCHING 
During electrical impedance matching, normally the first 

step is to suppress the influence of the clamped capacitor C0 
with a parallel inductor, and use a transformer or a parallel 
resistor to regulate the input impedance, as shown in Fig. 
12.  For our transducer, when the electrode size is 1mm2, the 
inductor is10nH, and the electrical impedance after inductor 
matching is 414ohms, so we can use a parallel 55ohms 
resistor to match the electrical impedance to 50ohms. When 
the electrode size is 0.25 mm2, the matching inductor is 
40nH and the parallel resistor is 50ohms. 

 

 
Fig. 12 Electrical impedance matching circuit 

 

Inductor Resistor Transducer

140Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-208-0

SENSORDEVICES 2012 : The Third International Conference on Sensor Device Technologies and Applications

                         150 / 163



      First, we matched the electrical impedance with 
electrode size of 1mm2, and the echoes and the FFT of the 
first echo are shown in Fig. 13-14, where the blue line 
represents the result after matching and the red line with “x” 
represents the situation before matching.  
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Fig. 13 Echoes from the substrate 
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Fig. 14 FFT of the first echo 

 From them, we can see that the maximal amplitude of 
the first three echoes before matching is 0.0391V, while 
after matching it is 0.3438 V, so it increases 8.8 times; The 
peak frequency of the first echo before matching is 
225MHz, while after matching it is 275MHz. Therefore, 
after matching, the resolution and the sensitivity are both 
improved. 

 Second, we matched the electrical impedance with 
electrode size of 0.25mm2, and the result is shown in Fig. 
15-16. In this case, the maximal amplitude of the first three 
echoes before match is 0.0164V, while the maximal 
amplitude of the first echo after match is 0.0651V; the peak 
frequency of the first echo before match is 225MHz, while 
the peak frequency of the first echo after match is 275MHz. 
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Fig. 15 Echoes from the substrate 

0 50 100 150 200 250 300 350 400 450 500
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
x 10-3

Frequency(MHz)

S
ig

na
l a

m
pl

itu
de

(V
)

FFT of the first three echoes(0.5mm*0.5mm,gain 10dB) 

Match
Unmatch

 

Fig. 16 FFT of the first echo 

       From these experiment results, we can see that through 
electrical impedance matching, the energy transmission 
coefficient can be improved and more energy can be 
transmitted into the transducers. So the amplitude of echoes 
improves so much and the working frequency of the 
transducers is close to the ideal frequency. 

V. CONCLUSION 
      In this paper, we analyzed the influence of the top 
electrode size on the properties of a high frequency 
ultrasonic transducer based on transmission coefficient and 
stored energy in it. It turns out from our investigation that 
the top electrode size should be larger to improve the 
sensitivity of it, and the transmission coefficient, as well as 
SNR, can be improved by electrical impedance matching. 
Our contributions are as following aspects: 1) Two factors 
related with the top electrode size are proposed to explain 
the relationship between the top electrode size and the 
properties of the transducer; 2) Analysis on an Al-AlN-Al 
structure on Si wafers with different electrode sizes are 
performed and the results present the effectiveness and the 
validity of the proposed factors; 3) Electrical impedance 
matching experiments are conducted to improve the 
properties of transducers with different electrode sizes, and 
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it turns out that the resolution and sensitivity have been 
improved by electrical impedance matching. 
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Abstract—For an increasing number of application (energy
production, car industry, space, etc.), hydrogen represents a
solution of the future as it is the most common body in the
Universe (and therefore on Earth). However, due to its unstable
properties, a particular care must be dedicated to control possible
gaseous leaks close to tanks and facilities using this resource.
In this paper, surface acoustic wave sensors are proposed for
detecting gaseous hydrogen in standard environmental conditions
(atmospheric pressure and room temperature). The proposed
SAW sensors consists in two Rayleigh-wave delay lines built on
Quartz, one equipped with a Palladium overlay and the other
exhibiting a free path between the two interdigitated transducers.
A specific gas test cell has been developed to test various sensor
configurations submitted to hydrogen-composed atmospheres. A
particular care was paid to avoid hydrogen leakage in the
working environment and to perform the regeneration of the
gas absorbing layer. The developed device allows for identifying
different concentrations of hydrogen (in the 1-4% range) diluted
in N2 and is also able to detect H2 in current atmosphere. SAW
devices exploiting hydrogen absorption capabilities of palladium
thin films have been here used to make the detection and the
identification of hydrogen concentrations in the 1-4% range
and the influence of outer parameters such as temperature
and relative humidity variations on the sensor operation is also
reported.

Index Terms—gas sensors; hydrogen; Palladium; SAW device;
Rayleigh waves.

I. INTRODUCTION

The raising shortage of fossil energy resources added to
the increasing concern towards environmental issues have led
to consider hydrogen as one of the most promising energy
resource. This odorless and colorless gas being highly ex-
plosive over 4% concentration in air, the availability of a
fast and accurate detection system close to storing facili-
ties and equipping hydrogen-operated machines is mandatory
for obvious security reasons. Such a system must exhibit
a significant selectivity as it must detect the presence of
gaseous hydrogen in air with concentrations smaller than the
above-mentioned critical limit at standard conditions (room
temperature and atmospheric pressure) as well as in harsher
environment (very low or significantly high temperature).
Although some solutions have been proposed [1] [2] [3]

[4] [5] [6] [7]. The current availability of such a detection
system meeting modern specifications of hydrogen use and
storage is still questionable. The mains improvements for such
sensors are their sensitivity, their selectivity and their reliability
together with sensor size, cost reduction, energetic needs and
response time [8]. Many methods of detection of hydrogen
and a comprehensive review can be found in the literature
[9], providing a substantial material base to try and address
the above challenges. Among the possibilities, SAW (Surface
Acoustic Wave) sensors have been widely studied in the last
decades because of their attractive capabilities. Indeed, SAW
devices exhibit high sensitivity to surface perturbation since
the quasi totality of the energy propagates in a region that
thickness is a few times the wavelength of the propagating
acoustic wave. It is also a mature technology, SAW device
do exhibit limited size (less than 1 cm²) and they allow for
wireless use [10]. Initial works were made by D’Amico et
al. [11] using the properties of palladium layer to trap the
targeted gas. Since this pioneer work, innovations concerning
the selectivity and stability of sensitive layers versus external
parameter have been proposed to improve hydrogen detection
using SAW devices [12] [13] [14] [15] [16] [17] [18] [19]. In
this paper, a SAW sensor is proposed for detecting gaseous
hydrogen in standard environmental conditions (atmospheric
pressure and room temperature). The proposed SAW sensor
consists in two Rayleigh-wave delay lines built on Quartz,
one equipped with a Palladium (Pd) overlay and the other
exhibiting a free path between the two interdigitated trans-
ducers (IDTs) used to excite and detect the acoustic wave.
These IDTs are built using aluminum electrodes, as this metal
is known to be inert versus gaseous hydrogen. An innovative
aspect of the proposed sensing system consist in the open-
loop strategy for phase changes monitoring [20]. Moreover,
delay lines are monitored in parallel using a synchronous
detection approach that provides high frequency measurement
resolution and that permits a systematic characterization of the
device before operated. Along this approach, the impact of
changes of intrinsic properties of the devices such as working
frequency drift with aging can be minimized. These sensors
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Fig. 1. Scheme of a SAW delay line using Rayleigh surface acoustic wave
at 78MHz.

have been tested in a specific gas cell developed to experiment
with various sensor configurations submitted to hydrogen-
composed atmospheres. A particular care has been dedicated
to avoid hydrogen leakage in the working environment and
to promote the gas absorbing layer regeneration. The devel-
oped device allows for identifying different concentrations
of hydrogen diluted in N2 and is also able to detect H2 in
current atmosphere. The first section of the paper presents
the SAW sensor as well as the exploited monitoring system.
Experimental validation of H2 detection then is reported,
with a description of the chemical test bench and detection
results for various H2 concentrations. An analysis of the
influence of H2 adsorption on SAW propagation is proposed
to provide routes for the proposed device optimization. In
the same purpose, the last section of the article is devoted
to characterizing the influence of external parameters such
as temperature and relative humidity variations on the sensor
operation, yielding conclusive discussions.

II. SAW SENSOR AND ASSOCIATED MONITORING SYSTEM

Selective detection of hydrogen at room temperature and
pressure have been achieved using SAW delay lines exploiting
Rayleigh waves on AT-cut Quartz, as the corresponding first
order temperature coefficient of frequency (TCF) is close to
zero, yielding frequency-temperature compensation for the
above-mentioned operating conditions. The sensor structure
correspond to a differential set-up in, which a sensitive track
is achieved by depositing a Pd layer in between two IDTs
whereas the reference track surface is left free to detect non-
specific gas/surface interaction. Along this approach, one can
significantly increase the sensitivity of the device and its
robustness to correlated perturbations (temperature, vibration,
non-specific adsorption). The configuration of both generation
and detection IDTs used for the sensor consist in 50 fingers
pairs with a grating period of 10 µm and a center-to-center
spacing of 5mm (the reactive surface). The wavelength is
40µm, yielding a frequency operation in the vicinity of 78MHz
as the wave velocity approaches 3100m.s−1. The Pd film
was deposited by thermal evaporation on a single run and
shaped by a lift-off technique. Its length along the propagation
path was 3mm and its thickness equal to 300nm. The device
configuration is shown on Fig. 1.

Using a network analyzer, the transfer function of the device
can be easily determine and hence the phase shift induced by

Fig. 2. Phase shift measurement principle using a dedicated instrumentation.

gas absorption has been first monitored that way. However,
the use of a dedicated electronics has been experienced and
delivers similar information [20]. This system actually oper-
ates as a network analyzer to detect the optimal operation
condition (zero phase at maximum bandpass amplitude) and
then tracks the phase shift in a phase-locked-loop protocol
to keep the excitation frequency meeting the above condition.
The sensitivity of the set-up allows for some tens mill-degrees
resolution and is easily transportable. The response of the bare
device and the functionalized one are respectively measured.
This configuration has been used so as to make a systematic
characterization of each new device used for H2 detection.
Fig. 2 illustrates the way the phase shift measurement is
achieved.

Fig. 3. Detection of hydrogen at high concentration in air.

A. Detection of hydrogen at room temperature and atmo-
spheric pressure.

Hydrogen detection in the percent order have been achieved
at room conditions. Figs. 3 and 4 present experimental results
when using either nitrogen or air as carrier gas. As it can be
observed in Fig. 4, the detection of about 95%vol of hydrogen
in air at 35% RH and 20°C can be achieved with a response
delay of about 20 seconds considering that the determination
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Fig. 4. Detection of hydrogen in the range 4% to 1%vol in N2.

of the H2 concentration in the melting gas is derived from
the phase shift velocity during the exposure and not from
the steady state. It is notable that this value depends on a
large part on the performance of the hydrogen generation
setup. Therefore, the intrinsic response delay of the device
is expected to be shorter. Fig. 3 shows that the device allows
for identifying different concentrations of hydrogen diluted in
a nitrogen flow of 100sccm.

III. ANALYSIS OF HYDROGEN ABSORPTION ON PD FILMS
AND ITS INFLUENCE ON SAW PROPAGATION.

Absorption of hydrogen into Pd layer induce modifications
on the SAW propagation conditions. The effective physical
characteristics of the wave then varies with the amount of
absorbed H2 (especially its phase velocity). It has been shown
[21] that the two main parameters that influence the phase
velocity change of elastic waves are mass- and elastic-loading
as it can be seen on the equation bellow [21]. Since only
devices using quartz substrates have been used here, changes in
electrodes conductivity is not consider as possible origin of the
observed phase velocity drift and therefore will not be taken
in account. Electromechanical coupling of Rayleigh waves
on Quartz substrates is actually smaller enough to consider
conductivity changes negligible.

∆ν
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=

(
πh

2λ

)[
−∆ρ̂

ρ̂
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x +A2
y +A2

z)ρ̂ν2
0} mass-loading term
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{(4A2
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) − 1
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(

4A2
z

Ĉ2
44

Ĉ11

) elastic-loading term

In case of H2 adsorption on Pd layer that thickness is h
traversed by a SAW that wavelength is λ, the mass density ρ̂

and the elastic constants Ĉ11 are both decrease, whereas the
Ĉ44 constant increases. The values of normalized mechanical
displacement Ai for palladium are reported in [22] and [23].
Numerical calculations of hydrogen absorption in Pd layers
[21] predict an increase of Ĉ44 elastic constant, yielding
an increase of the phase velocity of the Rayleigh wave
propagating under such an overlay. These calculations are in
agreement with the experimental observations presented here.

IV. THE INFLUENCE OF HUMIDITY AND TEMPERATURE ON
HYDROGEN DETECTION.

As SAW devices are known to suffer from interference
due to humidity and temperature, the influence of these
parameters on the sensor operation have been investigated
and are exposed here. The observations reported in this
section are expected to provide information allowing for the
improvement of the differential acquisition setup. One can
see in Fig. 5 that an increase of the relative humidity (RH) of
the injected gas causes a mass-loading effect that results in
a decrease of the measured phase of the delay line. Indeed,
the adsorption of condensated water onto the surface of the
device leads to a raise of the mass at the surface of the device
(mass loading) leading to the decrease of the phase velocity
experimentally observed. Fig. 6 evidences the impact of
temperature variations on the capability of the SAW sensor to
detect hydrogen at atmospheric pressure. Temperature changes
lead to a shift down of the delay line synchronicity frequency
characterized by a sensitivity of −219.10−3°.°C−1. That
phase decrease totally compensates the phase shift toward
the high frequency observed when detecting hydrogen in
absence of any temperature changes. It appears that the delay
line used as a reference do not undergoes any phase shift
when exposed to heated gas since the device is temperature
compensated. However, the TCF of the Pd detection channel
notably changes as the Pd overlay tends to lower the 1st
order TCF. This behavior currently represents an obstacle
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Fig. 5. Influence of humidity on the detection of hydrogen at constant room temperature (19.3±0.1°C).

Fig. 6. Influence of temperature on the detection of hydrogen (RH in the 3-8% range).
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to accurate hydrogen detection but can be avoided by the
use of an appropriate reference (covered by a layer inert to
hydrogen which induces the same TCF change as experienced
here for the detection channel). Simulations are engaged to
provide the information needed for the development of such
a device. As one can see on the second part of the graph,
the detection of H2 at 2%vol in N2 is still clearly possible
considering a stable operation temperature at room conditions.

V. CONCLUSION AND FUTURE WORK

In this paper, a differential SAW sensor based on Rayleigh
wave on quartz has been developed and successfully tested.
The sensor consist of two adjacent delay lines, one being used
as a reference and the second one being functionalized with a
Pd overlay, a metal known to be affected by gaseous hydrogen.
The observation of specific phase shifts on the sensitive track
compared to reference in presence of gaseous hydrogen using
different gas carrier did assess the operation of the sensor. The
use of the Pd overlay actually allows to segregate the nature of
the gas inserted in the reaction cell and provides quantitative
information about its composition. The impact of temperature
and humidity on the sensor operation also were analyzed.
Although the differential nature of the sensor is expected to
reject such interferences, it appears necessary to control this
parameters at very minimum. Concerning the analysis of the
sensor operation itself, some work still has to be carried out
even if strong convictions arise from the experiment that the
main change is related to the elastic properties of the Pd film
due to hydrogen absorption. The crystalline structure of the
film having an effective influence on the way hydrogen interact
with the metallic film, it still has to be determined in order
to improve simulation accuracy of the leverage of hydrogen
absorption on the SAW device response. In this optic, further
work will consist in the elaboration and characterization of pal-
ladium layers with different crystalline structures. Simulation
of SAW device exhibiting different sensing layers will also be
carried out in order to validate the experimental observations
and to predict the structure of the delay-line to use in order to
improve the differential acquisition setup. These investigations
are expected to enhance the performance of our sensor in terms
of sensitivity and selectivity toward outer parameters such as
temperature and humidity.
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Abstract—Low power consumption and reliability are two
important properties in the wireless sensor network area. The
approach presented here to improve these aspects is to use a
rule-based middleware enforcing a coordination protocol on top
of the communication protocols imposed by the different wireless
sensor networks. In addition, we move the callee side of this
protocol from the gateway to the sensors/actuators in order to
make them able to directly respond to this protocol.
The high-level coordination protocol brings on the one hand the
control from the application side the activities (sleep/awake) of
the sensors and on the other hand the transactional processing
of operations involving a group of sensors / actuators. This has
a positive impact on the consumption and on the reliability.

Keywords-Coordination Middleware; Smart Sensor; Transac-
tion; Power Consumption.

I. INTRODUCTION

A Wireless sensor network (WSN) is a set of sensors or
actuators connected together through a wireless connection.
WSNs are nowadays commonly used in various domains be-
cause the absence of wire helps the deployment and decreases
the installation cost.

The main components of a sensor/actuator are some sensing
or acting units, a micro-controller, a transceiver and a power
unit.

Basic objectives of sensor networks were accuracy, flex-
ibility, cost effectiveness and ease of deployment. As these
properties are now taken for granter, low power consumption
and reliability are the next steps to consider.

The paper presents our approach to improve these aspects
through a rule-based middleware [1] enforcing a coordination
protocol on top of the communication protocols imposed by
the different WSN. The high-level coordination protocol brings
on the one hand the control from the application side the
activities (sleep/awake) of the sensors and on the other hand
the transactional processing of operations involving a group
of sensors / actuators.

The paper is organised as follows. Section II introduces the
problem to solve. We describe in Section III our approach
based on the high level coordination protocol enforced by
our middleware and the design of smart sensors able to react
smartly to this protocol. Section IV presents the hardware we
considered. In Section V we exemplify our approach both for
power consumption and reliability. We conclude in Section VI.

II. PROBLEM TO SOLVE

The usual way actuator/sensor wireless networks are de-
signed does not help to solve the two problems of reliability
and power consumption as described here after.

A. Reliability

Most of the time the wireless communication policy in
WSNs is only best effort. In addition, sensors are battery pow-
ered for autonomy reasons and they may stop their activities or
decrease the wireless signal strength just because the battery
is partially or totally discharged. Thus, there is no guaranty
that a sent message is eventually received.

A traditional way to enforce reliability in an asynchronous
system in presence of failures is to embed the operations
involving the sensors/actuators within transactions [2]. For
instance, we consider to open a windows (actuator) and to
store this information in a database responsible for keeping the
state of the system. If this is not embedded in a transaction, it
may happen that the change in the database is done while the
actuator is not reachable or on the contrary that the window is
opened but the database is locked for some external reasons.
As a transaction unrolls a two-phase commit (2PC) protocol if
an actuator is not reachable in the first phase (i.e. reservation)
then the transaction is aborted preventing the database update.

Obviously, this makes sense only if the transaction protocol
really involves the actuator and not only the gateway otherwise
a failure may happen in between the gateway and the actuator
after the commit of the transaction.

We propose to implement smart sensors/actuators that di-
rectly provide the required transactional capabilities.

B. Power consumption

Power consumption is the sum of the powers consumed for
sensing and computing activities plus the power used for the
delivery of information through the radio. In general, both of
these parts can be slept when they are not used. However,
the main issue is precisely to define when they are not used.
Indeed, we can distinguish two categories of sensors. The
first one, based on an alarm (e.g. presence detector) can be
easily slept until something external happens. On the contrary,
the second type (e.g. temperature sensor) regularly emits the
information without any idea if it is useful or not for the
application. Among the improvements proposed, we may find
systems that offer configuration facilities allowing the user to
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define the delay between two emissions. It is also possible to
avoid to emit the information if it did not change or if the
change is inside a given interval that can be configured [3].
However, even if these efforts are noticeable it is far to be
optimal because in general the user has little information to
efficiently configure the sensors in advance since most of the
knowledge appears during the execution of the application

Part of the solution is to let the initiative of the application
to interrogate the sensors (pull mode) rather than trying to
optimise its emission rate (push mode).

C. Our approach

Our approach is based on the combination of a rule-
based middleware which coordinates the actions of a group
of software components through a high level protocol. This
protocol, thanks to a limited yet effective set of primitives
allows on the one hand to control the interrogation of the
sensors from the application side and on the other hand to
embed a set of operations on sensors, actuators and software
components within transactions.

In addition, we have designed sensors/actuators aware of
this protocol and then able to behave like first class com-
ponents of our middleware. In other words, we replaced
the classical approach where the sensors are accessed via a
gateway with no control on what is actually done beyond the
gateway to an architecture unrolling our protocol until the
physical devices. The transport layer of the sensor network
is in this case a vehicle for our coordination protocol.

The usage of this protocol together with sensors aware of
this protocol propose a response to the both mentioned issues:
power consumption and reliability.

We describe in the next sections the middleware and its
protocol and the global design of our sensors/actuators both
at the software and hardware levels.

III. ARCHITECTURE APPROACH: SOFTWARE

A. Coordination Middleware

The middleware provides a uniform abstraction layer that
eases the integration and coordination of the different compo-
nents (software and hardware) involved in WSNs. It relies on
the Associated memory paradigm implemented in our case as a
distributed set of bags containing resources (tuples). Following
Linda [4] approach the bags are accessed through the three
following operations:

• rd() which takes as parameter a partially instantiated
tuple and returns a fully instantiated tuple from the bag
whose fields match to the input pattern;

• put() which takes as parameter a fully instantiated tuple
and insert it in the bag;

• get() which takes as parameter a fully instantiated
tuple, verifies its presence in the bag and consumes it
in an atomic way.

The bag abstraction can encapsulate real tuple spaces but
also databases, services, event systems, sensors and actuators.
From the sensor point-of-view, a couple of bags map a set
of sensors and contains the resources corresponding to basic

information: e.g. tuples (sensorid, value, timestamp) or (sen-
sorid, type) allows to model all the data and metadata required
to manipulate sensors through the rd() or the get() opera-
tions. For the actuators, the put() operation is used to intro-
duce tuples under the form (actuatorid, function,
parameter1, parameter2). Once inserted, the bag can
actually trigger the correct action on the physical actuator with
the appropriate parameters.

The tree operations rd(), get() and put() are used
by the Production rules [5] to express the way these resources
are manipulated in the classical pre-condition and performance
phases. The rules are enacted by dedicated components called
coordinators.

Precondition phase: It relies on a sequence of rd() opera-
tions to find and detect the presence of resources in several
bags. This can be be sensed values, result of service calls or
states stored in tuplespaces or databases.

The particularity of the precondition phase is that:
• the result of a rd() operation can be used to define some

fields of the subsequent rd() operation
• a rd() is blocked until a resource corresponding to the

pattern is available
• a rd() operation at the right hand side of a blocked
rd() is not active and will invoke its bags only when
the previous rd() receives a response.

This mechanism will be used to access the sensors only when
it is required by the application.

1) Performance phase: It combines the three opera-
tions rd(), get() and put() to respectively verify that
some resources found in the precondition phase are still
present, consume some resources and insert new resources.
In this phase, the operations are embedded in distributed
transactions. This particularity ensures several properties that
go beyond traditional production rules. In particular it ensures
that

• we can verify that the important conditions responsible
for firing the rule (precondition) are still valid in the
performance phase.

• the different involved bags are effectively all accessible.
These properties can improve reliability provided that the
sensors are aware of the coordination protocol.

B. Protocol aware sensor

In order to make the sensors/actuators capable to under-
stand the coordination protocol we need to implement at the
sensor level the different operations that will be invoked during
the enactment of the rules. In addition, we need to implement
stubs that encapsulate the communication layer in order to
provide to the coordinator the way to invoke transparently the
remote bags.

Stub: We briefly describe how the stub mechanism is used
in our middleware in figure 1. When the coordinator needs to
access a given bag, it asks the nameserver in order to obtain
the stub that will be used to invoke the rd(), get() and
put() operations.
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Fig. 1. stub

The name server stores the information related to the stubs
as resources of one of its bag called Stubs. A stub is
inserted by each bag in the name server at starting time. Once
obtained by the coordinator the latter just calls the appropriate
primitives via the stub and has no idea about the way they are
implemented. This means that the transport layer is completely
hidden at this level. A corresponding skeleton able to receive
and decode the requests coming through the stub is present at
each bag.

A stub allows to invoke two distinct rd() operations:
one for the precondition phase that may block when no
corresponding resource is currently available and one for the
performance phase which is decomposed into a pre_rd()
and commit_rd() or abort_rd() according to the 2PC
used to enforce the transaction. The get() and put()
operations are also decomposed for the same reasons.

Another point concerns the management of the wake up of
the sensor since we consider that the sensor is in sleep mode
by default, and wakes up before calling a primitives of the
protocol. Then a signal, whose role is to wake up the sensor,
is sent to it before any request. Moreover, we consider that
the sensor returns in sleep more right after the termination of
the rd() and the commit_*() or abort_*(). Different
type of signals are discussed further.

Skeleton: at the sensor side: We consider now, the treatment
to be done at the micro-controller side for operation of the
precondition and performance phases.

The only operation required in the precondition phase is the
rd() operation. It has the following behaviours.

If a resource is available (i.e. a value may be read and
returned immediately) then the read is non-blocking. This
corresponds to sensors like temperature or humidity measuring
most of the time a physical value. The resource based on the

sensed value is directly returned to the stub call and nothing
else has to be done.

If a resource is not available then the read needs to be
blocked until a resource becomes available. This corresponds
to sensors like presence sensor or threshold detector that are
bind to an alarm. As it would not be efficient on a power
consumption point of view to let the sensor alive just to block
the rd() operation, we implement it in a different way. The
value returned to the rd() warns the calling stub that nothing
is currently available and that the sensor will take the initiative
to send the resource when it becomes available. At the stub
level, we just block. When the sensor receives the alarm (e.g.
detection of a presence), which wakes it up, the resource is
returned to the stub along with an identifier which allows the
stub to retrieve to which rd() it corresponds. The resource
remains stored locally in RAM at the sensor level for the
performance phase. The sensor can return in sleep mode and
the stub can end the process corresponding to this rd().

For the performance phase, during the pre_*() opera-
tions, the sensor has to store intermediate informations that
will be used during the commit_*() or abort_*() oper-
ations: i.e. the considered resource passed as parameter.

For the pre_rd() and pre_get() the concerned re-
source, if available, is locked to prevent any other pre_*()
operation coming from other transactions to be accepted. If the
resource may be locked, ok is returned and the lock status is
locally stored. Otherwise notok is returned.

For the pre_put() we need to verify that the operation
is possible. We can verify for instance that the actuator can
be manipulated. Accordingly, ok or notok is returned.

If a commit_*() is invoked then the considered opera-
tion is effectively done: nothing for a commit_rd(), the
destruction of the resource for a commit_get() and the
action associated to the actuator parametrised according to
the resource for a commit_put() If an abort_*() is
received then nothing is done. In all cases, the intermediate
informations (locks, ...) are cleaned.

C. Model of a sensor/actuator network object

To define a prototype object that encapsulates a sen-
sor/actuator network we can consider the following set of bags
required for its management.

For the sensors part we have the following bags.
• Sensors: stores the sensor id and the value read
• TimeStamp: stores the id and last reading time
• Log: stores the id and reading time
• Type: stores the id and its type (i.e.: temperature, ...)
For the actuators part we have specific bags for the different

types of actuators. These bags implement for the put()
method the actual action to be realized to act on the physical
actuator.

With a classical approach, this object is located at the
gateway level as shown on Figure 2 with the first object.

With a smart sensor approach, we have decomposed the set
of bags in order to let some of the bags at the gateway level
and to move the others at the micro-controller side.
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Fig. 2. Sensor network object: the smart sensor approach

Sensors and TimeStamp bags which contain respec-
tively the value associated to a sensor and the timestamp
corresponding to the last sensed value are implemented on
the micro-controller side. All the other bags are implemented
at the gateway side. The main reason is these bags contain
information that either records the sensed value or store some
status updated very sparsely. Thus, in order to save memory
space and power-on time on smart sensor we keep these bags
on the gateway level and we implement the bags which makes
sense at the micro-controller side. For instance, if we need to
access the log of the successive values read by a temperature
sensor, it is not required to ask the micro-controller itself, this
can be done at the gateway level. On the contrary, the current
temperature needs to be asked to the micro-controller.

For an actuator, we implement the bag which is responsible
for the real action on the environment on the micro-controller
side since we want to ensure the transactional property. Some
verifications are done during the pre_put() operation. For
instance we can verify that the rotation we would like to do
on a motor is possible without damage. We could also verify
that the command is sensible: to ask to close a window that
is already close is typically something that is not normal. We
can also verify that the actuator is physically able to do the
requested command or that the remaining energy is enough to
perform the action. In case of trouble, a notok is returned.

IV. ARCHITECTURE APPROACH: HARDWARE

We present in this section the hardware details correspond-
ing to the different smart sensors we implemented.

A. The platforms

We have considered three embedded platforms to exper-
iment different levels of performance at the microcontroler
level and different communication standards: OpenPicus Fly-
port (Wifi-802.11) [6], Atmel SAM3N-EK (802.15.4) [7] and
Arduino Pro 3.3V (802.15.4) [8]. These three architectures are
widely used for their low power and low cost characteristics.
They all three offer easy-to-use development environments
avoiding most of cross-compilation problems and micro-
controller driver development part.

OpenPicus Flyport (Wi-Fi): This platform is based on a
Microchip MRF24WB0MA/RM Wi-Fi chip and a Microchip
PIC 24F 16bits processor.

The board embeds a small web-server, running on top
of FreeRTOS operating system. This web server allows to
encapsulate remote function call through simple URLs over
HTTP protocol with a mechanism closed to cgi-scripts.

This is very similar to what is done in our middleware for
the default transport layer within the stub. This allowed us a
straight forward implementation of the smart sensor. This is
the main reason for the choice of this board.

For the integration of physical sensors/actuators, the board
offers eighteen digital I/Os and four analog inputs. Digital pins
can be mapped between one I2C, one SPI, four UARTs and
nine PWMs. Three different external interrupts can wake up
the Flyport from standby mode.

The associated communication link is a classical Wi-Fi
which allow a very easy integration in existing installation
with a range that may cover the entire floor of a building.

Atmel SAM3 (802.15.4): We have used a SAM3N-EK
board that was available in our laboratory with a Cortex-M3
32bits based micro-controller. This board offered a convenient
experimentation framework and as the Atmel environment
allows, with a same API, to target every ARM and AVR micro-
controller belonging the Atmel family the solution is quite
generic. This is the reason why we used this platform. The
ARM Cortex-M3 core is used by many constructors, including
ST Microelectronic, Atmel and Texas Instrument, to build low
power but still powerful chips.

The board offers 64 I/Os including PWMs, I2Cs, SPIs,
UARTs and ADCs. Some I/Os are connected at on-board
LCD, buzzer, SD card host, user switch, RS232 connector or
touch sensors. Sixteen different external interrupts can wake
up SAM3N-EK from standby mode.

We use for the communication Digi-XBee series one mod-
ules [9], which provides IEEE 802.15.4 wireless networking
protocol. A module is connected to the board via one UART
and an other is plugged on the gateway via an FTDI breakout
board. We use them in peer-to-peer mode. The data rate is
250Kbit/s on the 2.4GHz RF band. The maximum frame
length is one hundred bytes. This is less than the Wi-Fi
solution but with an adhoc encoding it is efficient enough to
allow serialized procedure calls to hold into a single frame.

Arduino (802.15.4): The Arduino board we used is based on
Atmel AVR 8bits architectures. It is open source and supported
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by a large community. This is the reason that conducted us to
use this board.

We chose the Pro 3.3V version due to the reduced on-board
electronics and a working voltage that corresponds directly
to XBee modules we use for the communication. The XBee
module is connected to the micro-controller via the UART
interface like for the Atmel board.

The board offers fourteen digital I/Os and six analog inputs.
Digital pins support one UART, six PWMs and one SPI.
Analogue pin could also be used for adding one I2C interface.
Two different external interrupts can wake up Arduino from
standby mode.

B. Power consideration

Boards: Power consumption of considered micro-
controllers are under 10µA at 3.3V in standby-mode, while
it is at least 5mA in run mode. However, in the case of the
SAM3-EK Atmel board, the complete board is a development
board for which at least one electronic device was not
designed for low power usage. Thus, we did not considered
this board for the power consumption experiment. On the
contrary, openPicus Flyport and Arduino Pro 3.3V boards
are designed for low power, in particular in standby-mode.
The respective consumption measured with a full charge
lithium-ion battery (4.1V ) with wireless unit in the same
state than the micro-controller are summarized in Table 1.

Micro-controller+wireless standby run mode
Arduino + Xbee 206µA 57.1mA

OpenPicus Flyport + Wifi 97µA 127.5mA

Table 1: consumption of the full board.

Wireless communication unit: XBee (802.15.4) and Wifi
(802.11) have been considered: They both offer power down
mode to control their power state from the micro-controller.
Respective consumptions are in Table 2

Wireless module standby communication
Xbee 10µA 50mA
Wifi 0.1µA 120mA

Table 2: consumption of the wireless communication unit

The first is more expensive in standby mode but can be
integrated to a larger number of micro-controllers. The second
is more expensive in communication mode but it handles a
bigger amount of data with a higher communication range.

Radio control: Primitives radio wake up and radio
go sleep are called during the board power down and
power up procedures. In this way, when micro-controllers
are in run mode, the wireless communication link is available.
We could have used smarter radio power control but since we
are considering that the board should be sleeping most of the
time we did not go further in this direction.

Sleep mode and wake up events: As in sleeping mode, the
consumption is divided by at least one hundred, our approach
is to force the sensor to be in sleeping mode almost all the
time. It is wake up on demand either because the coordinator

send a signal before invoking the appropriate primitive or
because an alarm is triggered by a physical sensor linked to
the board. Both events raise a different interrupt received by
the micro-controller and thus they are treated accordingly in
order to execute the appropriate code (See Section III-B).

Wake up signal: For the wake up signal sent by the
coordinator (gateway side) we envisaged different solutions
that could be used. The first is based on a simple modulated
IR signal that can be used if the gateway is in the same location
than the sensor. The second is based on a less expensive
wireless signal [10] (e.g. 433Mhz) that can be used to this
purpose. Finally, the third may consider the new passive RFID
technology working in a range of 15 meters. This problem is
open and still under investigation and in our first experiment
we only used the IR solution.

V. EXAMPLES

First example: consumption aspect

We consider a simple application where we collect external
temperature in order to control the heating system according to
the variation of the temperature and the speed of this variation.
Then, we have an algorithm that defines according to a window
of sensed temperatures the most appropriate time to make the
next set of measures. Basically, if the temperature does not
change a lot we increase the delay between two measures and
we decrease it if the variation increase. It is impossible to
compute in advance the time when the measurement need to
be done.

The classical way is to ask the sensors to send the in-
formation each δ(t) and to sleep the rest of the time. With
δ(t) = 5mn, we have 24∗12 measures sent by each sensor to
the gateway per day. Most of them will not be used at all and
for some of them we have inaccuracy due to the acquisition
rate that does not match exactly the algorithm.

If we use a rule triggering the interrogation of the sensors
upon the insertion of a resource by the algorithm, we first
remove the inaccuracy and second we can decrease the activity
of the sensors to the exact required number of measures. We
consider that the number of really useful measures is only 50
per day. The ratio is 0.17 (5 times less).

The average power consumption PC is given by

PC = R ∗ CRunMode + (1−R) ∗ CStandbyMode (1)

with R the run time ratio R = RunTime
TotalT ime

We have measured that a run period (wake-up, send, sleep)
takes 0.04 seconds for the Arduino and 1 second for the
Flyport. It gives the following ratio for classical (C) and smart
sensor (S) implementations.

RC =
24 ∗ 12 ∗ 1
24 ∗ 60 ∗ 60

= 0, 333%

RS =
50 ∗ 1

24 ∗ 60 ∗ 60
= 0, 058%

Reported to equation (1) we obtain with the figures of Table 1
for the Flyport board the both implementations.
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CC = 33310−5 ∗ 127.5+ (1− 333.10−5) ∗ 0.091 = 0.516mA
CS = 57.810−5 ∗ 127 + (1− 57.8.10−5) ∗ 0.091 = 0.165mA

and for the Arduino

RC =
24 ∗ 12 ∗ 0.04
24 ∗ 60 ∗ 60

= 0, 0133%

RS =
50 ∗ 0.04

24 ∗ 60 ∗ 60
= 0, 00231%

CC = 13310−6 ∗ 57.1 + (1− 13310−6) ∗ 0.206 = 0.2135mA
CS = 23.110−6 ∗ 57.1+ (1− 23.110−6) ∗ 0.206 = 0.2073mA

If we consider a battery capacity Cap, the following formulae
gives the saved time in hour.

H =
Cap

CS
− Cap

CC
(2)

With a capacity Cap = 1300mAh for the battery we save
H = 7892−2521 = 5371 hours i.e. 244 days for the Flyport
and H = 6270 − 6087 = 183 hours i.e. 8 days for the
Arduino. The battery allowing respectively 328 days for the
Flyport and 261 days for the Arduino.

Micro-controller+wireless Classical Smart Gain
Arduino + Xbee 253 days 261 days 3%

OpenPicus Flyport + Wifi 105 days 328 days 68%

Table 3: Battery autonomy for both approach.

The interesting result is that solving the power consumption
issue only acting on the consumption of the wireless commu-
nication unit is probably not the unique research direction.
Indeed, with the classical approach the Arduino is far better
thanks to its very low consumption when running while with
the smart sensor approach the Flyport is far better the Arduino
thanks to its very low consumption in standby. This means that
using a simpler to deploy communication protocol (i.e. Wifi)
is affordable if used in a smarter way.

Second example: transactional aspect

We consider a mobile robot equipped with a pan-tilt camera
that follows a moving object. We have an external software
component that computes from captured images the next
positions of the robot and the camera in order to have the
object centred. New positions are inserted in the respective
bags as parameters of the motors controlling the pan, the tilt
and the robot.

We have different competing rules moving the robot and the
camera. They use a common ticket resource which ensures
that only one of them will be performed. This means that
we can have the object centred by moving the robot or by
moving the camera. If the rule moving the camera is aborted
because for instance the requested move for the pan cannot
be physically done. Then, the rule moving the robot can be
triggered to compensate the default of the camera. On the
contrary, if the robot is blocked and thus cannot move, the
rule controlling the camera may be considered. The possibility
to propose alternative treatments to solve a problem that can
take into account physical limitation of an actuator is provided
almost for free at the middleware level.

VI. CONCLUSION

We have presented an approach to improve power con-
sumption and reliability in the wireless sensor network area.
This approach is based on a high level rule-based middleware
that coordinates the operations involving the sensors and
actuators. This offers the possibility to activate the sensors
with a signal (external to the communication) when they
are really needed and thus let them most of the time in
standby mode to reduce power consumption. In addition the
coordination protocol allows to embed actions on sensors
and actuators within transactions to improve reliability. We
have implemented three different smart sensor boards able
to understand the coordination protocol of our rule based
middleware.

Finally our contribution has been illustrated from a power
consumption and reliability improvement point of view with
two basic examples that show the possibilities offered by our
approach.
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