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SENSORDEVICES 2024

Forward

The Fifteenth International Conference on Sensor Device Technologies and Applications
(SENSORDEVICES 2024), held on on November 3-7, 2024, continued a series of events focusing on
sensor devices themselves, the technology-capturing style of sensors, special technologies, signal
control and interfaces, and particularly sensors-oriented applications. The evolution of the nano-and
microtechnologies, nanomaterials, and the new business services make the sensor device industry and
research on sensor-themselves very challenging.

Most of the sensor-oriented research and industry initiatives are focusing on sensor networks, data
security, exchange protocols, energy optimization, and features related to intermittent connections.
Recently, the concept of Internet-of-things gathers attention, especially when integrating IPv4 and IIPv6
networks. We welcomed technical papers presenting research and practical results, position papers
addressing the pros and cons of specific proposals, such as those being discussed in the standard fora or
in industry consortia, survey papers addressing the key problems and solutions on any of the above
topics short papers on work in progress, and panel proposals.

We take here the opportunity to warmly thank all the members of the SENSORDEVICES 2024
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and effort to contribute to SENSORDEVICES 2024. We
truly believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

We also thank the members of the SENSORDEVICES 2024 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that SENSORDEVICES 2024 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the area of sensor
devices technologies and applications. We also hope that Nice provided a pleasant environment during
the conference and everyone saved some time to enjoy the historic charm of the city.
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Abstract—Spatially distributed annealing shows a new way of 

microwires tuning for sensors application. In this paper, we 

are dealing with a new, original annealing treatment. Our 

solution is related to the fact that, after the annealing, the 

distribution of magnetic properties is preserved. A gradient of 

internal stresses, ranging from tension to compression, was 

present across the sample’s cross section, with the stress 

gradient smoothly varying along its length. Magnetic and 

magneto‐optical studies revealed a transformation in both the 

magnetization reversal process and the domain structure as the 

measurement location shifted along the sample. 

Keywords- soft magnetic materials; amorphous magnetic 

microwires; magnetic domains; magneto‐optic Kerr effect; 

magnetic anisotropy. 

I.  INTRODUCTION 

Regarding the motivation of the presented research, there 
were recent studies on stress annealing on magnetic structure 
and Giant Magneto-Impedance effect (GMI) as well as 
Matteucci effects in bent microwires [1].  

Our research can be considered within the framework of 
the idea of studying magnetic properties distributed along the 
length of a long sample. In addition to the distribution that 
was caused by annealing at temperatures distributed along 
the length of the microwire [2], we are now expanding this 
direction by adding external influences, such as distributed 
bending stress, along the length of the microwire, including 
the spiral bending. The main feature of this type of research 
is the smooth transition of magnetic properties along the 
sample, which provides great opportunities for analyzing the 
physical processes occurring in the sample. The original idea 
implemented in the presented study is that, after bending 
annealing and subsequent straightening of the sample, the 
induced magnetic properties are retained in the microwire. 

II. EXPERIMENTAL TECHNIQUES 

      After the manufacture, the samples were bent and 
annealed in the bent state (Tann = 300 °C (45 min)) (Figure 
1). The hysteresis loops were obtained using the fluxmetric 
method, previously used for characterization of 
magnetically soft microwires. A thin (about 8 mm in 
diameter) 12 cm long solenoid creates a rather uniform axial  

 
Figure 1.  Schematic picture of the samples preparation for the measuring 

magnetic field in the region where a sample of 10 cm long is 
inserted. The fluxmetric method allows the measurement of 
hysteresis loops up to H=3 kA/m. A short (2 mm long) pick-
up coil was used to characterize the bending-annealed 
microwires, which can show hysteresis loops with different 
shapes for different regions of the microwire. Such setup 
allowed us to measure the hysteresis loops in different 
longitudinal regions of the microwire by moving the short 
pick-up coil along it. 

The Magneto-Optical Kerr Effect (MOKE) technique 
has been applied as a method to acquire the contrast images 
of the surface magnetic domain structures. The experiments 
were performed by means of a high-resolution, wide-field, 
optical polarizing microscope based on a commercial one 
(Carl Zeiss) working in reflective mode using the 
longitudinal MOKE configuration. Also, the MOKE 
technique has been applied as a method to retrieve the 
information about the magnetization reversal (surface 
hysteresis loops). 

III. RESULTS AND DISCUSSION  

The effect of bending annealing-induced magnetic 
bistability was discovered in Fe rich microwires [3]. Without 
annealing and after the annealing without bending, this effect 
was not observed. The induced bistability effect was 
accompanied by the rapid movement of a single longitudinal 
domain wall along the surface of the microwire that was not 

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-208-1

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org
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observed in the classical bistability effect. The existence of 
the longitudinal magnetic domain structure is the result of a  

 

 

Figure 2. Samples of MOKE images of surface domain structure observed 

in different locations. 

particular distribution of internal stress. This distribution 
represents a gradual transition from compression to tension 
across the microwire diameter. 

The external mechanical bending stress also results in an 
internal stress distribution within the Co-rich microwire: 
from maximum tensile stress at the upper side to maximum 
compressive stress at the bottom side [4]. Consequently, a 
specific line within the sample corresponds to a zero value 
of internal stress where tension transitions to compression. 
This stress distribution across the sample diameter would 
consequently lead to the formation of a corresponding 
magnetic domain structure (Figure 2). 

IV. CONCLUSION 

The presented investigations were devoted to the 
studying of the magnetic properties of Co-rich microwires 
subjected to the so-called spiral annealing. Before 
annealing, the sample was laid in the form of a flat spiral. 
The curvature value at each point of the sample was known. 
The main idea was that, after annealing, we had a sample 
with magnetic properties continuously distributed along the 
length of the sample. As expected, we found a smooth 
change in the magnetic properties as the measurement point 

shifted along the sample. Changes were observed both in the 
sample volume and on the surface. Particular attention was 
paid to the induced change in the anisotropy field. A direct 
dependence of this effect on the value of the changing 
curvature of the sample was found. 

Future research in this area involves expanding the pre-
treatment methods, including a type of annealing called 
spiral annealing, which allows for mechanical stresses to be 
created not only along but also across the microwire. This 
will allow advances in optimizing the parameters of 
magnetic sensors. 
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Abstract—The influence of magnetic and non-magnetic layers 

deposited by magnetic sputtering onto glass-coated amorphous 

Co-rich microwires on magnetic properties and Giant 

Magnetoimpedance (GMI) effect has been analyzed. The 

magnetic and non-magnetic layers affect both the hysteresis 

loop and the magnetic field dependence of the GMI ratio. The 

contributions from the internal stresses originated by the 

sputtered layer as well as the magnetostatic interaction 

between the amorphous ferromagnetic nucleus and deposited 

magnetic layers are discussed. 

Keywords- magnetic microwires; magnetic softness; hysteresis 

loops; internal stresses; magnetic anisotropy. 

I.  INTRODUCTION  

Amorphous materials can present excellent soft 
magnetic properties together with superior mechanical 
properties and, hence, are suitable for various applications 
including magnetic sensors or non-destructive wireless 
monitoring of composites [1]-[5].  

The most unusual properties of amorphous wire are 
magnetic bistability associated with remagnetization process 
running through single and large Barkhausen jump [6]-[8] 
or giant magnetoimpedance, GMI, effect [9]-[12]. The GMI 
effect has attracted attention due to the extremely high 
impedance sensitivity to an external magnetic field (up to 
10%/A/m) observed in magnetic microwires [12] [13]. 
Therefore, several high-performance magnetic sensors and 
magnetometers have been developed [9] [14]. 

The above-mentioned GMI effect consists of a 
noticeable change in the impedance Z of the magnetic 
material under the influence of an external magnetic field, H 
[9]-[11]. 

The GMI effect typically represented through the GMI 
ratio, ∆Z/Z, defined as [9]-[11]: 

 

∆Z/Z=[Z(H)-Z(Hmax )]/Z(Hmax)∙100        () 

being Hmax the maximum applied DC magnetic field 
(typically a few kA/m). 

The ∆Z/Z –values are substantially affected by several 
parameters, such as H-value as well as frequency, f, of AC 
current, AC current amplitude, Hmax –value, applied and 
internal stress, magnetic anisotropy of studied material, etc. 
[9]-[11]. Therefore, for optimization of ∆Z/Z –values and 
achievement of maximum ∆Z/Z –values, ∆Z/Zm, several 
parameters must be considered. Thus, at fixed f,-value the 
∆Z/Z(H) dependence can have the maximum either at H=0 
or can present symmetric double-peak dependence with two 
maxima at H-value attributed to transverse magnetic 
anisotropy field. Meanwhile, the optimum frequency, fo, is 
related to the diameter of magnetic wire: for 120 µm 
diameter amorphous wires, a fo of the order of 1 MHz is 
reported [12], whereas for magnetic microwires with 
diameters of about 15-20 µm, fo of the order of 100 MHz is 
reported [11]. Accordingly, a decrease in diameter is 
associated with an increase in the optimal frequency range 
of the GMI effect [15]. Consequently, for each magnetic 
wire with given geometrical parameters and magnetic 
anisotropy type (wire diameter and chemical composition), 
there are optimal conditions at which the highest GMI ratio, 
∆Z/Zm, is observed [11]. 

In amorphous magnetic wires, the best magnetic softness 
and, hence, the highest ∆Z/Z –values (∆Z/Zm about 200-
300%) are typically observed in Co-rich compositions with 
vanishing magnetostriction coefficients, λs [11]. The ∆Z/Zm 
–values can be further improved by appropriate post-
processing. In properly post-processed magnetic 
microwires, ∆Z/Zm –values of the order 600- 700% have 
been reported [12] [13] [17]. 

Recently, a new approach allowing tailoring the 
magnetic anisotropy of magnetic wires by depositing 
magnetic and non-magnetic layers onto the glass-coating 
was reported [18] [19]. 

Evidently, the performance of sensors and devices based 
on the GMI effect can be significantly improved by using 
materials with a higher GMI effect. Therefore, tuning of the 
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GMI effect through the modification of the magnetic 
anisotropy of the magnetic materials attracted substantial 
attention is presently [19]-[21]. 

Accordingly, we shall provide our latest results on 
tailoring of the GMI effect and magnetic properties of 
amorphous glass-coated microwires by magnetic 
(Permalloy) and non-magnetic (Cu) layers deposited by 
magnetic sputtering onto glass-coating.  

In the section Experimental details, we present the 
description of the experimental techniques, while in the 
Experimental results and discussion section we describe the 
results on effect of magnetic (Permalloy) and non-magnetic 
(Cu) layers deposited by magnetic sputtering onto glass-
coating on hysteresis loops and GMI effect of the 
microwires. 

II. EXPERIMENTAL DETAILS 

We prepared and studied hysteresis loops and GMI 
effect of coated microwire with magnetic (Permalloy) or 
non-magnetic (Cu) layers up to 600 nm thick deposited on a 
glass coating. Studied amorphous Co67Fe3.85Ni1.45B11.5 

Si14.5Mo1.7 glass-coated microwire prepared by Taylor-
Ulitovsky technique, described earlier elsewhere [15].  

The axial hysteresis loops were measured using the 
fluxmetric method [21], as well as using the Physical 
Property Magnetic System (PPMS) vibrating-sample 
magnetometer. For a better comparison of the studied 
samples, the hysteresis loops were presented as the 
normalized magnetization M/Mo versus H dependencies 
(being M - the magnetic moment at given H and Mo - the 
magnetic moment at the maximum employed magnetic field 
amplitude). 

The ΔZ/Z (H) dependencies were evaluated using (1) 
from the experimentally measured Z(H) dependence. Z-
values were obtained from the reflection coefficient S11 
measured using a specially designed microstrip sample 
holder and a vector network analyzer, as described earlier 
[22]. 

The magnetostriction coefficient, λs, of studied 
microwire was measured using the so-called Small Angle 
Magnetization Rotation (SAMR) method [23], recently 
successfully adapted for glass-coated microwires of reduced 
diameter [23]. The low and negative λs –value (-3·10-6) was 
obtained for studied microwire. 

Thin Permalloy (Py) and copper (Cu) layers were 
deposited by Radio Frequency magnetron sputtering onto 
the glass coating of both microwires. The sample holder 
geometry and the deposition system allowed the continuous 
rotation of the sample holder (at 14 r.p.m.). Accordingly, a 
homogenous deposition on the surface of the glass-coating 
of microwire (excepting the fixed extremes) was achieved. 
The thickness of the thin films was 600 nm.  

Hysteresis loops of single microwires have been 
measured using the fluxmetric method previously described 
in detail elsewhere [32]. In order to compare the samples 
with different compositions and subjected to different post-
processing, we represent the hysteresis loops as the 
normalized magnetization, M/M0, versus magnetic field, H, 
where M is the magnetic moment at a given magnetic field 
and M0 is the magnetic moment of the sample at the 
maximum magnetic field amplitude, Hm.  

 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

The hysteresis loops of studied sample prior depositing 
of magnetic (Permalloy) or non-magnetic (Cu) layers is 
typical for amorphous microwire with low negative λs –
values. The coercivity, Hc, is about 40 A/m, as evidenced 
from the hysteresis loops (see Figure 1).  

The contribution of magnetic layers on hysteresis 
loops of studied sample is shown in Figures 2 (a,b) and 3. 
After deposition of the layers, the low-field hysteresis loops 
generally tend to be more rectangular (see Figures 2 a,b). 
The presence of non-magnetic (Cu) layers is reflected by a 

more rectangular hysteresis loop (see Figure 1). On the 
other hand, the presence of hysteresis observed up to rather 
high magnetic field must be attributed to the contribution of 
magnetic layer (see Figure 3). 

ΔZ/Z(H) dependencies of as-prepared sample and after 
depositing of magnetic or non-magnetic layers are shown in 
Figure 4. As expected from the influence of deposited layers 
on hysteresis loops, the GMI ratio, ΔZ/Z and ΔZ/Z(H) 
dependencies are affected by the deposited layers (see 
Figure 4). In particular, the GMI ratio becomes generally 
lower after depositing any magnetic or non-magnetic layers. 
However, the highest GMI ratio and sharper peaks on 
ΔZ/Z(H) dependencies are observed in the sample with 
Permalloy layer. 

-600 -300 0 300 600

-1.0

-0.5

0.0

0.5

1.0
M

/M
0

H(A/m)
 

Figure 1. Hysteresis loop of as-prepared sample. 
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All the ΔZ/Z(H) dependencies have double-peak 
character with maximum GMI ratio values, ΔZ/Zm, at H≠0 
(see Figure 4). The evolution of ΔZ/Z(H) dependencies with 
frequency are rather different. Thus, in as-prepared sample 
the highest ΔZ/Zm is observed at f=100 MHz, whereas in the 
samples with Cu-layer the highest ΔZ/Zm –value is observed 
at f =80 MHz.  

The evolution of ΔZ/Zm(f) dependencies provided in 
Figure 5 allows to compare the influence of the magnetic or 
non-magnetic deposited layers on ΔZ/Zm –value and select 
optimal conditions for each sample. 

For as-prepared sample and sample with Permalloy 
layer, the optimal frequency is about 100 MHz, where 
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Figure 2. Low field hysteresis loop with deposited 600 nm thick 

non-magnetic Cu (a) and Permalloy (b) layers. 
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Figure 3. Hysteresis loops of magnetic microwires with 
Co- and Permalloy layers of the same thickness measured 

up to 20 kA/m. 
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Figure 5. ΔZ/Zm(f) dependencies of as-prepared microwire 
and after depositing of magnetic and non-magnetic layers. 
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Figure 4. ΔZ/Z(H) dependencies of as-prepared 

Co67Fe3.85Ni1.45B11.5 Si14.5Mo1.7 microwires (a) and of the same 
sample with deposited 600 nm thick layers of Cu (b) and 

Permalloy (c). 
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ΔZ/Zm ≈175% are observed. Meanwhile, for the samples 
with Cu layer, the optimal frequency is about 80 at which 
ΔZ/Zm ≈145% are observed. In the frequency band f≤100 
MHz, the sample with a permalloy layer has the highest 
ΔZ/Zm –values. 

For interpretation of the obtained experimental results, 
we must consider two types of effects. Thus, both magnetic 
and non-magnetic layers deposited on the glass-coating 
affect the internal stresses distribution inside the metallic 
nucleus arising during the glass-coated microwires 
preparation. As previously shown [19][25], the presence of 
the metallic layers deposited on the glass-coating results in 
the onset of the additional compressive stresses. The 
compressive nature of the stresses induced by the deposited 
metallic layers is confirmed by the modification of the 
hysteresis loops (see Figure 2): after the deposition of 
metallic layers, all low-field hysteresis loops become more 
rectangular.  

On the other hand, the different character of the 

hysteresis loops, ΔZ/Zm –values and ΔZ/Z(H) dependencies 

in the samples with non-magnetic (Cu) and magnetic 
(Permalloy) must be related to the magnetic properties of 
the layer deposited on the glass-coating. Thus, a magnetic 
layer in its remanence state can produce a stray field that 
should affect both hysteresis loops and GMI behavior of 
amorphous magnetically soft nucleus. The existence of the 
magnetostatic interaction between two magnetic microwires 
with different magnetic properties has been recently 
experimentally observed in array consisting of magnetically 
soft Co-rich microwire and magnetically harder Fe-rich 
microwire [26].  

IV. CONCLUSIONS AND FUTURE WORK 

We showed that the magnetic properties and GMI effect 
of amorphous magnetic microwires can be tuned by 
magnetic and non-magnetic layers deposited onto glass-
coating. In studying Co-rich microwires with deposited 
magnetic and non-magnetic layers, we observed substantial 
effect of deposited magnetic and non-magnetic layers on 
GMI effect and hysteresis loops. Low field hysteresis loops 
of studied microwire present systematic change upon 
deposition of non-magnetic and magnetic layers towards 
more rectangular hysteresis loops. The GMI ratio and its 
magnetic field dependencies are affected by the presence of 
magnetic and non-magnetic layers deposited onto glass-
coating. The observed experimental dependencies are 
discussed considering both change of the internal stresses 
originated by the deposited layers as well as the 
magnetostatic interaction between the amorphous 
ferromagnetic nucleus and deposited magnetic layer. In the 
future, the influence of magnetically harder layers deposited 
onto the glass-coating and effect of the deposited magnetic 
layer thickness on hysteresis loops and GMI effect will be 
studied. It is expected to tune the magnetostatic interaction 
between the amorphous ferromagnetic nucleus and 
deposited magnetic layer and thus modify the magnetic field 
dependence of the GMI ratio. 
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Abstract—We provide our attempts to improve the Giant 

Magneto-Impedance (GMI) effect and magnetic softness of Co-

rich glass-coated magnetic microwires by annealing. We 

studied the effect of annealing on the hysteresis loops and the 

GMI ratio of Co-rich microwires. A remarkable GMI ratio 

improvement up to 735% is observed after annealing of Co-

rich microwires under appropriate conditions. The observed 

magnetic softening and GMI ratio improvement are discussed 

considering the internal stresses relaxation and a change in the 

magnetostriction coefficient sign and values after annealing.  

Keywords- magnetic microwires; magnetic softness; GMI effect; 

internal stresses; magnetic anisotropy. 

I.  INTRODUCTION  

The main interest in amorphous magnetic materials is an 

excellent magnetic softness combined with superior 

mechanical and corrosion properties [1][2]. The most 

common method for preparation of amorphous materials is 

rapid quenching from the melt [1]-[3]. Such technique 

allows preparation of either amorphous ribbons or wires [3] 

[4].  

The main interest in amorphous wires is related to the 

highest Giant Magneto-Impedance, GMI, effect [4]-[6] 

commonly attributed to high circumferential magnetic 

permeability, µф, of amorphous wires and substantial µф 

dependence on the applied magnetic field.  

The most common way to represent the GMI effect is 

the GMI ratio, ∆Z/Z, given as [4]-[6]: 

 

∆Z/Z=[Z(H)-Z(Hmax )]/Z(Hmax)∙100                    (1) 

 

where Z is the sample impedance, H is the applied magnetic 

field and Hmax  is the maximum applied Direct Current, DC, 

magnetic field (usually below a few Oe). 

Typically, ∆Z/Z –values of about 200-300% are reported 

in Co-rich magnetic wires with vanishing magnetostriction 

coefficients, λs [4]-[6]. In several publications, ∆Z/Z –values 

above 600% have been achieved in carefully processed Co-

rich wires [6]-[8]. 

There are several fabrication processes involving rapid 

melt quenching allowing preparation of amorphous 

magnetic wires.  Recently the main attention is paid to 

studies of glass-coated microwires. The main reasons are the 

most extended range of metallic nucleus diameters (from 0.1 

to 100 µm), as well as better corrosion properties and 

biocompatibility related to the presence of flexible and 

insulating glass-coating [9]-[12]. Such glass-coated 

microwires can be prepared using the so-called modified 

Taylor-Ulitovsky (also known as quenching-and-drawing 

method), actually known since the 60s and intensively 

studied since the 90s [9]-[14].   

The performance of sensors and devices based on use of 

the GMI effect is substantially affected by the ∆Z/Z - value. 

Therefore, great attention was paid to studies of the 

magnetic wires with improved magnetic softness and 

optimization of the GMI effect by thermal treatment [7][8].  

Consequently, in this paper we provide our latest attempt 

on optimization of the magnetic softness and GMI effect in 

Co-rich glass-coated magnetic microwires. 

 In Section 2, we present the description of the 

experimental methods and samples, while in Section 3, we 

describe the results on effect of annealing on hysteresis 

loops and GMI effect of Co-rich microwires.  We conclude 

our work in Section 4. 
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II. EXPERIMENTAL DETAILS 

We prepared Co-rich Co72Fe4B13Si11 glass-coated 

amorphous microwires with metallic nucleus diameter, d, of 

about 40 µm and a total diameter, D, of about 45 µm by the 

aforementioned Taylor-Ulitovsky method [9]-[12]. The 

chemical composition was selected considering nearly-zero 

magnetostriction coefficient, λs (λs ≈ 10-7) of Co-rich Co-Fe 

based amorphous alloys [15] [16]. 

Axial hysteresis loops were measured using the 

fluxmetric method, developed for studies of soft magnetic 

microwires with reduced diameters [17]. All the 

measurements were performed at room temperature. The 

electromotive force, ϵ, in the pick-up coil with N turns 

produced by the change of magnetic flux, ϕ, is given by 

[17]: 

                                 (2) 

 

The change in magnetic flux originates by the sample 

magnetization, M, and by the applied magnetic field, H. The 

compensation coil was used to eliminate the magnetic flux 

component originated by the applied magnetic field. This 

compensation coil is connected in series- opposition with 

the pick-up coil. In numerous previous studies this 

experimental setup was successfully used for measurements 

of the hysteresis loops of extremely soft magnetic 

microwires allowing mA/m resolution of coercivity 

[6][8][17]. The hysteresis loops represented as the 

normalized magnetization M/Mo versus applied magnetic 

field, H (being Mo -the magnetic moment of the samples at 

maximum amplitude Ho of magnetic field) allows better 

comparison of magnetic properties of studied microwires 

with different chemical compositions and diameters. The 

GMI ratio, ΔZ/Z, was defined using (1) from the Z(H) 

dependence. Z-values were evaluated using a vector 

network analyzer from the reflection coefficient S11, as 

described elsewhere [17].  

The amorphous state studied sample has been confirmed 

by a broad halo in the X-ray spectra obtained using X-ray 

diffraction.   

A recently developed setup designed to evaluate the λs of 

magnetic microwires using the so-called Small Angle 

Magnetization Rotation (SAMR) method was used for λs 

measurements [19]. 

We studied as-prepared microwires and microwires 

annealed in conventional furnace at 300 oC. 

 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

As can be seen from the hysteresis loop (see Figure 1), 

as-prepared microwires present rather soft magnetic 

properties with coercivities, Hc, about 20 A/m and magnetic 

anisotropy fields, Hk, below 200 A/m. 

This behavior is typical for amorphous microwire with 

low negative λs –values.  

Accordingly, a rather high GMI ratio of about 400 % is 

observed even in as-prepared sample (see Figure 2). The 

highest GMI ratio, ΔZ/Zmax, (≈400 %) is observed at f=200 

MHz. A double-peak ΔZ/Z(H) dependence, typical for 

magnetic wires with circumferential magnetic anisotropy 

[19], is observed at all measured frequencies (see Figure 2). 

Such features of the GMI effect correlate with the hysteresis 

loop, particularly with low Hc and Hk -values.  

 Previously, substantial improvement of the GMI effect 

was observed after annealing at 300 oC [12]. Therefore, we 

studied the effect of annealing at 300 oC on hysteresis loops, 

ΔZ/Zmax, and ΔZ/Z(H) dependence of the studied microwire. 

The evolution of the hysteresis loops of Co72Fe4B13Si11 

microwire after the annealing at Tann =300 °C (60 min) is 

provided in Figure 3. The main change of the hysteresis 

loops consists of a decrease in Hk –value up to Hk≈75 A/m, 

while the Hc remains almost unchanged (Hc≈24 A/m).  

 The ΔZ/Z(H) dependencies measured in annealed 

Co72Fe4B13Si11 microwire are shown in Figure 4. Compared 

to the as-prepared Co72Fe4B13Si11 microwire, a substantial 

increase in ΔZ/Zmax –values is observed in the annealed 

samples. Similarly to the as-prepared Co72Fe4B13Si11 sample, 

the ΔZ/Z(H) dependences of annealed Co72Fe4B13Si11 
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Figure 2. ΔZ/Z(H) dependencies at different frequencies in studied 

microwires.  
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Figure 1. Hysteresis loops of Co72Fe4B13Si11 microwires with 
d=40µm, D=45 µm.  
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Figure 4. ΔZ/Z(H) dependencies measured in annealed at 300 oC 

sample measured at frequencies 70-200 MHz. 

 

microwires have a two-peak character. However, the 

difference is that the magnetic field Hm, at which ΔZ/Zmax is 

observed, becomes lower. Thus, for f=100 MHz Hm 

decreases from 0.35kA/m (for as-prepared sample) to 0.15 

kA/m (for all annealed Co72Fe4B13Si11 samples). The 

magnetic field of maximum, Hm, in ΔZ/Z(H) dependencies is 

commonly associated with the magnetic anisotropy field 

[4][19]. Therefore, the observed change in ΔZ/Z(H) 

dependencies after annealing correlates with the evolution 

of the hysteresis loops upon annealing. On the other hand, 

higher ΔZ/Zmax –values, observed in annealed 

Co72Fe4B13Si11 samples must be related to a decrease in 

magnetic anisotropy field after annealing and internal 

stresses relaxation. 

As observed in Figure 3, the change in the hysteresis 

loops of the studied microwire towards an increase in the 

remanent magnetization, Mr/M0, after annealing is similar to 

that previously observed for various Co-rich [20]. Such 

behavior was discussed in terms of the relationship between 

the λs-value, the internal stresses relaxation and the 

structural relaxation [20].  The characteristic feature of 

studied glass-coated microwires is the elevated internal 

stresses related to the preparation method involving rapid 

solidification of the metallic alloy inside the glass tube 

[9][10][21]. It has been theoretically predicted and shown 

experimentally (i.e., by the glass etching) that the largest 

component of such internal stresses, associated with the 

difference in the thermal expansion coefficients of the metal 

alloy and glass, is axial [9][10][22]. Accordingly, a negative 

λs-value, together with the axial character of internal 

stresses, leads to the transverse magnetic anisotropy of Co-

rich microwires with vanishing and negative λs, as shown in 

Figure 3. 

Our measurements show that after annealing there is a 

change in the λs-value from low negative (λs-≈-9x10-7) to 

low positive (λs-≈11x10-7). Such changes in the λs-value can 

explain the change in the hysteresis loops and the ΔZ/Z(H) 

dependencies. 

The double-peak ΔZ/Z(H) dependencies observed for all 

annealed Co72Fe4B13Si11 sample (see Figure 4) suggest the 

presence of the transverse magnetic anisotropy in the 

surface layer of the studied microwires. It looks surprising 

considering low positive λs. The origin of such weak 

transverse anisotropy on the surface of the studied 

microwire can be attributed to the presence of an interface 

layer between the metal core and the glass coating and, 

consequently, a different chemical composition in the thin 

surface interface layer. Such an interface layer was 

previously observed experimentally [23]. 

   

     

IV. CONCLUSIONS 

We showed that the GMI effect of Co-rich amorphous 

magnetic microwires can be substantially improved by 

appropriate annealing. Quite a high maximum GMI ratio (up 

to 735%) is observed after annealing of Co-rich microwires. 

The effect of annealing is discussed in terms of internal 

stresses relaxation, a change in the magnetostriction 

coefficient sign and the value upon annealing. Weak 

transverse magnetic anisotropy evidenced from the obtained 

hysteresis loops by the shape of ΔZ/Z(H) dependencies is 

explained by the presence of the interface layer between the 

metallic nucleus and the glass-coating.  
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Figure 3. Hysteresis loops of as-prepared (a) and annealed at Tann= = 
300 oC (b) Co72Fe4B13Si11 sample. 
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Abstract— In this paper, we demonstrate the first trial to 
perform steel health monitoring inside the steel grain, by 
comparing the misorientation of the Kikuchi lines with 
magnetic properties, namely the Barkhausen noise (BHN), 
differential magnetic permeability and coercivity. The results 
illustrate monotonic dependence on the magnetic properties on 
the crystalline misorientation. Apart from that, micro-
hardness studies have also been realized, illustrating a 
monotonic dependence on magnetic properties. Such 
monotonic dependence allows for the correlation of magnetic 
properties on mechanical properties and residual stresses and 
their corresponding use for industrial applications towards 
steel health monitoring. 

Keywords: Residual stresses; electron back scattering; 

Barkhausen noise; magnetization loop. 

I.  INTRODUCTION 

Magnetization process is evidently dependent on the 

structure and microstructure of the magnetic substance [1]. 

The presence of dislocations and nano-precipitates affects 

both magnetic domain wall mobility and magnetic domain 

rotation [2]. Thus, magnetic properties, such as M-H loops, 

Barkhausen noise (BHN), the Magneto-Acoustic Emission 

(MAE) and the surface magnetic permeability of steels are 

dependent on the presence of sub-grains, plastic 

deformation and the size & distribution of nano-precipitates 

in the grain: they are the reason of residual stresses and 

mechanical properties, such as hardness and microhardness 

[3]. The dependence of the magnetic properties on the 

microstructure is modeled with respect to the dependence of 

domain wall motion and domain rotation on dislocations 

and nano-precipitates [4]. 

We have worked for a long time to develop 

methodologies and technology to determine residual stresses 

in the mesoscopic level. This has been achieved by 

considering residual stresses as an average among a number 

of grains in ferrous steels [5]. Such analysis has contributed 

to the quality control of production lines related to steel 

production and manufacturing, as well as to steel end users. 

Therefore, it allowed for the actual determination of the 

distribution of the residual stress tensor on the surface and 

in the bulk of the ferromagnetic steel [6]. 

However, the technology up to now has been limited to 

an average minimum volume of stress detection in the order 

of 10 cm3 [7]. The motivation of the current work has been 

the initiation of studies related to the correlation between 

magnetic properties and misalignment of the crystalline 

structure within the grains of magnetic steels. Such a 

correlation may result in indirect determination of 

microstrain distribution, anisotropy change and localized 

microhardness determination within the steel grain. 

The materials and methods used are described in 

Chapter II, followed by experimental analysis using 

Electron Back Scattering Diffraction (EBSD) studies 

(Chapter III). Then, a new type of sensor is proposed to 

precisely monitor residual stresses in minimized surfaces 

(Chapter IV). Finally, a new method for generating residual 

stresses in a steel coupon is discussed, offering significant 

advances in the amplitude of the developed residual stresses 

in the steel samples (Chapter V). 

II. MATERIALS AND METHODS 

Armco steel, with less than 7 ppm carbon and 5 ppm 

sulfur, has been chosen as the type of steel to initiate this 

type of measurements, due to its single phase ferritic 

structure, similar to the electric steel structure. Armco steel 

samples have been cold-rolled up to 65% reduction of cross 

section and then they have been properly polished to 

undergo EBSD, using Struers polishing instrumentation [8]. 

EBSD studies were realized using a JEOL 6380LV scanning 

electron microscope, equipped with a Thermo Fisher 

Scientific EBSD instrumentation to determine the 

misalignment of Kikuchi lines inside the grains and 

therefore to determine the degree of misorientation of the 

crystalline structure in the grains of the Armco steel. The 

polished Armco samples, as well as Armco samples directly 

after cold rolling, have been used to determine their 

magnetic properties. Two different magnetic measurements 

have been realized, namely Barkhausen noise (BHN) [9], as 

well as M-H hysteresis loop measurements [10]. The BHN 

measurements were realized by the MEB 2c instrument 

from Mag-Lab sc; Gdansk, Poland [11]. M-H loop 

measurements were realized by a home-made set-up 

employing a Kethley signal generator, a KEPCO current 

amplifier, an MFLI Lock-in Amplifier, and an Agilent 200 

MHz oscilloscope. BHN measurements offered the local 

number of Barkhausen jumps and the BHN envelope, while 

the M-H loops offered the local coercivity Hc and 

remanence MR, at the region of measurements. 
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Finally, microhardness measurements have been realized 

using the facilities of the Research and Standardization 

Centre of the Power Public Corporation of Greece. 

III. EXPERIMENTAL RESULTS 

The grain misorientation is illustrated by means of pole 

figures of EBSD (Figure 1), following the Thermo Fischer 

Scientific calculations based on the Kikuchi lines 

determination in sub-micron regions. Misorientation was 

found to be enhanced with respect to cold rolling process, as 

expected. The dependence of misorientation angle of the 

grains on the cold rolling reduction is illustrated in Figure 2. 

Apart from that, misorientation angle was also correlated 

with microhardness of the cold rolled Armoco steel, as 

illustrated in Figure 3. Following the EBSD characterization, 

BHN measurements were realized, by means of mapping the 

whole surface of the Armco steel. Figure 4 illustrates a 

typical response of BHN mapping under different reduction 

percentages. 

The correlation between BHN measurements was 

realized with respect to microhardness measurements: BHN 

envelop and microhardness dependence on cross section 

reduction is illustrated in Figure 5. The systematic 

monotonic tendency can be seen, with a rather large 

uncertainty, due to the mismatching in the pointed 

microhardness and BHN measurements. The correlation 

between magnetic properties determined by the M-H loop 

illustrates significantly better uncertainty, due to the more 

averaging nature of the method. A typical dependence of the 

coercive field on the EBSD-determined misorientation angle 

is illustrated in Figure 6. 

 
Figure 1. Pole figures of the cold rolled Armco steel samples. From top to 

bottom: 25%, 12,5%, 50%, 62,5% cross section reduction, illustrating an 

increase of misorientation with cross section decrease. 

 
Figure 2. Dependence of the misorientation angle on the reduction % of the 

Armco steel. 

 
Figure 3. Comparison of the mean intra-grain misorientation angle and the 

Vicker’s hardness in different cross section reduction. 

 

 

 
Figure 4. BHN mapping on the surface of cold rolled Armco steel. BHN 

counts are represented in (a) and BHN envelop is represented in (b). Top: 

25% cold rolling. Middle: 50% cold rolling. Bottom: 62,5% cold rolling. 
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Figure 5. Dependence of BHN envelop and microhardness on the cross 

section reduction of the Armco steel. 
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Figure 6. Typical dependence of the crystalline misorientation angle in a 

sum of grains in the Armco steel on the average coercive field in the same 

area. 

Furthermore, the dependence of the remanence 

magnetization MR on the microhardness of the Armco steel 

samples is illustrated in Figure 7. A clear monotonic 

dependence with lower uncertainty is observable. 

Magnetic measurements of the cold rolled Armco steel were 

realized not only after polishing the cold rolled samples, but 

also directly after cross section reduction, illustrating almost 

the same behavior. This means that the surface roughness of 

the cold rolled samples is not an issue for hard 

measurements, this allowing for easier industrial use of the 

method. 

 
Figure 7. Dependence of the remanence magnetization MR on the Vicker’s 

hardness. 

A similar type of magnetic measurements, employing the 

determination of the differential magnetic permeability in 

different types of steels, including Armco steel, have also 

been realized, illustrating a similar, or even more sensitive, 

characterization tool [12]. The above mentioned magnetic 

techniques can be employed to determine the level of plastic 

deformation of steels, thus improving the existing state of 

the art in steel non-destructive testing for the plastic 

deformation region, offering the possibility of early stage 

steel structural health monitoring. The most straightforward 

result from the illustrated experimental results is that the 

grain misorientation angle of cold rolled ferritic steel 

samples is monotonically dependent on the cross section 

reduction and the magnetic properties of the steel. 

Furthermore, the application-oriented interesting result is 

the monotonic dependence of macroscopic magnetic 

properties on the Armco steel microhardness. The 

dependence of coercivity and remamence on microhardness 

is clearly demonstrating the ability of M-H characterization 

to operate as a microhardness determination tool. Since it is 

a non-destructive approach, the ease of measurement allows 

for practical industrial and field application. Bearing in 

mind the similarity of the Armco steel with electric steels, 

which have the same microstructure as Armco steel, the 

methodology and technology presented in this article can be 

used for the characterization of electric steel, which opens a 

new era in faster and non-destructive characterization of 

electric steels, with so important applications in our days, 

namely their use in electric vehicles. This fact is considered 

as a significant add-on the technology of electric steel (and 

ferritic steel in general) non-destructive characterization. 

The thermal stamping of these steels to develop either 

stators or rotors, results in residual stresses, thus affecting 

the magnetic permeability and thus the performance of the 

electric motors. The classical method of annihilating such 

stresses and corresponding recovery of magnetic properties 

of these stators and rotors is the heat annealing of the whole 

stator or rotor. This may result in mechanical softening of 

the rest of the electric steel, instead of the cutting region 

only. Using such localized stress measurements, stress 

annihilation and therefore permeability optimization can be 

realized, only in the region of elevated residual stresses, 

using localized RF induction heating at ranges of excitation 

current, corresponding to the level of residual stresses. 

However, these are the first results of magnetic steel 

structural health monitoring in the nanoscale, related to a 

single phase magnetic steel. In order to actually evaluate the 

ability of magnetic measurements to offer monotonic 

dependence on multiphase ferromagnetic steels, including 

low carbon steels (carbides), austenitic steels suffering 

martensitic transformation, dual or multi-phase steels like 

Duplex steels, or even high entropy alloys demonstrating 

magnetic properties, a systematic work on such 

characterization is required. Such work must be realized 
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most probably in an inter-laboratory comparison procedure, 

since it is important for the steel industry in total: it reduces 

the cost and the time for quality control of the under test 

steel, permitting total quality control in all steel production 

and manufacturing due to its non-destructive character. But 

all magnetic measurements presented in this work, even the 

BHN measurements refer to at least a mm2 surface 

measuremen, thus averaging a vast number of grains in 

terms of magnetic measurements. Therefore, a magnetic 

method to provide magnetic measurements with the same 

spatial resolution is needed, to take full advantage of the 

method. The existing state of the art in such technology is 

the magnetic force microscopy (MFM), allowing for a very 

similar spatial resolution in comparison to the EBSD 

method [13]. Of course, the MFM technology cannot be 

industrially used. For this reason, an industrially applicable 

method and technology is required to achieve measurements 

with a spatial resolution in the order of micrometers. Such a 

sensor is presented in the next session of this work. 

IV. A MICRO SIZED PERMEABILITY SENSOR 

The principle of such a microsensor is depicted in Figure 8. 

The sensor offers spatial resolution in the order of m, with 

a sampling rate in the order of s [14]. Pulsed current is 

transmitted to the thin film pulsed current conductor, which 

splits into two thin film pulsed current conductors of the 

same dimensions, thus being able to transmit the same 

amount of current through them. A thin film magnetic field 

layer is set between the two pulsed current conductors, able 

to monitor magnetic field along its surface. Two insulating 

thin films are used to separate the thin magnetic film from 

the two thin film pulsed current conductors. The external 

side of the thin film pulsed current conductor accommodates 

the sensor electronics, including its stored calibration data, 

preferably in the form of application-specific-integrated-

circuit (ASIC). The external side of the thin film pulsed 

current conductor accommodates the thin film external 

packaging of the sensor, which can attach the surface of the 

ferromagnetic steel under measurement. 

An electronic circuit, preferably embedded in the sensor and 

the mentioned ASIC is used to wirelessly transfer the data 

of the sensor. A position sensor, indicatively being a 

photonic sensor, like those operating in the mouse of a 

personal computer, or even an interferometer, is used for 

monitoring the position of the magnetic thin film, the output 

of which is connected to the electronic circuit, thus 

wirelessly transferring the position data of the sensor. The 

operation of the sensor is as follows: the thin film external 

packaging of the sensor touches the surface under 

measurement and the output of the thin magnetic film is 

monotonically dependent on the surface permeability and 

the residual stresses of the surface area of the steel under 

measurement, defined by the projection of the surface of the 

thin magnetic film. These data in the form of stress 

components and positions are transmitted to a portable 

computer or tablet or smartphone, offering the mapping of 

the surface stress tensor distribution by using the in-house 

application-specific-software. 

 

 
Figure 8. The new microsensor for surface permeability measurements 

(top) and its operation (bottom) 

When pulsed current is transmitted through the two pulsed 

current conductors, they generate magnetic field parallel to 

their surface, which penetrates the thin film magnetic 

sensor. The fields H1 and H2 from the two pulsed current 

conductors are proportional to the transmitted pulsed 

currents I1 & I2 to each one of them, and inversely 

proportional to the distance d1 & d2 between the said pulsed 

current conductors and the thin magnetic film: 

 (1) 

And 

 (2) 

Where a, is a proportionality constant. Considering the 

pulsed currents I1 & I2 equal each other and the distances d1 

& d2 equal each other then, the total field H along the 

surface of the thin magnetic film is: 

 (3) 

Thus, the output of the thin film sensor equals zero and 

corresponds to its zero reference field. 

When the sensor, and particularly the packaging part of it 

approaches the ferromagnetic steel under measurement, 

provided that the distance between the packaging part of the 

sensor and the ferromagnetic steel is small (in the order of a 

few m), the magnetic lines due to the field H1 are partially 

trapped by the ferromagnetic steel under measurement, 

allowing only a part of the magnetic field H1 to remain in 

the volume of the thin magnetic film: 

 (4) 

Where is the magnetic field corresponding to the 

magnetic lines trapped by the surface of the ferromagnetic 

steel under measurement, which are dependent on the 
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surface permeability of it. Instead, most of the magnetic 

lines due to the field H2 remain in the area close to the thin 

magnetic film according to Maxwell equations. Therefore, 

an imbalance in the magnetic field within the volume of the 

thin magnetic film is generated and H becomes: 

 (5) 

Therefore, the output of the thin magnetic film is 

proportional to the surface permeability component of the 

ferromagnetic steel under measurement, parallel to the 

magnetic fields H1 & H2. It is also known that the 

permeability component  of a ferromagnetic steel is 

proportional to the residual stress component  in the area 

of its surface and the corresponding direction or in a 

corresponding volume just below it: 

 or  &  (6) 

Therefore, the output of the thin magnetic film is 
proportional to the stress component parallel to the magnetic 
fields H1 & H2. Change of orientation of the sensor or 
manufacturing of several sensors in the same chip, in 
corresponding directions, offers the ability of monitoring the 
stress components on the surface of the ferromagnetic steel 
under measurement. The thin magnetic film can be in any of 
the existing, industrially available thin magnetic film field 
sensors, namely anisotropic magnetoresistance (AMR) 
sensors, giant magnetoresistive (GMR) sensors, spin valve 
sensors, etc. The largest surface of these sensors, currently 
available in the market of ASIC, like permalloy films, is far 

below 100 m X 100 m, while the surface of 1 m X 1 m 
thin film magnetic field sensor is easily achievable in the 
form of AMR arrangement following classical 
microelectronics technology. Thus, the special resolution of 

the sensor can easily be in the order of 1 m2. Apart from 
that the excitation and the reading ability of electronics can 

be less than 1 s, thus allowing for single point 

measurements in less than 1 point per 1 s. The sensitivity 
and uncertainty of the stress sensor are dependent on the 
sensitivity and uncertainty of the implemented thin film 
magnetic field sensor. Bearing in mind that the worst 
sensitivity of the above mentioned thin film magnetic field 
sensors (AMR, GMR etc.) is 1 nT@Hz-1/2, the sensitivity of 
the sensor in pulsed operation is better than 1 nT. Motion of 
the sensor along the surface of the ferromagnetic steel under 
measurement, and use of the data from the position sensor 
offers the dependence of the stress components on the 
different areas of the surface of the ferromagnetic steel under 
measurement. 

V. DISCUSSION 

This type of magnetic measurement can be realized in 

electric steel production manufacturing lines. The new era 

of electric motion requires significantly advanced cores for 

stators and rotors, thus permitting reduction of size and 

weight of electric motors. The methodology and technology 

presented in this paper can be used for microstructural 

characterization and mechanical properties determination, 

both being important for the proper quality control of the 

produced electric steel. Therefore, a robotic system based on 

the measuring methods presented in this paper, the total 

quality control of the whole electric steel production can be 

realized, thus offering a significant advantage to the electric 

steel producers following the methodology. Furthermore, 

the electric steel manufacturers, using hot stamping 

technology to develop parts of the stator and rotor of electric 

machines can also use this technology in order to locally 

annihilate the electric steel at the surfaces of stamping, by 

using localized induction heating. An example of such 

treatment is illustrated in Figure 9, where a simple RF heater 

with point high frequency conductors can be used to locally 

apply eddy currents and correspondingly generate localized 

heat in the material. Due to the relatively low thermal 

conductivity of steels, heat is rather concentrated in the area 

of eddy currents, allowing for localized stress annihilation 

process. Experiments have also been realized in oriented 

and non-oriented electric steel sheets, which have 

undergone localized heating and consequent quenching 

(Figure 10). Temperature was elevated up to 300oC and 

500oC with consequent quenching with water. The 

quenched areas of the surface of the steel sheets can be seen 

by naked eye. After quenching, thermal treatment resulted 

in annihilating residual stresses for the case of 300oC. 

However, such annihilation was not achievable for the case 

of 500oC heated and consequently quenched electric steel 

sheet. 

 
Figure 9. RF heater for localized stress annihilation 

 
Figure 10. Quenched electric steel after heating in 300oC and 500oC. The 

quenched areas can be seen by naked eye. 

The same principle can also be used for determination of the 

magnetic stress calibration (MASC) curve in steels [6], 

allowing for the proper development of data for the 

calibration of residual stress determination of steel sheets. 

Future work has already been initiated for this purpose, 

requiring additional inter-laboratory tests to verify the level 

of uncertainty of measurements. An example of such a 

MASC based on the RF induction heating and consequent 

quenching is illustrated in Figure 11, for electric steel and 

42CrMo4 steel. These measurements have been determined 
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using an AMR sensor, with direct correlation of the AMR 

output in T with residual stresses in MPa. Such a response 

is enhanced with respect to our previous method for the 

determination of MASC curve, using welded samples, for 

several reasons, the most important being the maintenance 

of the steel phase. However, even the use of this technique, 

named 3MA technique, suffers from the problem of not 

being able to recon between positive and negative 

magnetostrictive ematerials. This issue is overcome by 

using our patented microsensor. The nature of 

manufacturing this type of sensor allows for the 

development of two sensors with 90o shift, thus allowing 

simultaneous measurement of two directions, resulting in 

the determination of surface permeability in both axes, 

which may be used for determination of the effective field 

caused by positive and negative magnetostriction. Results 

based on this principle are illustrated in Figure 12, where the 

measurement of localized stresses can be seen for the case 

of a non-oriented electric steel sheet, heated and water-

quenched in 500oC. Such a response demonstrates the main 

principle of innovation presented in this paper. 

 

 
Figure 11. New MASC curves based on the RF induction method. Top: 

Electric Steel MASC curve. Bottom: 42CrMo4 steel MASC curve. 

 
Figure 12. Monitoring residual stresses as a result of quenching in 

NOES. 

VI. CONCLUSIONS 

A non-destructive method for the determination of the 

micro-structural misorientation in cold rolled Armco ferritic 

steels has been presented in this article. Apart from that, the 

presented methodology allows for the determination of 

hardness in this type of steel. All measurements demonstrate 

a monotonic dependence of magnetic properties on the 

misorientation angle and microhardness of plastically 

deformed samples. A new, patented, type of sensor has also 

been presented, able to detect surface magnetic permeability 

with spatial resolution in the order of m2. Finally, a new 

method for developing residual stresses in steels is also 

proposed, allowing for easier inter-laboratory comparison 

tests with better levels of uncertainties. Future work, based 

on these inter-laboratory tests is required to achieve the 

initial work for the preparation of a related Standard of 

residual stress measurements and their correlation with 

magnetic properties. 
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Abstract—A sensor array is a special topology of sensors in
which all of them fulfill a common function. These sensor arrays
have a wide variety of applications and nature. As the signals
produced by these arrays highly depend on them, very different
processing algorithms can be designed for them. In this paper, a
brief review of the families of algorithms that are applied to sensor
arrays is given. A total of 171 papers have been analyzed and
percentages of usage of each family of algorithms are provided.
The algorithms found are very diverse and highly depend on the
application of sensor arrays. However, it has been found that
very different arrays can accomplish the same task and can be
processed in the same way.

Keywords-sensor array; algorithms; machine learning; numerical
methods; review.

I. INTRODUCTION

Sensor arrays are arrangements of several sensors in the same
device. These arrays are based on different technologies, like
resistive arrays [1], capacitive arrays [2], triboelectric arrays [3],
piezoelectric arrays [4], etc. This topology allows very diverse
applications like aerospace [5], surgery [6][7], gas classification
[8], bidimensional pressure distribution sensing [9], or damage
monitoring in structures [10]. In this article, special attention
is paid to the processing algorithms used to treat the signals
the sensor arrays provide. A global classification of the types
of algorithms is also provided.

The remainder of the paper is organized as follows: In
Section II, the search and selection procedure is explained; in
Section III, the algorithms found are classified by families and
some examples of use are listed; in Section IV, the results are
discussed; and in Section V, some conclusions are drawn.

II. METHODS

A systematic search on sensor arrays in the Web Of Science
(WOS) database is conducted to provide a general vision of
the field. In order to cover all possible technologies on sensing
arrays, the title keywords searched, together with the number
of selected results, are: “Resistive Sensor Array” (RSA, 45
results), “Piezoresistive Sensor Array” (PRSA, 32 results),
“Capacitive Sensor Array” (CSA, 57 results), “Inductive Sensor
Array” (ISA, 6 results), “Diode Sensor Array” (DSA, 6 results),
“Transistor Sensor Array” (TSA, 24 results), “Piezoelectric
Sensor Array” (PSA, 66 results), “Triboelectric Sensor Array”
(TrSA, 14 results), “Fiber-optic Sensor Array” (FSA, 14 results),
“Hall-effect Sensor Array” (HSA, 6 results), and “Bioimpedance
Sensor Array” (BSA, 2 results).

Searches were performed in January 2023, and repeated in
September 2023. All results from 2016 to September 2023 were
taken for analysis. Journals, magazines, and conferences were
considered in the searches. A total of 322 papers were found.
The title and abstract of each paper was examined and results
not related to the aim of this research were discarded. This led
to 316 studies. The content of the studies was then examined,
discarding those not related to the topic of this review, or those
that did not mention the processing algorithms. This lead to
a total of 171 papers selected to be deeply analyzed. This is
a brief review to study the current state of the art of sensor
array processing algorithms.

III. RESULTS

The different families of algorithms found are listed in this
section. A summary of them can be seen in Figure 1.

A. Classic signal processing algorithms

1) FFT-based algorithms: The most common technique
for frequency analysis is the Fast Fourier Transform (FFT)
[11], followed by the Wavelet Transform (WT) [12]. Other
techniques are Short-Time FT (STFT) [4], Power Spectral
Density (PSD) [2][10][13], the Discrete Cosine Transform
(DCT) [14], the Hilbert Transform (HT) [15], and, finally the
S-Transform [16]. These are applied works whose sensors
have a frequential response, like PSA [14][17], for example,
for Structure Health Monitoring (SHM). In [10], the PSD is
obtained to calculate a Crack Growth Index (CGI), which
allows fatigue sensing in structures. Capacitive Micromachined
Ultrasonic Transducers (CMUTs) can be based on CSA, so
they must be analyzed in the frequency domain [8]. They
can be used to detect Volatile Organic Compounds (VOCs)
or Liquids (VOLs). In [18], frequency analysis is used to
obtain vibrations of the flexible solar panels of a satellite and
compensate them, using a PID algorithm. Zhang et al. [16]
assess power transformers isolation through ultrasound signals
obtained with a fiber-optic sensor array and processed with the
S-Transform. In [19], a HSA for magnetometry is developed
and magnetic noise is studied similarly.

2) Tracking algorithms: Several works use algorithms to
follow the position of a certain object. In [20], a CSA is used for
contact-less hand tracking. In the field of surgery, instruments
can be tracked inside the human body using HSA [7]. HSAs
are also used in [21] for microrobot position tracking. In [22],
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Figure 1. Families of processing algorithms found during this work that are applied for sensor array signal processing.

particle tracking is performed with Time-of-Flight diode-based
imaging sensors.

3) Fusion algorithms: It is the combination of the informa-
tion of different sensors for enhanced sensing. It is common
in the field of Inertial Measurement Units (IMUs): signals
from the accelerometer, the gyroscope and the magnetometer
are combined to compensate for their measurements [23]. In
[24], an IMU and a PRSA are combined for smart ping-pong
monitoring. The number and type of racket strokes are recorded.

4) Other processing techniques: Digital filtering has also
been frequently found due to its importance in sensor post-
processing. For example, band-pass and high-pass filters were
found to be used to reject AC-power noise [25]. In [26], a
radiation waste location system is developed through a FSA.
The position readout is refined by applying a Savitzky-Golay
filter. Multiple SIgnal Classification (MUSIC) is an algorithm
that is applied for SHM using PSA [12]. For vehicle monitoring
during aerospace launch, a state-space approach is adopted
in [5]. It is performed using an IMU based on FSA. Finally,
peak detection in IMU signals is applied in [24] to count the
number of strokes with the ping-pong racket.

B. Machine Learning algorithms

Artificial Intelligence (AI) is a current trend in software for
all kind of purposes. In this work, applications of different AI
techniques to sensor arrays are explained. Machine Learning
(ML) and Deep Learning (DL) algorithms found during this
research are listed below:

1) Curve fitting: This is the most common technique used
in the ML family, found in 31.2% of the articles. It is mainly
used to obtain a mathematical relationship between the physical
phenomena and the electric signal output of the sensor array.
For example, Ko et al. [3] developed a PSA that was able
to detect wind speed and direction. It showed a quadratic
relationship between the wind speed and its output voltage.

2) Neural Network (NN): Neural Networks are the most
popular DL algorithms in all fields, used for regression or
classification. NN algorithms have been reported in the field
of breathing sensors, for example, for diabetes diagnosis [27],
but also in classification of VOCs with PSAs [28], or hand
gesture classification with PRSA [29]. Backpropagation NNs,

are applied in [17] to detect transverse cracks in railways.
Convolutional NNs are used in [13] to obtain the cardiac pulse
at the wrist from a BSA. In [30], a PRSA that is able to detect
multi-touch points is calibrated with a NN with single-touch
signals. PRSA calibration is also performed in [31], in this
case, with a Wavelet NN. A different approach is made in
[32]: a FET-based physical NN for the prevention of ulcers in
bedridden patients is manufactured in standard CMOS.

3) Principal Component Analysis (PCA): A very popular
technique to deal with high amounts of data that can help reduce
the dimensionality in a problem by analyzing dependencies
between considered features. It has been found to be frequently
applied in classification of VOCs and VOLs [28]. Yoon et al.
[8] use PCA to classify different VOCs through a CSA. They
were able to detect Toluene, Acetone, Ethanol and Methanol
using only three dimensions.

4) Support Vector Machines (SVM): These allow the ex-
pansion of the number of considered classification features.
In [29], SVMs show the best classification results for hand
gesture recognition among other ML techniques.

5) k-Nearest Neighbor (kNN): This method groups infor-
mation into classes through a “neighbor voting” system. It is
applied for roughness object recognition in [33], with high
accuracy. Also used in [24], to classify different types of racket
hits. In [34], a non-contact gesture recognition system based on
an ISA is proposed. Gestures are classified using kNN, SVM
and RF.

6) Hierarchical Cluster Analysis (HCA): This ML algorithm
is used in [28] for VOC classification. Clusters are groups
created depending on several features of training data. Then,
sensed gases are classified into the available clusters.

7) Decision Trees (DT) and Random Forest (RF): A feature-
based supervised algorithm of low computational cost. It has
been found to be applied within an anti-vandalism system
developed with FSA [11]. Also in [33], for robotic finger
motion detection and object properties recognition, showing
high accuracy.

8) Linear Discriminant Analysis (LDA) and Quadratic Dis-
criminant Analysis (QDA): LDA and QDA are two statistical
ML algorithms used in [29] for hand gesture recognition with
a PRSA.
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9) Singular Value Decompositon Analysis (SVDA): This
reduces the amount of data to work with, based in a matrix
factorization. It used is in [35] to detect objects immersed in
sand using electrical capacitance tomography.

C. Numerical methods (NM)

In [9], Least-Squares (LSQR), Levenberg-Marquardt, Fixed-
Point (FP), and Newton-Krylov algorithms are tested for
crosstalk correction in RSA. Thus, readout accuracy of RSAs
can be increased with post-processing methods [1][36]. LSQR
showed the highest accuracy, at the cost of considerable
processing time, while FP showed the highest computational
speed with reasonable accuracy. Orthogonal Matching Pursuit
(OMP) is another optimization greedy search algorithm that is
used in [14] for SHM through PSAs. These PSAs are based
on sound waves traveling inside the materials, and the OMP
reconstruct these signals.

D. Classic statistical techniques

Classic statistical techniques are found in [27] and applied
in breathing sensor arrays. For example, Discriminant Factor
Analysis can be used to recognize the sensor that performs the
best within an array.

E. Custom algorithms

Other algorithms that have not been able to fit into other
families are grouped here. A custom image algorithm for
damage imaging in a cylindrical pipe is proposed is [37].
In [38], a wind speed and direction detection algorithm is
designed for a PRSA. An algorithm that fuses electromagnetic
and magnetic signals is applied for Unexploded Ordnance
(UXO) detection with an ISA in [39]. This leads to longer
detection distances.

IV. DISCUSSION

Processing algorithms sorted by their number of occurrence
are represented in Figure 2. Only the most frequent algorithms
are shown. FFT is the most popular technique in frequency
analysis, closely followed by NN, in AI algorithms. The ML
family of algorithms has the highest percentage of use (17.7%
total). This is explained as ML classification algorithms, like
NN, SVM, PCA, etc. are very versatile and are becoming
very popular lately. Frequency analysis (FFT, WT, PSD,
etc.) are the second most common techniques (17.3% total),
followed by Numerical Methods, as optimization approaches
have demonstrated to be very applicable to solve sensor array
inaccuracies. The most commonly found technologies in sensor
arrays have been PSA and CSA.

FFT-based algorithms (FFT, PSD, WT, etc.) are usually fast
and lightweight algorithms that can easily run on any general-
purpose PC. However, in embedded systems with few resources,
they may run out of RAM. NN-based algorithms require large
training data sets and long iterative training-testing processes,
but in return they provide high processing speed, mainly when
parallelized on Graphics Processing Units (GPUs). NNs are
difficult to train in embedded systems due to this fact. Currently,

Fus
ion LD

A RF
MUSIC HCA

kN
N

Tra
cki

ng WT
SV

M PS
D

PC
A NM NN FFT

0

5

10

15

20

25

Nu
m

be
r o

f s
tu

di
es

Figure 2. Processing algorithms applied to sensor arrays sorted by
the number of occurrences.

NNs perform better than other typical ML algorithms (such
as PCA, kNN, HCA, SVM, etc.). However, the latter methods
require fewer computer resources because they have fewer
parameters.

V. CONCLUSION AND FUTURE WORK

Sensor arrays have very diverse applications and, therefore,
the processing algorithms applied to them are very varied.
Results show that none of the considered families of algorithms
is predominant in use. Further research will be conducted in
the future to provide a comprehensive view of the entire field.
Nowadays, there is a lack of application of modern AI models
in various sensor domains. In the coming years, AI is expected
to take its place in the field of sensor arrays, making use of
neural networks such as Large Language Models. Modelling
of non-idealities, sensor design assistance, circuit analysis,
didactic tools, etc. can be expected as applications of AI in
the near future.
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Abstract— This paper presents a method using Visible Light 

Communication (VLC) to improve traffic signal efficiency and 

manage vehicle trajectories at urban intersections. It combines 

VLC localization services with learning-based traffic signal 

control for a multi-intersection traffic system. VLC enables 

communication between vehicles and infrastructure, aiding in 

joint transmission and data collection. The system aims to 

reduce waiting times for pedestrians and vehicles while 

enhancing safety. It's flexible, adapting to various traffic 

movements during signal phases. Cooperative mechanisms 

balance traffic flow between intersections, improving road 

network performance. Evaluated using the SUMO urban 

mobility simulator, it shows reduced waiting and travel times. 

An agent based scheme optimizes traffic signal scheduling based 

on VLC behaviors. The proposed approach is decentralized and 

scalable, suitable for real-world traffic scenarios.  

 

Keywords— Intelligent Transport System (ITS); Visible Light 

Communication; traffic signal control; urban intersections; 

traffic flow optimization; pedestrian safety; SUMO simulator; 

cooperative communication. 

I. INTRODUCTION  

The transportation landscape is rapidly evolving with the 

integration of smart sensors, Visible Light Communication 

(VLC), and artificial intelligence. VLC, using light intensity 

modulation from LEDs for data transmission, shows promise 

in revolutionizing Smart Mobility solutions and addressing 

societal goals such as reducing emissions and enhancing 

traffic safety [1]. It is widely implemented in various 

domains, including vehicular communication and traffic 

signal systems, highlighting its versatility and efficiency. 

However, current traffic signal optimization often overlooks 

pedestrian dynamics within intersections, necessitating 

comprehensive systems that consider both vehicular and 

pedestrian flows. 

This paper proposes integrating VLC localization 

services with learning-based traffic signal control to manage 

pedestrian and vehicular traffic holistically [2]. Leveraging 

Reinforcement Learning (RL) concepts, the system optimizes 

traffic flow and enhances safety by considering interactions 

between vehicles and pedestrians. It introduces a pedestrian 

mobility model tailored for outdoor scenarios, analyzing 

multiple pedestrian behaviors, and incorporating them into 

the traffic signal control scheme. Validated through a case 

study in Lisbon's downtown, the model integrates pedestrian 

preferences to optimize routing algorithms [3].  

Simulation experiments validate the effectiveness of the 

approach, utilizing real intersection data to demonstrate 

improved traffic flow and reduced waiting times.  

The paper is structured to discuss, in Section 1, the 

importance of traffic control, in Section 2, the challenges it 

faces, and the motivation behind the proposed solution. It 

then delves, in Section 3, into the complexities of managing 

traffic in multi-intersection environments and, in Section 4, 

presents a model for traffic signal control incorporating 

machine learning elements, and analyzes simulated results. 

Finally, the conclusions, in Section 5, summarize the 

findings, insights gained, limitations, and potential future 

directions of the research. 

II. TRAFFIC CONTROL CHALLENGES  

A. Pedestrian Dynamics and Complexity in Multi-

Intersection Environments 

Traffic signal control research has traditionally prioritized 

vehicles, but there's now a shift towards pedestrian-friendly 

systems to prevent delays and accidents [4][5]. Sidewalks 

present challenges due to bi-directional flow, and differing 

speeds and movements between pedestrians and vehicles 

further complicate matters [6]. Our adaptive traffic control 

considers factors like queue lengths in neighboring 

intersections to balance scalability and efficiency. Our 

strategy is designed to address real-time traffic demands by 

modeling current and anticipated future traffic flows. 

Compared to traditional fixed coil detectors, our adaptive 

system in V2X environments gathers more granular data, 

including vehicle positions, speeds, queue lengths, and 

stopping times. V2V links play a crucial role in safety 

functionalities like pre-crash sensing, while V/P2I links 

provide valuable information to connected vehicles. 
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B. Integrating V-VLC for Innovative Traffic Solutions 

      With wireless tech advancements and Connected Vehicle 

(CV) [7] systems like V2V and V2I, integrating VLC 

localization with learning-based traffic control can manage 

both pedestrian and vehicular traffic in multi-intersections. It 

employs RL to enhance safety and reduce waiting times using 

V2V, V/P2I, and I2V/P communications. This approach 

synchronizes signal control in real-time, considering 

pedestrian and vehicle factors in the state and reward design, 

utilizing sidewalks for crucial pedestrian location info. 

SUMO simulations [8] assess the V-VLC system's 

effectiveness, with agent-based models learning to optimize 

traffic flow dynamically. Dynamic diagrams and state 

matrices illustrate the concept, showing potential for optimal 

traffic control policies. 

III. UNLOCKING TRAFFIC CONTROL  

A. VLC background 

The V-VLC system, as depicted in Figure 1a, utilizes a 
mesh cellular hybrid structure with two controllers. The 
"mesh" controller at streetlights relays messages to vehicles, 
while the "mesh/cellular" hybrid controller acts as a border-
router for edge computing [9][10].  

a) 

b) 

Figure 1. a) 2D representation of the simultaneous geo-localization as a 
function of node density, mobility and transmission range. b) Emitter and 

receivers’ relative positions. Illustration of the coverage map in the unit 

cell: footprint regions (#1-#9) and steering angle codes (2-9). 

The proposed architecture enables Infrastructure-to-Cloud 
communication (I2IM) through embedded computing 
platforms for processing and sensor interfacing. It also 
facilitates peer-to-peer communication (V2V) among 
vehicles, enhancing data sharing. 

The Vehicular Visible Light Communication system (V-
VLC) consists of a transmitter generating modulated light and 
a receiver detecting light variation, both wirelessly connected. 
LED-produced light is modulated using ON-OFF-keying 
(OOK) amplitude modulation (Figure 1b). Square unit cells in 
the environment feature tetra-chromatic white light (WLEDs) 
sources at cell corners. The V-VLC system uses coded signals 
transmitted by devices like streetlights, headlights, and traffic 

lights to communicate directly with identified vehicles and 
pedestrians (L/I2V/P), or indirectly between vehicles through 
their headlights (V2V). PIN-PIN photodetectors within 
mobile receivers receive and decode coded signals. This 
information aids in pinpointing positions within the network 
and provides directional guidance along cardinal points for 
drivers/pedestrians [10]. 

The system employs queue/request/response mechanisms 
and temporal/space relative pose concepts to manage vehicle 
passage through intersections. Vehicle speed is determined 
using transmitter IDs for tracking, while mesh nodes estimate 
indirect V2V relative poses in scenarios with multiple 
neighboring vehicles. 

The integration of VLC enables direct monitoring among 
pedestrians, vehicles, and infrastructure, focusing on critical 
aspects such as queue formation and pedestrian corner density 
to enhance road safety. P2I2P communication enables travel 
time calculations, while real-time data on speed and waiting 
times are analyzed using transmitter tracking IDs. 

B. Traffic Scenario and Phasing Diagram 

The simulated scenario, as shown in Figure 2a, features 
two intersections, each with two 4-way junctions, consisting 
of 2 lanes per arm spanning 100 meters in total length. 

a) 

b) 

 

 
 
 

Figure 2. Simulated scenario: Four-legged intersection and environment 
with the optical infrastructure (Xij), the generated footprints (1-9) and the 

connected cars and pedestrians. b) Phasing diagram and schematic diagram 

of the C2 intersection with coded lanes (L/0-7) and traffic lights (TL/0-15). 

Traffic flows from compass directions, with lanes 
indicating movement options: right lanes for right turns or 
going straight, and left lanes for left turns only. Central traffic 
light systems, regulated by Intelligent Managers (IMs), 
control traffic. Features like emitters (streetlamps), pedestrian 
lanes, waiting areas, and crosswalks are integrated. Four 
traffic flows along cardinal points are considered, with road 
request and response segments offering binary choices (turn 
left/straight or turn right). Assumptions include a total influx 
of 2300 cars per hour, primarily from east and west directions, 
with 25% expected to turn and 75% to continue straight. 
Pedestrian influx is around 11200 per hour, crossing in all 
directions at an average speed of 3 km/h. Figure 2b outlines 
intersection phase progressions within a structured cycle 
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length, comprising eight vehicular phases and an exclusive 
pedestrian phase. Each phase is subdivided into discrete time 
sequences, providing a comprehensive temporal framework 
[11][12]. 

Each flow (illustrated by the different vehicle colors) 
comprises vehicles moving straight or making left turns, with 
specific vehicles representing top requests in the sequence. 
The assumption is that specific vehicles, labeled a1, b1, a2, b2, 
a3, c1, b3, e1, a4, c2, a5, and f1, represent the top requests in the 
given sequence. 

C. Communication protocol, coding, and decoding 

techniques  

Data transmission in the VLC system follows a 
synchronous approach using a 64-bit data frame structure. 
Information is encoded using On-Off Keying (OOK) 
modulation, with each luminaire containing WLEDs 
(RGBV), enabling simultaneous transmission of four signals. 
A PIN-PIN demultiplexer decodes the message based on 
calibrated amplitudes of RGBV signals. The communication 
protocol includes components like Start of Frame (SoF) for 
synchronization, Identification Blocks encoding 
communication type (COM) and localization (position, time), 
and other ID Blocks for additional identifiers, Traffic 
Message containing vehicle information, and End of Frame 
(EoF) indicating the end of transmission. This structured 
protocol ensures efficient encoding and decoding of critical 
movement information, maintaining synchronization and 
data integrity in the VLC system. In Table 1, the 
communication protocol is depicted. 

 
TABLE I. COMMUNICATION PROTOCOL. 

 

Decoding the information received from the photocurrent 
signal captured by the photodetector involves a critical step 
reliant on a pre-established calibration curve [12]. This curve 
meticulously maps each conceivable decoding level to a 
sequence of bits. Essentially, the calibration curve serves as a 
guide, facilitating the establishment of associations between 
photocurrent thresholds and specific bit sequences. 

IV. RESULTS 

A. VLC Algorithms 

Figure 3, displays the decoded optical signals (at the top 
of the figures) and the signals received (MUX) by the 
receivers in a V2V (COM 2) and V2I (COM 3) 
communication scenario involving a leader vehicle ao at 
position (R3,10, G3,11, B4,10, ). This vehicle is communicating 
with the agent at the second intersection (C2) on lane L0 
(direction E) at 10:25:46 and is followed by three other 
vehicles (Veic. nr) V1, V2, and V3 with the same direction, 
located at positions (IDx,y ) R3,8, G3,6 and  R3,4, respectively. 

Figure 4 demonstrates the MUX signal and the decoded 
messages sent by the traffic lights to pedestrians (I2P1,2). This 

visual representation helps to understand the communication 
between pedestrians waiting in the corners and the 
corresponding traffic lights, providing insights into the signals 
exchanged for pedestrian crossings at both intersections (C1 
and C2). 
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communication. On the top the decoded messages are displayed. 
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Figure 4. Normalized MUX signal responses and the corresponding 

decoded messages, displayed at the top, sent by the IM to pedestrians 

waiting in the corners (I2P1,2) (b) at various frame times. 

      Upon pedestrian q2 receiving information from the traffic 

light C2, it becomes evident that the current active phase is 

N-S (Phase 1), signifying that the pedestrian did not arrive in 

time for their designated phase (Phase 0). Consequently, the 

pedestrian is required to wait for an estimated cycle time of 3 

(cycle time) minutes before being granted the opportunity to 

cross. Subsequently, the pedestrian crosses the crosswalk, 

covering the distance to the next intersection in 

approximately 1 minute and 50 seconds. Upon arrival, the 

pedestrian waits in the designated waiting zone at position 

R3,4-G3,5 until the pedestrian phase becomes active once 

again. At 10:28:35, the pedestrian establishes communication 

with traffic light TL13 at the C1 (P12I). The traffic light 

promptly responds (I2P1) at 10:28:36, providing crucial 

information that the currently active phase is the final one in 

the cycle (Phase 6). These interactions highlight the 

effectiveness of the pedestrian's communication with the 
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traffic lights, enabling them to stay informed about the active 

phase, waiting time, and make decisions accordingly. 

B. Dynamic Traffic Control: Integrating Pedestrian 

Consideration  

Assessing the effectiveness of the proposed V-VLC 
system in multi-intersection utilizes the Simulation of Urban 
MObility (SUMO), employing agent-based simulations. 
SUMO tests traffic control algorithms, manages 
intersections, and oversees pedestrian crossings, mirroring 
real-world conditions. For data analysis, SUMO collects and 
analyzes simulation data, including vehicle trajectories, 
travel times, congestion levels, and pedestrian movements.  

 

 

 

Figure 5.  State phasing diagrams for C1 and C2 intersections. 

The simulation scenario, adapted to the SUMO simulator, 
provides insights into traffic light signals and 
vehicle/pedestrian movements within the terminals. In Figure 
5 a state diagram was generated for C2 intersection, 
incorporating both vehicles in the lanes (2300v/h) and 
pedestrians (11200 p/h) in the sidewalks during two cycles of 
120 seconds. These diagrams offer insights into the dynamic 
behavior of traffic light signals and carrier/pedestrian 
movements within the simulated terminals. As can be 
observed in the diagrams it is possible to distinguish the 
different cycles that occur during the simulation. It always 
begins with a pedestrian phase (Phase 0), during which some 
pedestrians can cross the crosswalk, turning red for 
pedestrians starting from 11 seconds. Then, phases dedicated 
to vehicles (Phases 1-8) take place until it concludes at 123 
seconds. At this moment, the second cycle begins, with the 
pedestrian phase becoming active again. The same process 
repeats until 247 seconds, marking the end of this second cycle 
and the initiation of a third cycle. These diagrams align with 
the analysis conducted for pedestrians. 

V. INTELLIGENT TRAFFIC CONTROL SYSTEM 

With the data collected on vehicles via VLC through the 
cells in Figure 1, implemented via lamps along the roads as 
shown in Figure 2, an intelligent traffic system must be 
developed to optimize traffic flow at intersections. This 
system utilizes Reinforcement Learning (RL), a machine 
learning paradigm where an agent learns to make decisions by 
interacting with its environment. Agents in RL aim to achieve 
a goal in uncertain, potentially complex environments by 

receiving feedback in the form of rewards or punishments. 
The fundamental idea is for the agent to learn optimal 
behavior or strategies through trial and error.  

At each time step t, the agent receives a state input 𝑠t, based 
on the observation of the environment and then executes an 
action 𝑎t, that transforms the state observed to a next state 𝑠t+1. 
Then the reward 𝑟t, a metric that defines how good the action 
was for the environment, is calculated. In this case, the reward 
is defined by (1), using the accumulated total waiting time, 
atwt, as a metric for vehicles (veh) and pedestrians (ped). atwtt 
and atwtt−1 are the accumulated total waiting time of all the 
cars/pedestrians in the intersection captured respectively at 
agentstep t and agentstep t−1. The weights of the pveh and pped 
are set based on the desired priority that the agent should have 
towards vehicles and pedestrians during network training. The 
agent will learn a policy that benefits one more than the other, 
or keeps the system balanced if the weights are equal. 

If the agent’s behavior leads to positive environmental 
reward, which indicates that the waiting time is longer in the 
past, t-1, than at the present moment, t, then the tendency of 
producing this behavior by the agent will be strengthened, and 
vice versa. The goal is to maximize the cumulative discounted 
reward. 

𝑟t = pveh(atwtveh,t-1- atwtveh,t) +pped(atwtped,t-1- atwtped,t) (1) 

This experience ex = (𝑠t, 𝑎t, 𝑟t, 𝑠t+1) will be stored in the 
replay memory, to be used in the future to train the agent. The 
replay memory is a dataset of an agent’s experiences Dt = (e1, 
e2, … , et), which are gathered when the agent interact with the 
environment as time goes by (t = 1, 2…, n). 

To train the agent, the deep Q-Learning technique is 
employed, leveraging the Q-Learning algorithm [11][13]. The 
Q-value represents the expected cumulative reward of taking 
a particular action in a particular state and following the 
optimal policy thereafter. These Q-values are predicted by a 
Neural Network (NN) that takes the state as input and outputs 
Q-values for each possible action. 

 

Figure 6. Deep Reinforcement Learning. 

The Q-value represents the expected cumulative reward of 
taking a specific action in each state while following the 
optimal policy thereafter.  

A Neural Network (NN) predicts these Q-values by taking 
the state as input and outputting Q-values for each possible 
action. The state of the environment comprises 100 cells at 
each intersection, indicating the presence of vehicles or 
pedestrians. These cells are set to '1' if occupied and '0' if not. 
Each lane, divided into 10 cells, indicates vehicle movement 
toward the intersection, with cell sizes increasing farther from 
the intersection. With 8 lanes per junction, there are 80 vehicle 
cells per intersection. For pedestrians, only the waiting zones 
are considered, each divided into 5 cells, totaling 20 pedestrian 
cells per intersection, as drafted in Figure 6. 

The neural network's input layer consists of 100 neurons 
representing the state of the environment. This is followed by 
five hidden layers, each with 400 neurons using Rectified 
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Linear Units (ReLUs). The output layer features nine neurons, 
each representing the Q-values for potential actions. To refine 
Q-value predictions, a Mean Squared Error (MSE) function 
quantifies the disparity between predicted and target Q-values, 
enhancing the learning process. N represents the number of 
samples stored in memory, and Qtarget and Qpred denote the 
target and predicted values, respectively. After each training 
episode, target Q-values for action-state pairs are calculated 
based on (2). 

𝑀𝑆𝐸𝐿𝑜𝑜𝑠 =
1

𝑁
∑ (𝑄𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑄𝑝𝑟𝑒𝑑)

2𝑁
𝑖=1          (2) 

 
N is the number of samples stored in memory, and the 

target and predicted value, Qtarget and Qpred, respectively. After 
each episode of training, the target Q-values for action-state 
pairs are calculated based on (3). 

 

𝑄𝑡𝑎𝑟𝑔𝑒𝑡 = 𝑟𝑡 + . 𝑚𝑎𝑥𝑄𝑝𝑟𝑒𝑑(𝑠𝑡+1, 𝑎
´′)                      (3) 

 
The nine Q-values at the neural network's output 

correspond to the nine actions shown in Figure 7. The agent 
selects the action that best suits the current traffic situation, 
without following a predefined order. Conversely, today's 
dynamic traffic systems at junctions follow a fixed sequence 
of phases, as shown in Figure 7.  

 

Figure 7. Nine possible actions that can be chosen by the agent. 

This can result in activating a phase that does not align 
with current traffic needs. The next section compares these 
two systems to highlight their differences and evaluate their 
effectiveness. 

VI.  SIMULATION RESULTS 

A. Training Results 

To evaluate the behaviour of the intelligent traffic control 
system in relation to pedestrian and vehicle scenarios, a 
comparison was made with the dynamic traffic control 
system. The neural network used was trained with a reward 
system that weighted the waiting times for vehicles (pveh) and 
pedestrians (pped) equally, for 300 epochs, each lasting one 
hour. Both systems considered the same generation rates for 
pedestrians and vehicles, totalling 2300 vehicles and 11000 
pedestrians in the traffic scenario.8  

Figure 8 shows the cumulative negative reward from 
training the network for both agents. Both agents evolved and 
learned from their traffic experiences throughout the episodes. 
The curves converged towards less negative reward values, 
indicating better decision-making over time. 

In Figure 9a, which represents the high vehicle and 
pedestrian scenario, the intelligent system significantly 
outperforms the dynamic system. The dynamic system peaks 
at around 1500 waiting pedestrians in the first 25 minutes, 
while the intelligent system peaks at just 400 pedestrians. 
Figure 9b shows a smaller difference in the high vehicle and 
low pedestrian scenario, where the dynamic system peaks at 
275 pedestrians in the first 15 minutes, compared to 150 for 
the intelligent system. This disparity arises because the 

intelligent system adapts phases dynamically to current traffic 
conditions, unlike the dynamic system, which follows a fixed 
cycle. The pedestrian phase in the dynamic system, appearing 
every 120 seconds, results in periodic peaks in waiting 
pedestrians. 

 

Figure 8.  Cumulative Negative reward for both agents in training. 

After training the network, tests were conducted to 
compare both systems under two traffic scenarios representing 
peak hour conditions. The first scenario involved high vehicle 
and pedestrian traffic (High-High) with 2300 cars and 11000 
pedestrians. The second scenario had high vehicle traffic but 
low pedestrian traffic (High-Low), with 2300 cars and 5600 
pedestrians. 

B. Testing results – High-High and High-Low scenarios 

Figures 9a and 9b display the number of pedestrians 
waiting in zones at the two junctions for both traffic scenarios.  

 

Figure 9.  Comparison of the number of pedestrians stopped waiting in 

both systems for the High-High (a) and High-Low (b) scenarios. 

Figures 10a and 10b illustrate vehicle waiting times under 
both scenarios. Figure 10a shows that the intelligent system 
reaches a peak of waiting vehicles between 8 and 15 minutes 
due to higher pedestrian traffic affecting vehicle flow. In 
contrast, Figure 10b indicates a peak at around 15 minutes 
when pedestrian traffic is lower, allowing the system to 
balance vehicle and pedestrian phases better. 

a) 

b) 
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Figure 10. Comparison of the number of cars in the entire environment for 

both systems for the High-High (a) and High-Low (b) scenarios. 

Despite both scenarios having high vehicle traffic, the 
intelligent system manages fewer waiting vehicles in the low 
pedestrian scenario. The dynamic system shows consistent 
behavior with a 120-second cycle time, but the high pedestrian 
count negatively impacts vehicle dispatch, suggesting that 
many waiting pedestrians might lead to poor vehicle flow. 

VII. CONCLUSIONS 

This paper sets the groundwork for advancing intelligent 
traffic management by highlighting the potential of VLC  
technology to enhance safety and efficiency at urban 
intersections. Our focus was on optimizing both vehicular and 
pedestrian traffic, addressing the previously overlooked 
aspect of pedestrian phases. By analyzing agents' behavior and 
decision-making, particularly concerning pedestrian safety, 
we aimed to refine the timing of pedestrian phases. 

In the domain of traffic optimization, our state 
representation incorporates environmental information, 
vehicle and pedestrian distribution data from V-VLC 
messages, and a proposed phasing diagram guiding agent 
actions. We developed dynamic and intelligent control system 
models to securely manage traffic at two connected 
intersections. Through Reinforcement Learning and the 
SUMO simulator, we conducted a thorough analysis. With an 
agent at each intersection, the system optimizes traffic lights 
based on communication from VLC-ready vehicles, devising 
strategies to enhance flow and coordinate with other agents for 
overall traffic optimization. 

Overall, the intelligent system demonstrates superior 
adaptability and efficiency. It manages to reduce pedestrian 
waiting times while still maintaining a reasonable level of 
vehicle flow. In comparison, the dynamic system's fixed cycle 
often leads to longer pedestrian wait times, which can cause 
significant congestion. Therefore, the intelligent system 
proves to be more effective in handling the traffic scenarios 
studied, providing a better balance between vehicle and 
pedestrian needs. 
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Abstract—— This study introduces an innovative method for 

guiding navigation in busy airports using Visible Light 

Communication (VLC) technology. By utilizing existing lighting 

fixtures to transmit encoded messages via light signals, users can 

receive location-specific guidance. The system employs 

tetrachromatic Light Emitting Diodes (LEDs) and VLC 

capabilities to efficiently transmit data, supported by a mesh 

cellular hybrid structure that enhances flexibility without the 

need for traditional gateways. Integrating VLC into Edge/Fog 

architecture maximizes its benefits, such as wireless 

connectivity and secure communication while leveraging 

existing infrastructure. This integration allows for distributed 

data processing, storage, and communication at the network 

edge, improving system performance. The study develops a 

detailed airport model and analyzes navigation for pedestrians 

and luggage/passenger carriers. Users equipped with PINPIN 

optical sensors interpret light signals for localization and 

positioning, supported by a tailored communication protocol 

and coding techniques for reliable transmission. 

Keywords-Visible Light Communication (VLC); Wayfinding; 

Indoor Navigation; User Behavior; Agent-Based simulator; 

Edge/Fog Architecture. 

I. INTRODUCTION  

VLC is a data transmission technology [1]-[3] that can 

easily be employed in indoor environments since it can use 

the existing LED lighting infrastructure with simple 

modifications [4]-[6]. In the sequence, we propose to use 

modulated visible light, carried out by white low-cost LEDs. 

LEDs are capable of switching to different light intensity 

levels at a very fast rate, imperceptible to the human eye. This 

functionality can be used for communication where the data 

is encoded in the emitting light. A mobile receiver is used to 

demodulate and decode the electrical signal generated at a 

photodetector. This means that the LEDs are twofold by 

providing illumination as well as communication. 

Multicolored LEDs based luminaires can provide further 

possibilities for signal modulation and detection in VLC 

systems [7]. The use of white polychromatic LEDs offers the 

possibility of Wavelength Division Multiplexing (WDM) 

which enhances the transmission data rate. A WDM receiver 

based on tandem a-SiC:H/a-Si:H PIN/PIN light-controlled 

filter was used [8][9]. Here, when different visible signals are 

encoded in the same optical transmission path, the device 

multiplexes the different optical channels, performs different 

filtering processes (amplification, switching, and wavelength 

conversion) and finally decodes the encoded signals 

recovering the transmitted information.  
Fine-grained indoor localization technology presents 

various applications, particularly beneficial in complex 
environments like airports. By implementing VLC 
technology, the indoor navigation can be significantly 
improved, offering users precise location information and 
enhancing their overall experience in crowded indoor 
environments [10][11]. Passengers can receive precise 
directions to boarding gates, check-in counters, baggage claim 
areas, lounges, and other amenities, reducing confusion and 
enhancing their overall experience. Additionally, it enables 
real-time tracking and management of assets such as luggage 
carts and maintenance equipment, optimizing their 
deployment and utilization throughout the airport. For airport 
retailers, indoor localization facilitates personalized 
promotions, wayfinding assistance, and location-based 
services, leading to increased sales and customer satisfaction. 
Ultimately, this technology streamlines operations, improves 
passenger experience, and enhances safety and security 
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measures, contributing to a more efficient and enjoyable air 
travel experience for all stakeholders. 

      This paper is organized as follows: In the Introduction, 

the challenges faced in navigating multi-terminal airports are 

presented, the existing literature is reviewed, and the concept 

of utilizing VLC for indoor navigation is justified. Section 2 

describes the approach used for supporting wayfinding 

activities in multi-terminal airports using VLC technology. In 

Section 3, the methodology for generating the airport model 

is presented, and the analysis of two types of users 

(pedestrians and luggage/passenger carriers) is described. 

Section 4 describes the agent-based simulator used to control 

traffic for both user categories and presents and discusses the 

results on users halting and average speeds and different 

geometric scenarios. Finally, in Section 5, the conclusions 

summarize the key findings of the study and suggest future 

research directions to further enhance indoor navigation 

systems using VLC technology. 

II. METHODOLOGY 

A. VLC background 

The system model is structured around two primary 
modules: the transmitter and the receiver (Figure 1).  

The transmitter module plays a crucial role in converting 
sender data into byte format before transmitting it as light 
signals. White light tetra-chromatic sources (WLEDs) with 
four polychromatic LEDs are utilized, each representing a 
data channel. Each luminaire is composed of four 
polychromatic WLEDs framed at the corners of a square. The 
setup, shown in Figure 1a. At each node, only one chip is 
modulated for data transmission (Figure 1a), the Red (R: 626 
nm  ̧ 25 μW/cm2), the Green (G: 530 nm, 46 μW/cm2), the 
Blue (B: 470 nm, 60 μW/cm2) or the Violet (V, 400 nm, 150 
μW/cm2) and the intensities of the other is controlled to give 
the white light perception.  

The ON-OFF Keying (OOK) modulation scheme is used, 
where light presence signifies a binary "1" and absence a 
binary "0." The signal is transmitted through the optical 
channel and received by a VLC receiver, which extracts the 
data using a MUX photodetector acting as an active filter. The 
integrated filter consists of a p-i'(a-SiCH)-n/p-i(a-Si:H)-n 
amorphous heterostructure with low conductivity doped 
layers as displayed in Figure 1b. It transforms the light signal 
into an electrical signal that is subsequently decoded to extract 
the transmitted information. The obtained voltage is then 
processed, by using signal conditioning techniques (adaptive 
bandpass filtering and amplification, triggering, and 
demultiplexing), until the data signal is reconstructed at the 
data processing unit (digital conversion, decoding, and 
decision) [12]. 

The receiver needs to be positioned to overlap the range 
circles of multiple transmitters, resulting in a multiplexed 
(MUX) signal for both positioning and data transmission. The 
grid sizes prevent overlapping from adjacent grid points, 
defining nine fingerprint regions per unit square cell. The 
device computes the centroid of received coordinates, 

establishing it as the reference point position, offering 
nuanced resolution in localizing the mobile device within each 
cell. 

 

 
a) 

b) 
 

Figure 1.  a) Transmitters and receivers 3D relative positions, footprints and 

coverage map in the square topology. b) Configuration and operation of the 

PINPIN receiver. 

 
a) 

 
b) 
 

Figure 2.  a) lighting plan. b) One lane draft of the Edge/Frog hybrid 

architecture. 
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B. Lighting Plan Layout, Architecture and Geolocation 

Building a geometry model of buildings’ interiors is 
complex. Indoor VLC cell design is especially important 
since, being man-made; buildings, such as these commonly 
follow basic shapes. A square lattice topology for the 
luminaires was considered for each level, as illustrated in 
Figure 2a.  

This topology is represented using the x, y, and z axes to 
simplify both the figure comprehension and the distance 
between any pair of nodes. Each room/crossing/exit 
represents a node, and a path is the link between nodes. Figure 
2a the 3D building model is draft. The user positions can be 
represented as q (x, y, z, t) by providing the horizontal 
positions (𝑥, 𝑦) and the correct floor number z. The ground 
floor is level 0 and the user can go both below (z<0) and above 
(z>0) from there. In this study, the 3D model generation is 
based on footprints of a multi-level building that are collected 
from available sources (luminaires) and are displayed on the 
user receiver for user orientation. It is a requirement that the 
destination can be targeted by user request to the CM and that 
floor changes are notified. Each unit cell can be identified as 
Ci,j,k where i, j, k  are the x, y, z position in the square unit cell 
of the top left node.  

In VLC tracking, geographical coordinates are used to 
guide users through buildings and towards specific 
destinations. This is facilitated by employing cells for 
positioning and a Central Manager (CM) to manage the 
system and generate optimal routes. A mesh cellular hybrid 
structure is introduced to enhance network architecture, 
enabling direct device-to-device communication and secure 
pathways. Each WLED emits a unique VLC signal, serving as 
an identification beacon, allowing precise user trajectory 
determination. The indoor route, containing spatial and 
temporal data, provides valuable insights into user 
movements. Users personalize their points of interest for 
wayfinding services, and average speeds are assigned based 
on the device type. Information is transmitted to the 
appropriate receivers by emitters within the infrastructure, 
such as Light Traffic controllers or signboards, positioned at 
crosswalks. In Figure 2b, the edge/fog architecture and the 
request communications between the Devices (D2D), the 
Devices and the Infrastructures (D2I) or the responses from 
the Infrastructure to the Devices /pedestrians (I2D/P) is draft. 
The user positions can be represented as q (x, y, z, t) by 
providing the horizontal positions (𝑥, 𝑦) [13].  

C. Communication protocol, coding, and decoding 

techniques  

Data transmission in the VLC system follows a 
synchronous approach using a 64-bit data frame structure. 
Information is encoded using OOK modulation, with each 
luminaire containing WLEDs (RGBV), enabling 
simultaneous transmission of four signals. A PIN-PIN 
demultiplexer decodes the message based on calibrated 
amplitudes of RGBV signals. The communication protocol 
includes components like Start of Frame (SoF) for 
synchronization, Identification Blocks encoding 
communication  type (COM) and localization (position, 
time), and other ID Blocks for additional identifiers, Traffic 

Message containing vehicle information, and End of Frame 
(EoF) indicating the end of transmission. This structured 
protocol ensures efficient encoding and decoding of critical 
movement information, maintaining synchronization and 
data integrity in the VLC system. In Table 1, the 
communication protocol is depicted. Decoding the 
information received from the photocurrent signal captured 
by the photodetector involves a critical step reliant on a pre-
established calibration curve [14]. 

 

TABLE I. COMMUNICATION PROTOCOL.

 
 
This curve meticulously maps each conceivable decoding 

level to a sequence of bits. Essentially, the calibration curve 
serves as a guide, facilitating the establishment of 
associations between photocurrent thresholds and specific bit 
sequences. 

III. AIRPORT MODEL  

The capacity of an airport is closely tied to its gateways, 
boarding areas, and aircraft door layouts. Assigning these 
areas involves a coordinated process, tailored to specific 
objectives and criteria for each scenario. Objectives may 
include enhancing customer service by minimizing travel 
distances for pedestrians or passenger/luggage carriers during 
landing, transit, baggage claim, terminal changes, or 
shopping. 

 
a) 
 
 
 
 
 
b)                               

Figure 3.  a) Simulated scenario and environment with the optical 
infrastructure (Xij), the generated footprints (1-9) and the connected luggage 

and pedestrians’ flow. b) Schematic diagram of Terminal 2 with coded lanes 

(L/0-7) and traffic lights (TL/0-15) 
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Airports are assessed based on factors like walking 
distances between terminal facilities and accessibility to 
ground transportation and parking. This research enhances 
our understanding of pedestrian behavior within terminal 
corridors, informing better decisions in terminal facility 
design. The airport model is generated using footprints of a 
multi-level airport collected from available sources and 
displayed on user receivers for orientation [15]. The 
simulated scenario includes two terminal intersections with 
four-way arms and moving lanes, along with sidewalks and 
areas for shopping, dining, or resting. Traffic management 
involves directing carriers along cardinal points using road 
request and response segments, exclusive passenger lanes, 
waiting areas, and crosswalks. Central traffic light systems 
controlled by a Central Manager regulate carrier flow and 
prevent collisions. Pedestrians on sidewalks have the freedom 
to move in both directions. It's a prerequisite that destinations 
can be targeted by user requests to the CM within a specific 
request distance (D/P2I) and any floor changes notified if 
applicable. The indoor route throughout the airport is 
communicated to the user via a responding message (message 
distance range; I2D/P) transmitted by the traffic signals, 
which also function as routers or mesh/cellular nodes (refer to 
Figure 2). 

This request/response framework provides landmark-
based instructions to help carriers identify decision points 
where a change of direction is necessary (action). 
Furthermore, it offers information to users to confirm that they 
are on the correct path. The Simulated scenario and 
environment with the optical infrastructure (Xij), the generated 
footprints (1-9) and the connected luggage and pedestrians’ 
flow are displayed in Figure 3a. In Figure 3b the schematic 
diagram of Terminal 2 with coded lanes (L/0-7) and traffic 
lights (TL/0-15) is draft.  

Pedestrians on sidewalks have the freedom to move in 
both directions. It's a prerequisite that destinations can be 
targeted by user requests to the CM within a specific request 
distance (D/P2I) and any floor changes notified if applicable. 
The indoor route throughout the airport is communicated to 
the user via a responding message (message distance range; 
I2D/P) transmitted by the traffic signals, which also function 
as routers or mesh/cellular nodes (refer to Figure 2). 

This request/response framework provides landmark-
based instructions to help carriers identify decision points 
where a change of direction is necessary (action). 
Furthermore, it offers information to users to confirm that they 
are on the correct path. 

 

 

Figure 4.  Schematic of a one cycle phase diagram with eight 

moving walkway phases and an exclusive pedestrian phase. 

Figure 4 visually outlines intersection phase progressions 
(actions) within a structured cycle length, comprising eight 
AGV carrier phases in the lanes and an exclusive pedestrian 
phase for the walking passengers. Each phase is subdivided 

into discrete time sequences, providing a comprehensive 
temporal framework. 

IV. RESULTS 

In this section, the algorithms developed for guiding users 
through indoor spaces are described. Explanation of turn-by-
turn directions, landmark highlighting, alerts, and alternate 
route suggestions are given. Figure 5a displays the decoded 
optical signals (at the top of the figures) and the signals 
received (MUX) by the receivers in a D2D (COM 2) and D2I 
(COM 3) communication scenario involving a leader device 
in the moving walkway at position (R3,10, G3,11, B4,10, ). This 
device is communicating with the CM at the second terminal 
(T2) on lane L0 (direction E) at 10:25:46 and is followed by 
three other devices (nr) D1, D2, and D3 with the same direction, 
located at positions (IDx,y ) R3,8, G3,6 and  R3,4, respectively. 
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Figure 5.  MUX signal request (a) and responses (b) assigned to 

different types of V-VLC communication. On the top the decoded 

messages are displayed.  

In Figure 5b, the responses (I2D and I2P) from two traffic 
lights (TL10 and TL13) to the crossing request from the 
preceding carrier do (R3,10, G3,11, B4,10, ) and a pedestrian q1 
located in the "waiting corner" of the first terminal (R3,4, G3,5) 
are exemplified. The timestamps "10:25:46" and "10:28:36" 
represent the times at which the two responses were sent 
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respectively for the pedestrian (COM 6) and for the 
Passenger/luggage carrier (COM 4) and provide a reference 
point for when each response was generated.  

Assessing the effectiveness of the proposed V-VLC 
system in multi-terminal airports utilizes the Simulation of 
Urban MObility (SUMO), employing agent-based 
simulations. SUMO serves as a powerful tool for optimizing 
traffic operations within airports, enhancing efficiency, 
safety, and passenger experience. 

 

 
a) 

 
b) 

Figure 6.  a) SUMO environment. b) State phasing diagram. 

SUMO simulates vehicles, pedestrians, and entities in the 
airport environment, adjusting parameters like traffic density 
and road layouts. It tests traffic control algorithms, manages 
intersections, and oversees pedestrian crossings, mirroring 
real-world airport conditions. 

Moreover, SUMO’s API supports interaction with 
external programs, enabling the extraction of diverse traffic 
flow statistics. State and phase diagrams within SUMO offer 
insights into traffic signal dynamics and movements within 
the terminals. The simulation operates on an agent-based 
system, where agents accumulate experience to navigate 
traffic situations effectively. They control Traffic Lights (TL) 
based on decisions aimed at optimizing traffic flow, whether 
in walkway lanes or sidewalks [16][17]. 

For data analysis, SUMO collects and analyzes 
simulation data, including vehicle trajectories, travel times, 

congestion levels, and pedestrian movements. Visualization 
capabilities aid in analysis and decision-making, while 
SUMO's API supports interaction with external programs for 
diverse traffic flow statistics. Gate assignment approaches for 
aircraft movement are outlined, aiming to minimize 
pedestrian walking distances or maximize passenger 
throughput. Traffic scenarios with varying cycle durations 
and carrier flows were considered, integrating pedestrian 
flows to reflect realistic scenarios. 

Two potential approaches to gate assignment for aircraft 
movement, including landings and takeoffs, are outlined: The 
first approach involves a low carrier flow, accommodating 
1800 carriers per hour. Assumptions include a carrier velocity 
of 9 km/h, primarily moving from east and west directions. 
The primary objective is to minimize the total pedestrian 
walking distance inside the terminal. The second approach 
adopts a high carrier flow, accommodating 2300 carriers per 
hour at the same velocity. Here, the aim is to maximize the 
number of passengers served by gates. Both scenarios 
maintain a consistent pedestrian flow of 11200 per hour. 
Within these flows, it is expected that 20% of 
passengers/luggage carriers will turn (remain in the same 
terminal), while 75% will continue straight (change terminal).  

In the airport context, two traffic scenarios were evaluated. 
The first scenario, termed the High traffic scenario, has cycle 
duration of 120 seconds and is capable of dispatching 2300 
carriers per hour. The second scenario, with a cycle duration 
of 88 seconds, dispatches 1800 carriers per hour. In Figure 6 
the high traffic scenario State phasing diagram. illustrated. 

For each terminal, pedestrian flows were simulated with 
7200 pedestrians at Terminal T1 and 4000 pedestrians at 
Terminal T2. Pedestrians were introduced exclusively on the 
N and S roads in both directions, starting at various distances 
from the intersection. This setup aims to replicate a more 
realistic scenario where pedestrians originate from different 
points, reflecting varied starting positions and paths within the 
airport environment. 

These diagrams offer insights into the dynamic behavior 
of traffic light signals and carrier/pedestrian movements 
within the simulated terminals. As can be observed in the 
diagrams, it is possible to distinguish the different cycles that 
occur during the simulation. It always begins with a pedestrian 
phase (Phase 0), during which some individuals can cross the 
crosswalk, turning red for pedestrians starting from 11 
seconds. Then, phases dedicated to carriers (Phases 1-8) take 
place until it concludes at 123 seconds. At this moment, the 
second cycle begins, with the pedestrian phase becoming 
active again. The same process repeats until 247 seconds, 
marking the end of this second cycle and the initiation of a 
third cycle. These diagrams align with the analysis conducted 
for pedestrians. 

V. CONCLUSIONS AND FUTURE WORK 

Utilizing VLC signals offers a promising solution for 
enhancing indoor navigation in multi-terminal airports. 
Integrating VLC with existing lighting infrastructure and 
traffic control algorithms significantly improves pedestrian 
and carrier traffic management. By optimizing traffic flow, 
minimizing pedestrian walking distances, and providing real-

T1 T2
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Pedestrians

Cycle (120 s)

T1

T2
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time guidance, VLC-based systems enhance accessibility and 
efficiency in airport environments. 

This study developed a two-terminal airport model based 
on Edge/Fog architecture, established communication 
protocols, and tested VLC algorithms. These algorithms 
effectively transmit encoded messages, enabling accurate 
localization and positioning, and reliable communication 
between traffic signals and user devices. Real-time guidance 
provides turn-by-turn directions, highlights landmarks, and 
suggests alternate routes, thus improving traffic flow 
management and operational efficiency. 

SUMO simulations offer valuable insights into pedestrian 
behavior and traffic dynamics, revealing the impact of traffic 
flow, road length, and cycle durations on pedestrian 
movement. This comprehensive analysis underscores the 
potential of VLC-based systems in optimizing airport 
navigation and enhancing overall user experience. 

While this study has demonstrated the potential of VLC-
based systems for improving indoor navigation and traffic 
management in multi-terminal airports, several areas warrant 
further investigation and development:  

• Future research should focus on scaling the VLC system 
to accommodate larger and more complex airport 
environments. This includes adapting the system to 
varying architectural designs and passenger volumes to 
ensure consistent performance.  

• Investigating the integration of VLC with other 
emerging technologies such as 5G, IoT devices, and 
advanced AI algorithms could further enhance the 
system’s capabilities. Combining these technologies 
could improve data processing speeds, accuracy, and 
overall system intelligence.  

By addressing these areas, future work can build on the 
current findings to develop more robust, efficient, and user-
friendly VLC-based navigation and traffic management 
systems for airports. 
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Abstract— This paper explores Autonomous Guided Vehicles 

(AGV) mobility in dense industrial environments, utilizing 

Visible Light Communication (VLC) technology for data 

transmission between infrastructures and vehicles, establishing 

X2X links. Tetrachromatic white Light Emitting Diodes 

(LEDs) and dedicated pinpin photodiodes facilitate 

simultaneous lighting and data transmission, while VLC-based 

indoor positioning enables guidance services with tailored 

coding schemes for each link. By analyzing AGV flow 

regulation within warehouse lanes similar to urban traffic 

flow, an urban mobility simulator generates movement data. A 

dynamic model integrating VLC queuing/request/response 

behaviors, efficiently schedules routes, ensuring optimal travel 

and avoiding congestion. The proof-of-concept is demonstrated 

through evaluations of travel time and traffic flows. 

Keywords- Visible Light Communication; positioning; 

guidance system; mobility; autonomous guided vehicle. 

I. INTRODUCTION 

Autonomous Guided Vehicles (AGVs) are driverless 
carts widely utilized in industrial and distribution settings for 
material movement [1]. AGVs streamline operations across 
various industries, enhancing inventory management, 
production flexibility, and staff efficiency. They facilitate 
data-driven analytics, predictive maintenance, and reliability 
improvement. Originally used in manufacturing, AGVs now 
serve diverse industrial applications including warehouse 
logistics and container terminal operations [2]. Some AGVs 
feature robotic arms or serve as collaborative robots (cobots), 
extending their functionality to tasks like picking and 
assembly AGVs are prominent in automotive, logistics, e-
commerce, food, pharmaceuticals, and more [3].  

The rapid adoption of Autonomous Guided Vehicles 
(AGVs) in industrial environments has increased the need 
for efficient and reliable communication systems. While 
traditional wireless technologies such as Wi-Fi and Radio 
Frequency (RF) are widely used, they face challenges in 
dense industrial settings due to signal interference, limited 
bandwidth, and security vulnerabilities. Visible Light 

Communication (VLC) presents a promising alternative, 
offering high-speed data transmission with minimal 
interference and enhanced security [4]. However, there is 
limited research on integrating VLC into AGV systems, 
particularly in highly congested environments where signal 
reliability and uninterrupted communication are crucial for 
operational efficiency. This research aims to address this gap 
by exploring the potential of VLC to optimize AGV mobility 
and coordination in dense industrial environments, providing 
a novel approach to improving communication reliability and 
overall system performance [5]. 

VLC technology [6] enhances AGV collaboration in 
dense industrial environments by providing accurate indoor 
positioning and mapping. LED light sources are modulated 
to encode data, offering advantages like high-speed 
transmission, immunity to electromagnetic interference, and 
enhanced security. The dense deployment of VLC 
transmitters makes it ideal for indoor localization and 
navigation [6][7].  

This paper discusses the integrated movement of AGVs 
performing tasks in indoor environments. AGV fleet 
management treats their movements similar to vehicular 
traffic, controlled by intelligent agents based on congestion 
conditions [8][9]. Vehicular communication relies on visible 
links, facilitating Lamp-to-Vehicle (L2V), Vehicle-to-
Vehicle (V2V), Vehicle-to-Infrastructure (V2I), and 
Infrastructure-to-Vehicle (I2V) channels [10].  

In this work, VLC technology is employed to create an 
indoor positioning system with additional communication 
capabilities. The system includes a pinpin heterostructure 
a:SiC:H device for photodetection of optical signals emitted 
by white trichromatic RGB LEDs. The photodetector 
[11][12], which is based on a-SiC:H/a-Si:H heterostructures, 
operates in the visible spectrum. It features active filtering 
and amplification properties, as well as selective sensitivity, 
designed to be wavelength-sensitive [14][15]. When 
different visible signals are encoded along the same optical 
transmission path, the device multiplexes these optical 
channels, performs various filtering processes (such as 
amplification, switching, and wavelength conversion), and 
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outputs a multiplexed signal. Decoding this signal allows for 
the recovery of the modulated signal transmitted by each 
emitter [13]. 

The proposed system is modelled using the Simulation of 
Urban Mobility (SUMO) [14], with a dynamic algorithm 
effectively scheduling AGV routes [15][16]. Simulation 
experiments validate the method's efficiency in travel and 
congestion avoidance, as demonstrated in [15], that uses a 
similar methodology to optimize urban intersections by 
integrating VLC localization services with learning-based 
traffic signal control. 

The indoor localization system combines optical wireless 
communication, computer algorithms, smart sensors, and an 
optical sources network, constituting a collaborative cyber-
physical system approach. 

The paper is organized as follows. Section I includes the 
paper introduction with related work. Section II outlines the 
VLC system specifications, including details on the 
transmitter and receiver, indoor positioning and guidance-
based services and VLC protocols. In Section III, the 
experimental scenarios are described, along with a 
presentation and discussion of the obtained results. Finally, 
Section IV concludes the paper and offers guidelines for 
future work. 

 

II. ARCHITECTURE OF THE VLC SYSTEM 

The communication network uses four different VLC 
Channels ensuring communication Lamp-to-Vehicle (L2V), 
Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I) 
and Infrastructure-to-Vehicle (I2V), as illustrated in Figure 
1. 

 

Figure 1. Communication channels established using visible signals. 

 

A. VLC Transmitter and Receiver 

The VLC system utilizes tetra-chromatic white LEDs, 

with each LED containing independently controllable red, 

green, and blue emitters. This configuration enables the 

creation of distinct data transmission channels by 

controlling each emitter separately. A single L2V 

transmitter comprises four LEDs arranged in a square 

formation, with only one emitter from each LED utilized for 

transmission. In V2V and V2I communication, only a single 

LED emitter is used. These tetra-chromatic LEDs emit 

distinct wavelengths in the red (620 nm), green (530 nm), 

blue (470 nm), and violet (405 nm) bands. These LEDs 

meet illumination standards, making them suitable for 

lighting and communication. Their effective channel 

separation and wide coverage area make them ideal for 

communication applications. 

The VLC receiver features pinpin photodiodes with a-
SiC:H/a-Si:H heterostructures, optimized for modulated 
wavelengths from RGB LEDs in the visible range. Its 
sensitivity is influenced by external optical bias, favoring 
short wavelengths under back violet background illumination 
and longer wavelengths under front illumination. The device 
acts as both a short-pass filter for back illumination and a 
long-pass filter for front illumination, with tuning options for 
short, medium, and long spectral regions. Front illumination 
enhances the red spectrum, while back illumination boosts 
the blue signal. 

B. Indoor positioning and guidance based services  

Indoor positioning with VLC uses L2V communication, 
where LEDs in ceiling lamps are arranged in a square 
configuration, defining unit navigation cells. Each cell is 
divided into footprints, assigned to different optical 
excitations. Figure 2 depicts the L2V transmitter 
configuration, unit navigation cell, and corresponding 
footprints. Footprint regions (#1, #2, ..., #9) correspond to 
optical excitations shown in Figure 2. Matrix notation 
identifies each emitter in the VLC transmitter network, 
transmitting data to determine navigation cell positions. 

 

 

Figure 2. Square configuration of VLC transmitters of the L2V link 

showing the unit navigation cell and footprints inside the unit 

navigation cell. 

Each L2V VLC transmitter uniquely identifies its 
position within the indoor space, defining navigation cells. 
Within each cell, resolution is enhanced by measuring 
optical patterns, resulting in 9 distinct regions. Vehicle 
guidance along lanes and directional changes are facilitated 
by transmitting respective directions via the I2V link.  

 

C. VLC Protocols  

Data transmission requires a specific modulation scheme. 
We use On-Off Keying (OOK), valued for its simplicity in 
VLC systems. In OOK modulation, the presence of a signal 
is represented by one level (usually the "on" state), while the 
absence of a signal is represented by another level (usually 
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the "off" state). In other words, the carrier signal is switched 
on and off to represent digital data. 

The communication protocol, outlined in Table I, 

controls information exchange, including synchronization, 

identification, and payload sections within each transmitted 

frame. The frame structure is systematic and standardized, 

with variations based on the type of communication (1-4: 1-

L2V, 2-V2V, 3-V2I, 4-I2V). Each frame is 64 bits long, 

featuring specific blocks at the beginning and end to support 

synchronization of successive data frames. 

TABLE I - CODIFICATION PROTOCOLS. 

 
 

The data frame consists of modular blocks, each 

comprising 4 bits, except for SYNC and timeline-related 

blocks (h-hour, m-minute, s-second), which use 5 bits each. 

Each VLC link's coding begins and ends with SoH and EOF 

blocks ([10101] and [0000], respectively), ensuring 

synchronization. The transmitter's position is coded as x and 

y in matrixial notation, while timeline details are coded as 

{END, h, m, s} ([111] for END). Other codes include Lane, 

TL, #AGV, x' and y', ID-AVG, and #N, facilitating effective 

encoding and decoding of AGV movement information. This 

protocol guarantees synchronization and data integrity in 

VLC communication. 

At the receiver, the photodetector generates a 

multiplexed signal based on input optical signals. With the 

VLC transmitter's 4 independent emitters, the output signals 

can combine one to four optical excitations, yielding 16 

photocurrent levels. Bit decoding corresponds to assigning 

each photocurrent level to the respective optical excitation, 

achieved through previous system calibration to adjust 

photocurrent levels. 

III. RESULTS AND DISCUSSION 

A. AGV Traffic Scenario 

Inside the warehouse, AGVs navigate corridors to pick 

up goods from predefined aisles. AGV flow is determined by 

assigned routes and stop times for aisle operations. AGVs 

adhere to right-hand traffic rules, using right lanes for 

forward and right turns, and left lanes exclusively for left 

turns. Tasks begin at the charging station, with AGVs 

following their routes until reaching the packaging station. 

AGVs can start operations from the packaging station while 

charging, upon receiving new collection instructions. The 

simulated scenario, depicted in Figure 3, comprises multi-

intersections with two 4-way intersections having 2 lanes per 

arm.  

 

Figure 3. Lanes and aisles inside the warehouse. 

Central traffic light systems, managed by Central 
Managers (CMs), control traffic flow. Four traffic flows 
along cardinal points are considered, with binary choices 
(turn left/straight or turn right) in road request and response 
segments. In intersection 1, even lanes (L0, L2, L4, L6) 
enable right turns or forward movements, while odd lanes 
allow left turns. Unit navigation cells defined by optical 
transmitters in the L2V channel are depicted along corridors, 
along with respective footprints. Each intersection has three 
traffic lights for possible movements (forward, turn 
left/right) in the convergent lane, totalling 12 traffic lights 
per intersection (TL0, TL1, …, TL11). Intersection 2 
displays corresponding traffic lights, regulating flows from 
north to south (TL0, TL1, TL2), east to west (TL3, TL4, 
TL5), south to north (TL6, TL7, TL8), and west to east 
(TL9, TL10, TL11). Traffic lights are ordered by turns, with 
lower orders for right turns (TL0, TL3, TL6, TL9), higher for 
left turns (TL2, TL5, TL8, TL11), and intermediate for 
forward movements (TL1, TL4, TL7, TL10). 

B. VLC signals 

Using the described spatial layout, optical 
communication was simulated with multiple AGVs moving 
eastward along lane L0, as depicted in Figure 4. The 
foremost AGV in the lane, located at position R3,10 (x and y 
in matrix notation), communicates with the intersection agent 
via V2I communication. It transmits a request for forward 
movement at the intersection and communicates the number 
and positions of trailing AGVs (AVG1, AVG2, and AVG3), 
occupying positions R3,8, R3,6, and R3,4 simultaneously. 

 

 

Figure 4. Simulation scenario. 

Using the communication protocol defined in Table I, the 
VLC system was configured to establish data transmission 
from each link. The optical signals measured at the receivers 
of links V2I and V2V are displayed in Figure 5. The 
transmitted optical signals from each transmitter are 
represented on the top of the figure. 
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Figure 5. Experimental data acquired by the receiver of the 

V2V and V2I VLC links. 

In the I2V link, the leading AGV transmits a bit sequence 
following the protocol in Table I. The receiver detects 
different signal levels, each corresponding to a specific input 
combination. Decoding these levels using appropriate 
calibration signals allows recovery of the input optical 
signals. The frame begins with synchronization bits, 
followed by communication type (3 for V2I), position (R3,10, 
G3,11,B4,10), intersection movement request (TL = 10 for 
forward movement), communication time (10:25:46), 
number of AGVs behind in the lane (3), and their 
coordinates: (3,8) for AVG1, (3,6) for AVG2, and (3,4) for 
AVG3, transmitted by red, green, and blue transmitters. In 
the V2V link, the leading AGV transmits synchronization 
bits, communication type (2 for V2V), position (R3,10, 
G3,11,B4,10),movement lane (L = 0 for forward or right turn), 
communication time (10:25:46), number of AGVs behind in 
the same lane (3), and their coordinates: (3,8) for AVG1, 
(3,6) for AVG2, and (3,4) for AVG3. 

Figure 6 displays the optical signals acquired by the 
receiver of the I2V VLC link at the second intersection. The 
transmitted optical signals from each transmitter are 
represented on the top of the figure. 

 

Figure 6. Experimental data acquired by the receiver of the 

I2V VLC link located at intersection #2. 

In this communication, the block after the 
synchronization bits, define an I2V communication (ID=4), 
followed by the identification of the corresponding traffic 
light (TL=10), the identification of the leading AGV (15 in 
this case), the communication time and the number of 
leading AGV’s followers (3), and respective coordinates: 
(3,8), (3,6) and (3,4). This is in accordance with the 
information transmitted by the AVG L. 

C. Dynamic Traffic Model 

AGV flow dynamics were assessed using SUMO, an 
open-source traffic simulation package for large networks. 
The simulation configured the scenario previously described 
and evaluated average speed and halting over a fixed period 
(one hour). Figure 7 and Figure 8 compare the average 
speeds and halting trends over time for low and high traffic 
AGV scenarios, assuming flows of 1800 and 2300 AGVs per 
hour, respectively.  
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Figure 7. Average speed and halting in low traffic AGV scenario, 

1800 AGV/hour. 
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Figure 8. Average speed and halting in high traffic AGV scenario, 

2300 AGV/hour. 

Data from Figure 7 and Figure 8 show an initial spike in 
speed at the start of halting simulations, gradually decreasing 
as the simulation progresses. This acceleration is due to 
fewer AGVs at intersections, allowing faster movement. 
However, as more AGVs enter the system, average speed 
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notably drops until the end of the simulation. As AGVs 
empty out, remaining ones have more space, leading to 
increased speed due to reduced congestion. Higher waiting 
AGV volumes correspond to decreased speed, while lower 
volumes result in increased speed, aligning with traffic 
dynamics expectations. The proof-of-concept evaluations 
demonstrated the feasibility of the approach using key 
metrics like travel time and traffic flow. However, these 
preliminary results were not tested for statistical significance. 
Future work will include larger-scale experiments to ensure 
statistical validation. 

IV. CONCLUSIONS 

The proposed application monitors and manages AGV 
movement in an optimized warehouse for material collection 
and transport. VLC links facilitate AGV flow, reducing 
congestion and waiting times. Various coding protocols were 
defined for VLC links, with experimental data obtained for 
V2V, V2I, and I2V links. Using the SUMO simulator, the 
same scenario was analyzed as urban traffic flow, 
considering low and high flows to simulate average speed 
and halting trends over a period. Results can predict traffic 
actions, prevent congestion, and reduce travel time, 
enhancing collection and transportation efficiency.  

The paper presents a proof-of-concept of the use of 
Visible Light Communication (VLC) in combination with 
AGV (Automated Guided Vehicle) mobility The practical 
implementation of such a system in a real industrial 
environment might pose significant challenges, which must 
be addressed in future work, namely, scalability, cost, and 
potential obstacles to real-world deployment. 
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Abstract - Many steel tower structures built in Japan are aging 

and are increasingly at risk of collapse in the event of typhoons 

or major earthquakes. At the same time, it is difficult to proceed 

with rebuilding such aging structures with limited budgets and 

manpower, thus there is a need to monitor the health of the 

structures, and to equalize and facilitate the rebuilding work. 

For this purpose, it is necessary to make full use of sensing 

technology to diagnose deterioration in order to accurately 

assess the condition of steel tower structures. In this study, 

sensors were installed at multiple locations on an actual steel 

tower structure, and measurements were taken over a period of 

nine months. Data was measured and saved for five minutes, 

centered on the time when the maximum Root Mean Square 

(RMS) value of acceleration occurred each day. There have been 

no other studies in which measurements were taken and 

analyzed at the time when the maximum vibration occurred 

each day, with almost no missing data, over several months of 

constant measurement. This study aims to obtain knowledge 

that will be useful for monitoring the health of structures and 

for leveling and smoothing out reconstruction work in order to 

prevent loss of life due to the collapse of steel tower structures 

that have not yet been made apparent. 

Keywords-Vibration Sensing; Steel Tower Structure; 

Structural Health Monitoring; Micro Electro Mechanical 

Systems; Frequency Analysis. 

I.  INTRODUCTION 

In Japan, the civil infrastructure is aging, with 
approximately 60% of road bridges, river management 
facilities, such as sluice gates, and port quays, among them, 
being more than 50 years old after construction by 2033. This 
situation has been pointed out since the early 2000s, but it 
came to be highlighted as an important social issue after the 
2013 Sasago Tunnel ceiling plate fall accident, in which nine 
people lost their lives when the vehicles they were traveling 
in became trapped under the fallen ceiling [1]. In a similar 
context, the maintenance and reconstruction of steel tower 
structures, which are ubiquitous throughout Japan for 
communication and power transmission, is one of the most 
pressing social issues that has yet to be acknowledged. Steel 
tower structures consist of a steel framework, and are used for 
power transmission towers, communication towers for mobile 
phone base stations, and transmission towers for broadcasting 
stations, as well as watchtowers for weather observations, 
lighthouses and firefighting. For power transmission alone, 

there are currently 240,000 towers supporting the electricity 
supply [2], and along with communication towers, they form 
the very infrastructure that underpins our social life. The rush 
to build transmission towers began in the 1970s, and although 
the average service life of these towers is estimated to be 
around 40 years, 120,000, or about half of the total, are 
overdue for renewal. For example, Typhoon No. 15, which hit 
the Japanese archipelago in September 2019, caused material 
damage, including the collapse of a transmission tower in 
Kimitsu, Chiba Prefecture, which was built in the 1970s, but 
fortunately no human casualties were reported [3]. For this 
reason, the importance of this social issue, as regards the 
maintenance and management of infrastructure as tunnels and 
bridges, has not yet been recognized. Clearly, many steel 
towers have reached the point where they need renewal, and 
the risk of collapse in the event of a typhoon or major 
earthquake is increasing. It is difficult, however, to renew of 
all of them at once with limited budgets and manpower, there 
is an urgent need to monitor their health and extend their 
service life, as well as to equalize and facilitate reconstruction 
work. It is therefore essential to accurately assess the 
condition of steel towers, and to diagnose deterioration using 
sensing and digital technology.  

We have been researching and developing sensing 
systems that achieve highly accurate autonomous time 
synchronization for structural health monitoring and 
earthquake observation. In the light of the current situation, 
this study collected and analyzed measurement data over 
several months by installing sensors on a real steel tower in 
service to obtain knowledge useful for monitoring the health 
of towers and extending their service life, as well as for 
equalizing and facilitating reconstruction work, thereby to 
prevent loss of human life due to unforeseen tower collapse. 

Section II describes the state of the art of the research for 
structural health monitoring and sensor technologies. Section 
III describes the targeted steel tower structure and the installed 
sensing system, while Section IV presents the results of an 
analysis of the measured data. From these results, Section V 
presents the conclusions of the study and future tasks. 

II. STATE OF THE ART 

Many studies on the health monitoring of structures have 
been conducted since the early 2000s, and papers 
summarizing research trends at that time have been published. 
Techniques and methodologies for monitoring of structures 
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have been summarized, focusing on the modeling of structural 
behavior, data analysis methods and sensor technologies 
[4][5]. Many of the studies focus on social infrastructure 
structures, such as bridges and highways, where inspections 
are mandatory, and technologies, such as fiber-optic sensors, 
wireless sensor networks and image processing have been 
applied [6][7]. In recent years, machine learning has been 
utilized in this field, and efforts have been made to apply 
machine learning algorithms, acquire and process data, and 
improve prediction capabilities [8]. Moreover, real-time 
monitoring, data analysis and optimization of maintenance 
planning have been carried out with regard to structural health 
monitoring and management systems based on the Internet of 
Things (IoT) and cloud computing [9]. However, for steel 
tower structures, inspections are not mandatory and few 
studies have focused on maintenance management through 
structural health monitoring. In addition, because 
transmission towers are owned by electric power companies 
while communications towers are owned by 
telecommunications carriers, information on initiatives 
targeting them is not publicly available. In this study, sensors 
were installed at multiple locations on an actual steel tower 
structure, and measurements were taken over a period of nine 
months. Data was measured and saved for five minutes, 
centered on the time when the maximum RMS value of 
acceleration occurred each day. There have been no other 
studies in which measurements were taken and analyzed at the 
time when the maximum vibration occurred each day, with 
almost no missing data, over several months of constant 
measurement [4][5][6]. This study aims to obtain knowledge 
that will be useful for monitoring the health of structures and 
for leveling and smoothing out reconstruction work in order 
to prevent loss of life due to the collapse of steel tower 
structures that have not yet been made apparent. 

III. STEEL TOWER STRUCTURE AND SENSING SYSTEM 

For the many steel towers that require renewal, rather than 
just focusing on the number of years since construction, it is 
important to accurately assess their condition in order to 
monitor the health of individual towers, extend their service 
life, and equalize and facilitate reconstruction work. To 
perform such analyses, data must be acquired and collected 
from actual steel tower structures. Long-term measurements 
over a period of several months were therefore carried out on 
a steel tower constructed in Numazu, Shizuoka Prefecture, as 
shown in Figure 1. Also, it shows the arrangement and types 
of sensors used. The sensors were placed at the top, center and 
base of the steel tower in order to obtain data on the overall 
and local behavior of the tower, which is directly related to 
any damage it may have sustained. 

Table 1 lists the installation location and the measurement 
data obtained. Accelerometers measure the acceleration at the 
top, center and base of the tower. Table 2 lists the 
specifications of the accelerometer. The accelerometer has a 
3-axis crystal acceleration sensor with high accuracy and 
excellent stability, which is micro-fabricated from a highly 
accurate and stable crystal material.  

The sampling frequency was 100 Hz, and data was 
measured and saved for 5 minutes around the time when the 

maximum RMS value of acceleration occurred on each day. 
Each sensor module had a built-in battery and wireless 
communication function that used the 2.4 GHz frequency 
band, and transmitted data wirelessly to a data logger for data 
recording, which was installed at the base shown in Figure 1. 
The batteries installed in each sensor module can power the 
system for approximately one year without needing to be 
replaced. Each sensor module stores data in its memory and 
transmits the data wirelessly to the logger. The logger was 
installed in a small temporary structure adjacent to the base of 
the tower structure and provided with Internet access, 
allowing data to be collected remotely. 
 

 

Figure 1.  Steel tower structure and sensor location. 

TABLE I.  INSTALLATION LOCATIONS AND MEASUREMENT DATA OF 

SENSOR 

Sensor 
Installation 
Location 

Measurement Data 

Accelerometer 
Tower top, 
center, base 

Acceleration in two 
horizontal directions and 

vertical direction 

TABLE II.  SPECIFICATIONS OF ACCELEROMETER 

Model 
EPSON 

M-A351AS 

Direction 
3 axes 

 (2 horizontal, 1 vertical) 

Range ±5G 

Noise Density 0.5 μG/√Hz 

Operating 
Temperature 

-20 ℃ to +85 ℃ 

Power 
Consumption 

20mA 

Interface SPI 

Top 

Accelerometer  
 

Center 

Accelerometer 

Base 

Accelerometer 

Data Logger 

1
7
,6

0
0

 m
m

 
1
8
,6

0
0

 m
m
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IV. DATA ANALYSIS 

The accelerometers measured the acceleration at the top, 
center and base to capture the main vibration modes of the 
steel tower, and to check for excessive vibration and 
deformation in each part and between parts. In this study, 
measurements were taken over a nine-month period from 
February to October 2023. Data was measured and stored for 
five minutes, centered on the time when the maximum RMS 
value of daily acceleration occurred. There have been no 
other research studies in which measurements were taken 
almost without missing data at the time when the maximum 
vibration occurred each day on an actual tower structure, and 
the results of frequency analysis over several months were 
presented [4][5][6]. The results below show the long-term 
changes in the dynamic characteristics of the tower structure.  

Figure 2 shows the maximum values measured by 
accelerometers during the measurement period.  

Figure 3 shows the Fourier spectra of the measured data at 
the top of the tower obtained by an accelerometer during the 
measurement period. In Figures. 3(a) to (c), the diagrams on 
the left show the 3D Fourier spectrum with the date and 
frequency during the nine-month measurement period on the 
horizontal axis and amplitude plotted on the vertical axis; the 
diagrams on the right show this spectrum viewed from directly 
above, with the date and frequency on the axis and the 
amplitude in color. The white areas in the right diagrams are 
areas of missing data. The diagrams on the left give an 
overview of which frequencies were predominant with respect 
to acceleration at the top of the tower during the nine-month 
period, and whether these frequencies changed or not. From 
the diagrams on the right, the predominant frequencies and 
their changes can be clearly observed. Since this is the 
acceleration at the top of the tower, the first-order natural 
frequencies in the horizontal directions of the targeted steel 
tower can be obtained. From Figure 3(a), in the x-direction, 
the horizontal natural frequency can be observed at 1.66 Hz, 
and from (b), in the y-direction, at 1.59 Hz. Also, no change 
was observed during the nine months when the measurements 
were conducted. From (c), the natural frequency in the vertical 
direction (z-direction) can be observed at 42.5 Hz. Natural 
frequency is the inherent resonant frequency of a structure. It 
varies depending on the shape, restraint position, and Young's 
modulus and density of the material. At this frequency, once 

an external force is applied, the structure resonates and 
continues to vibrate on its own without the application of an 
external force. Natural frequency is determined by the mass 
and stiffness of the structure, so if the structure is damaged, its 
stiffness decreases and the natural frequency decreases. 

Figure 4 shows the Fourier spectra of the measured data 
obtained at the center of the tower by the accelerometer during 
the measurement period. Since it is the acceleration at the 
center, the second-order natural frequencies in the horizontal 
direction of the targeted steel tower can be obtained. From 
Figures 4(a) and (b), the dominant frequency is around 6.5 Hz 
in both the x- and y-directions, but there is no clear peak. It 
can also be seen that there was no change during the nine 
months in which the measurements were conducted. 

The day when the maximum acceleration occurred is 

indicated by ▼ in Figure 2. Figure 5 shows the time history 

waveforms of the data measured at the top of the tower by the 
accelerometer at this time. From Figure 5, it can be seen that 
at the top of the tower, accelerations of similar magnitude 
occur in the x and y-directions, which are horizontal directions, 
while almost no acceleration occurs in the z-direction, which 
is the vertical direction. As indicated in (2) above, the natural 
frequency in the x-direction can be observed at 1.66 Hz, and 
from (b), the horizontal natural frequency in the y-direction, 
at 1.59 Hz. In general, there is little structural difference 
between steel towers in the x- and y-directions, thus the 
natural frequencies are also close.  

Figures 6 and 7 show the time history waveforms and 
Fourier spectra of the measured data in each direction by the 
accelerometers on the day when the maximum acceleration of 
the measurement period occurred. In both the x-direction 
shown in Figure 6 and the y-direction shown in Figure 7, the 
base of tower does not vibrate, and the acceleration increases 
towards the center and the top of the tower, indicating the first-
order mode vibrations are dominant, while the higher-order 
mode vibrations are small. Therefore, the first-order natural 
frequencies in two horizontal directions are appropriate as a 
risk indicator for detecting deterioration and damage to steel 
towers. If there is a change in the risk index, specifically if a 
trend toward a decrease in the natural frequency is observed, 
it can be assumed that the stiffness of the structure has 
decreased, which will lead to an increased priority for detailed 
inspections and planned reconstruction work. 

 

 

Figure 2.  Maximum values measured by accelerometers during the measurement period. 
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(a) x direction 

   
 

(b) y direction 

   
 

(c) z direction 
 

Figure 3.  Fourier spectra of measured data at the top of the tower obtained by accelerometer during the measurement period. 
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 (a) x direction 

   
(b) y direction 

 

Figure 4.  Fourier spectra of measured data at the top of the tower obtained by accelerometer during the measurement period. 

 

 
 

 

Figure 5.  Fourier spectra of measured data at the top of the tower obtained by accelerometer during the measurement period. 
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Figure 6.  Fourier spectra of measured data at the top of the tower obtained by accelerometer during the measurement period (x direction). 

 
 

 

Figure 7.  Fourier spectra of measured data at the top of the tower obtained by accelerometer during the measurement period (y direction). 

V. CONCLUSION 

In the present study, sensors were installed on steel towers, 
and measurement data was collected and analyzed over a 
period of several months in order to obtain knowledge useful 
for monitoring the health of steel tower structures, extending 
their service life, and equalizing and facilitating 
reconstruction work. From the measurements and data 
analysis over a period of nine months, it was found that in the 
targeted steel tower structures, vibrations at the first-order 
natural frequencies were dominant, but the higher-order mode 
natural frequencies were also identified. Continuous 
monitoring of the natural frequencies of tower structures is 
considered effective as an indicator of damage risk. If a 
change in the damage risk indicator occurs, specifically if a 
trend towards lower natural frequencies is detected, it can be 
assumed that the rigidity of the structure has decreased, and 
this can lead to a higher priority for detailed inspection and 
planned reconstruction work. As a future issue, although the 
deterioration of the structural performance of the tower over 
time can be obtained through such fixed-point data 
measurement and analysis, it would be desirable to acquire 
data on events during typhoons and other strong winds and 
earthquakes, when the risk of tower collapse is high, together 
with video images to understand what events are occurring at 
that time. and to develop a measurement system to ensure their 
time synchronization. 
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Abstract—Parkinson’s Disease (PD) is a prevalent neurological
disorder among elderly individuals, resulting in reduced gait
control. Technological advancements have brought us many PD
sensors based on gait analysis. Amongst these solutions, Radio
Frequency (RF) sensors such as, Frequency Modulated Contin-
uous Wave (FMCW) radars have been increasingly used due to
their non-invasive nature and ability to operate across different
lighting conditions. This study aims to assess the possibility of
using FMCW radar-extracted gait parameters for PD detection.
Four gait parameters were extracted using radar and reference
Inertial Measurement Unit (IMU) sensors from twenty elderly
participants including ten control and ten PD patients. The
results suggest that FMCW radar can effectively measure step
time, step length, step speed, and cadence with Mean Absolute
Percentage Error (MAPE) of 8.8%, 10.17%, 9.01%, and 2.82%,
respectively. Based on these parameters, gait asymmetry was also
measured. The difference between the control group and the PD
group in terms of the aforementioned parameters is used to verify
the effectiveness of using radar for PD screening.

Keywords—gait analysis, elderly care, Parkinson’s disease,
FMCW radar.

I. INTRODUCTION

The rise in life expectancy of the first world countries [1]
has given rise to detective and preventive healthcare research.
Particularly, in-home remote health sensing can be a useful
early screening tool for several diseases. Remote healthcare
sensing empowered by Artificial Intelligence (AI) has enabled
several personalized healthcare solutions for the high risk
(aging) population [2] [3].

Parkinson’s disease (PD) is a frequently occurring neuro-
degenerative disorder in elderly individuals which is charac-
terized by motor symptoms such as, slowness of movement
speed (bradykinesia), rest tremor, and rigidity, and the al-
terations in spatiotemporal parameters of gait can indicate
bradykinesia in PD [4]. Gait analysis can also help distinguish
PD patients with non-motor mental symptoms, showing that
these patients exhibit a distinct gait pattern characterized
by increased slowness and dynamic instability [5]. For this
purpose, an extensive amount of research on gait analysis using
several different methods has been published. These methods
employ Inertial Measurement Units (IMUs), pressure sensitive
electronic walkways, optical sensors, and RF sensors, such as
radars, for gait analysis.

For gait evaluation using IMU sensors, the devices are
typically attached to the lower limbs, such as the feet, shanks,

ankles, or knees. An IMU unit includes gyroscope, accelerom-
eter, and magnetometer sensors to collect data on velocity, ac-
celeration, and positional information. Several research works
have employed IMU sensors for gait parameters extraction
[6]–[9]. For instance, an IMU-based gait study [10] involved
attaching IMU sensors to the shanks of both legs of healthy
participants, who were then asked to walk a 40-meter distance.
Parameters such as stride time, stance time, swing time, step
time, step length, stride length, and cadence were calculated.

Despite the high performance of IMU sensors, it can be
challenging for patients to walk for long duration while
wearing multiple sensors. In contrast, the RF sensors such
as radars can measure gait parameters without direct con-
tact with the human subject. For this purpose, a Frequency
Modulated Continuous Wave radar is often used. An FMCW
radar transmits electromagnetic signals with frequency linearly
increasing with time. These radars are extensively used for
gesture recognition [11], patient vital sign monitoring [3],
activity recognition in long-term care facilities [12], posture
estimation [13] and fall detection [14].

Seifert et al. [15] used a continuous wave radar along with
a motion capture system to analyze the walking patterns of
nineteen participants on a treadmill. Several gait parameters,
including stride time, stride length, stance time, flight time,
step time, step length, and cadence, were extracted. The errors
were found to be negligible, although the study employed two
radars. Similarly, walking patterns were also extracted using a
doppler radar through trunk velocity and leg velocity. While
step characteristics (step time and step length) remained same,
the errors for stride-related measurements were higher when
extracted using trunk velocity. Another study [16] employed
FMCW radar to extract various parameters by mounting the
radar on a treadmill and evaluated gait asymmetry. In a
more recent study [17], gait asymmetry was evaluated using
FMCW radar for both normal and induced abnormal walking.
However, it is important to note that these methodologies were
not tested on real patients.

In this paper, gait analysis of both healthy individuals
and PD patients is performed using an FMCW radar. For
all participants, the parameters step time, step length, step
velocity, and cadence were extracted and compared with data
obtained from IMU sensors. These parameters were collected
within a six meters walking (three meters round-trip including
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Figure 1. End-to-end block diagram for gait parameters extraction from FMCW radar.

turning point). Additionally, the measured parameters were
compared between healthy individuals and PD patients to
identify which parameters best describe the walking patterns of
PD patients. Gait asymmetry was also evaluated using already
established metric, and behavior of participants was analyzed
on the turning point using radar. To the best of our knowledge,
this study is the first to evaluate gait in real patients and
observe the turning behavior using an FMCW radar.

The rest of the paper is organized as follows. Section II
explains the proposed methodology, Section III describes the
experimental setup, Section IV discusses the results and the
conclusions are presented in Section V.

II. METHODOLOGY

This section discusses the proposed methodology of radar-
based gait analysis in detail. Figure 1 gives an overview of the
methodology.

A. Radar Signal Pre-processing

An FMCW radar emits electromagnetic waves with fre-
quency which increases linearly in time, known as chirps.
These transmitted signals have a base frequency known as
(fc) and sweep a bandwidth (B) defined by chirp’s slope
(S) and duration (Tc). The transmitted signal x(t) can be
mathematically represented as:

x(t) = exp(j2π(fct+
B

Tc
t2)) (1)

These chirps collide with a walking human present within
the unambiguous range of the radar, and received at receiver
antennas after a delay τd. To extract the velocity profile of
the target human, multiple chirps are transmitted together in
a frame. The reflected signals can be represented as:

y(t) = exp(j2π(fc(t− τ) +
B

Tc
(t− τd)

2)). (2)

All the received chirps are mixed with a copy of transmitted
chirps to form a single-frequency signals, called Intermediate
Frequency (IF ) signal. The IF signals for each chirp frame
are sampled and stored in a matrix and is further processed to
extract different gait parameters.

B. Fast Fourier Transform (FFT) Processing

The two-dimensional matrix contains Analog to Digital
Converter (ADC) samples for each IF signal. A Fast Fourier
Transform (FFT) is performed on the ADC samples of each
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Figure 2. Working principle of CASO-CFAR detection.

Walking 

Towards Radar

(a)

(b)

18

Turning Phase

Step 

Length

Turning Phase
Walking Away

From Radar

Figure 3. Graphs representing (a) Changes in velocity of the participant
measured from radar and IMU during complete walking cycle and (b)

Range-time information from radar to measure step length identified through
step time marked by consecutive minima in velocity-time graph.

transmitted chirp to resolve the range of the target (range-
FFT). Another FFT, known as Doppler-FFT is computed on
number of chirps in a frame to find the velocity of the target.
For range-FFT and Doppler-FFT, FFT sizes of 256 and 128
were used. In this way, a range-Doppler map is created for
each frame.

C. Foot Velocity Extraction

After range-FFT and Doppler-FFT processing, the obtained
range-Doppler maps contain reflections from human and mul-
tipath. So, a 2D Cell-Averaging Smallest of-Constant False
Alarm Rate (CASO-CFAR) detection is applied to identify
valid target reflections and neglect noise. The CASO-CFAR
selects the smallest average from the left and right reference
cells as noise level and compares it with signal present in Cell
Under Test (CUT) using a desired false alarm rate [18]. The
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working principle of CASO-CFAR is also shown in Figure 2.
In order to enhance the robustness, the CFAR was first applied
in range dimension and then in Doppler dimension and only
the targets confirmed in the second pass were selected. In our
case, the number of reference cells and guard cells both were
specified as 8. For a radar positioned at the feet of a human
in motion, the foot velocity can be quantified by finding and
accumulating the peak with the maximum velocity over time.
For IMU sensor, the linear velocity is averaged from x,y and
z-axis to obtain reference velocity. Figure 3 (a) show the foot
velocity extracted from FMCW radar and IMU sensors.

D. Gait Parameters

In the foot velocity profile, the number of local peaks
correspond to the number of steps. In the case of RF-based
gait analysis technique, the toe-off and heel-strike cannot be
differentiated properly. Hence, an estimate of gait parameters
can be provided by identifying two consecutive local minima
as toe-off and heel-strike events. Similar strategy was used to
derive parameters from IMU sensors. Using this assumption,
following spatio-temporal gait parameters can be measured:

1) Step Time: Step time refers to the duration of time taken
for one complete step, usually measured in seconds. It is the
time interval between the initiation of one foot’s contact with
the ground and the subsequent contact of the other foot. For
the case of radar, step time can be measured by measuring the
time difference between two consecutive minima in velocity
profile, as expressed below,

Tstep(i) = tHS(i+ 1)− tHS(i), (3)

where Tstep(i) is the ith step time, tHS(i) and tHS(i + 1)
are the times at which two consecutive minima in the velocity
profile occur.

2) Step Velocity: Step velocity is the speed at which a
person walks each step. It can be measured by averaging the
instantaneous velocities in a single step.

Vstep =
1

t

t∑
n=1

V (n), (4)

where Vstep is the step velocity, V (n) is instantaneous velocity
at instant n, and t represent total number of sampling points
within one step.

3) Step Length: Step length is the distance measured from
the placement of one foot on the ground to the placement of
the opposite foot. For radar, step length can be estimated from
range-FFT by utilizing the step time measured previously, as
shown in Figure 3 (b), and can be expressed as:

Lstep(i) = rHS(i+ 1)− rHS(i), (5)

where Lstep is the step length of step i, rHS(i) and rHS(i+1)
is the range of human body at two consecutive heel strikes.

TABLE I. DEMOGRAPHIC AND PHYSICAL CHARACTERISTICS OF
STUDY PARTICIPANTS.

Parameter Value
Age (years) 76.89±7.06
Sex (male) 55.5%
Height (m) 1.59±0.08
Weight (kg) 63.33±8.19

4) Cadence: Cadence refers to the number of steps taken
per minute. In the case of radar, cadence can be computed by
dividing the number of detected steps by total walking time.
It is usually expressed as steps per minute (steps/min).

Cadence =
Number of Steps

Total Walking Time
(6)

III. EXPERIMENTAL DETAILS

This section provide information about the participants,
explains the detailed experimental design and configuration
of radar and IMU sensors.

A. Participants

Ten patients diagnosed with PD, and ten control volunteered
for the study. The additional information such as, age, sex,
height and weight is listed in TABLE I in the form of
mean±standard deviation. It was made sure that patients did
not have any injury of lower limbs that caused any abnormal
walking pattern, and that they could walk alone without
assistance. All the participants signed a written consent form
before taking the experiment.

B. Experimental Setup

The experiments were conducted in the corridor of univer-
sity hospital. The experimental environment and the details
of radar and IMU sensors used are presented in Figure 4(a).
The radar was installed at 20cm height. The IMU sensor was
also attached to each foot. The participants were asked to
walk 3m towards radar, take a 180o turn, and walk 3m again,
towards initial starting point, in a continuous manner. The
overall experimental setup including positioning of radar and
IMUs, walking path and turning point is shown in Figure 4(b).

C. Radar and IMU Configuration

The radar used was Texas Instruments IWR6843ISK and
E2box EBIMU24GV5 chipset was used as reference IMU
sensor. Both the IMU unit and radar were properly synchro-
nized by matching the starting time and any discrepancies
were removed through received timestamps. The operating
frequency of radar was 60 GHz and a bandwidth of 3.98 GHz
was selected. The slow time sampling rate was 20 FPS and a
total of 64 chirps were transmitted in a single frame. All the
parameters for radar are listed in TABLE II. Depending on
their walking speed, participants completed the walking path
in varying duration. Therefore, the radar data capture time was
initially set to 25 seconds and the data was later cropped to
match the duration of each participant’s walking. For IMU, the
base frequency was 2.4 GHz and the sampling rate was 100
FPS which was later down-sampled to match with the radar.
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Figure 4. Experimental setup depicting (a) data capturing environment and detail of the employed sensors and (b) radar height, walking path, and turning
point.

TABLE II. PARAMETERS USED FOR RADAR CONFIGURATION.

Parameter Value
Operating Frequency 60 GHz

Sweep bandwidth 3.98 GHz
Number of frames / sec 20

Number of chirps / frame 64
ADC samples / chirp 128

Number of TX antenna 2
Number of RX antenna 4

IV. RESULTS AND DISCUSSION

This section presents the obtained results and discusses the
findings in detail.

A. Performance Comparison

After the extraction of gait parameters, the values for all the
steps were compared with the reference and two error metrics,
Mean Absolute Error (MAE) and Mean Absolute Percentage
Error (MAPE) were calculated as follows,

MAE =
1

n

n∑
t=1

|At − Ft| (7)

MAPE =
1

n

n∑
t=1

∣∣∣∣At − Ft

At

∣∣∣∣× 100% (8)

where n is number of detected steps, At and Ft is actual (IMU)
and predicted (radar) value of the gait parameter for tth step.

TABLE III. RESULTS OBTAINED FOR CONTROL GROUP.

Gait
Parameter

Radar
Value

IMU
Value MAE MAPE

(%)
Step Time

(s) 0.66±0.46 0.67±0.06 0.06 8.32

Step Length
(cm) 47.8±6.42 47.3±7.38 4.79 9.91

Step Velocity
(m/s) 1.5±0.17 1.41±0.18 0.11 8.45

Cadence
(steps/min) 38.56±6.19 38.56±6.19 0.80 2.08

The values obtained for step time, step distance, step veloc-
ity and cadence along with the errors are presented in TABLES
III and IV, for control and patient group, respectively. By
looking at the MAE, it can be seen that the control group
showed slightly higher error rate in terms of step length and
slightly lower error for the case of cadence, whereas similar

51Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-208-1

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

SENSORDEVICES 2024 : The Fifteenth International Conference on Sensor Device Technologies and Applications

                            59 / 62



1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

N
1

N
2

N
3

N
4

N
5

N
6

N
7

N
8

N
9

N
10

S
te

p
 T

im
e
 (
s
)

0

0.5

1

1.5

2

2.5

N
1

N
2 

N
3 

N
4

N
5 

N
6 

N
7 

N
8 

N
9 

N
10

S
te

p
 V

e
lo

c
it
y
 (

m
/s

)

0

10

20

30

40

50

60

70

N
1

N
2 

N
3 

N
4 

N
5 

N
6 

N
7 

N
8 

N
9 

N
10

S
te

p
 L

e
n
g
th

 (
c
m

)

0

10

20

30

40

50

60

70

N
1

N
2 

N
3 

N
4 

N
5 

N
6 

N
7 

N
8 

N
9 

N
10

C
a
d
e
n
c
e
 (
S

te
p
s
/m

in
)

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

PD
1

PD
2 

PD
3 

PD
4 

PD
5 

PD
6 

PD
7 

PD
8 

PD
9 

PD
10

St
ep

 T
im

e 
(s

)

0

0.5

1

1.5

2

2.5

PD
1

PD
2 

PD
3 

PD
4 

PD
5 

PD
6 

PD
7 

PD
8 

PD
9 

PD
10

St
ep

 V
el

o
ci

ty
 (m

/s
)

0

10

20

30

40

50

60

70

PD
1

PD
2 

PD
3 

PD
4 

PD
5 

PD
6 

PD
7 

PD
8 

PD
9 

PD
10

St
ep

 L
en

gt
h

 (c
m

)

0

10

20

30

40

50

60

70

PD
1

PD
2 

PD
3 

PD
4 

PD
5 

PD
6 

PD
7 

PD
8 

PD
9 

PD
10

C
ad

en
ce

 (S
te

p
s/

m
in

)

(a)

(b)

Radar IMU

Radar IMU

Figure 5. Graphs showing agreement of gait parameters (step time, step length, step velocity and cadence) extracted from radar and IMU for (a) control
group and (b) patient group.

error rates were observed for step time and step velocity.
However, the MAPE shows consistently higher error rates
for PD patients for all the parameters, due to the fact that it
depends heavily on the scale of the actual values. As the PD
patients show smaller values of gait parameters than control
group (except cadence), consequently, their percentage error
appeared as higher, even for same MAE (as for the case of
step velocity). Figure 5 shows mean values of all the gait
parameters obtained from radar and IMU sensors for all the
participants.

B. Unique Patterns between Control and Patient Group

Once the parameters were extracted, the values were com-
pared among both groups using Mann-Whitney U-test and the
p-values are listed in TABLE V. It was found that the control
group exhibited significantly greater step length (p<0.01) and

TABLE IV. RESULTS OBTAINED FOR PATIENT GROUP.

Gait
Parameter

Radar
Value

IMU
Value MAE MAPE

(%)
Step Time

(s) 0.63±0.05 0.64±0.05 0.06 9.43

Step Length
(cm) 34.2±11.77 34±9.88 3.5 10.43

Step Velocity
(m/s) 1.14±0.42 1.09±0.41 0.11 9.58

Cadence
(steps/min) 48.76±12.1 48.39±12.22 1.72 3.56

TABLE V. COMPARISON OF RADAR-BASED GAIT PARAMETERS
AMONG CONTROL AND PATIENT GROUP. THE PARAMETERS WITH

AN ASTERISK(*) WERE FOUND TO BE STATISTICALLY
SIGNIFICANT.

Parameter Control
Group

Patient
Group p-value

Step Time (s) 0.66±0.46 0.63±0.05 0.622
Step Length (cm)* 47.8±6.42 34.2±11.77 0.003
Step Velocity (m/s)* 1.5±0.17 1.14±0.42 0.002
Cadence (steps/min) 38.56±6.19 48.76±12.1 0.16
MAPE for Step Time (%) 8.32±2.61 9.43±3.98 0.97
MAPE for Step Length (%) 9.91±1.56 10.43±1.91 0.113
MAPE for Step Velocity (%) 8.45±1.76 9.58±2.21 0.678
MAPE for Cadence (%) 2.08±1.84 3.56±3.28 0.99

step velocity (p<0.01) while no considerable difference was
found in terms of step time (p>0.05) and cadence (p>0.05).
The patients suffering from PD can have limited range of
motion of lower limbs, thereby reducing step (or stride) lengths
and overall walking speed [19]. Additionally, for MAPE, no
statistically significant difference was found in the control and
the PD group. The average values for each each gait parameter
for both groups are also shown in Figure 6.

C. Gait Asymmetry

The steps of all the participants were separated and the
asymmetry between even and odd numbered steps was cal-
culated using two different metrics, Symmetry Index (SI) [20]
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Figure 6. Comparison of gait parameters (a) step time, (b) step length, (c) step velocity, and (d) cadence, obtained from radar for the control and patient
groups. Patient group exhibited smaller step length with lower step velocity and higher cadence than control group. The parameter with an asterisk(*) were

found to be statistically significant (p<0.01).
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Figure 7. Velocity profiles of (a) healthy participant who took one single step quickly to complete the turn and (b) PD patient who suffered from Freezing of
Gait (FOG) and took multiple steps.
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Figure 8. Comparison of (a) number of steps and (b) amount of time taken
while turning. Patient group took more steps and time to complete the turn.

and Gait Asymmetry (GA) [21],

GA = |ln{min(Xeven, Xodd)

max(Xeven, Xodd)
}| × 100% (9)

SI =
|Xeven −Xodd|

0.5(Xeven +Xodd)
× 100% (10)

where Xeven and Xodd refer to the average value of the gait
parameter under consideration, for even and odd numbered

TABLE VI. MEASURE OF GAIT ASYMMETRY FOR CONTROL AND
PATIENT GROUP.

Gait Parameter Control Group Patient Group p-value
Step Time GA(%) 9.87±6.01 7.64±5.07 0.39
Step Length GA(%) 9.57±7.16 24.45±12.57 0.02
Step Velocity GA(%) 3.15±2.58 8.21±9.81 0.04

step, respectively. A value of 0% indicate complete symmetry
while 100% means complete asymmetry.

Using (9) and (10), the gait asymmetry and symmetry index
was calculated for step time, step speed and step length. The
use of the above two relations resulted in similar values.
Subsequently, the statistical significance was also assessed be-
tween the control and PD groups using previously mentioned
statistical test. The measure of gait asymmetry for both groups
along with the p-values are presented in TABLE VI. It was
found that patient group had higher step length asymmetry
(p<0.05) and step velocity asymmetry (p<0.05) while no
significant differences were found in step time asymmetry
(p>0.05). The step length asymmetry in PD patients can be
linked to reduced structural connectivity in the sensorimotor
corpus callosum, compared to the control group [22].

D. Turning in Control and Patients Group

Mostly, research on gait analysis in individuals with PD
emphasizes straight-line walking, however, turning difficulties
are an early indicator of PD progression as individuals with PD
require more time and steps to complete a turn [23]. Hence,
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analysis of turning behavior can provide meaningful insight
into the health of PD patients. For radar, the starting of the
turning phase can be marked through a sharp reduction in
velocity while the end of turning can be recognized through
multiple consecutive high velocity peaks in the velocity-time
plot. In this way, the turning phase was analyzed for healthy
and patient’s data. Figure 7 shows an example of turning phase
identification for one healthy subject and one patient.

After identifying the turning phases, the number of steps
and time was measured for both groups and a graph was
plotted. Figure 8 (a) shows the number of steps and Figure 8
(b) shows the time taken while turning for both control group
and patient group. It can be seen that the patient group took
more steps and longer time to turn. The turning ability in PD
can be hindered by limited trunk flexibility, problems with
turn coordination, freezing episodes, and balance issues [24],
therefore, they complete the turn in multiple steps in order to
avoid fall [23].

V. CONCLUSION

This study demonstrates the potential of FMCW radar in
measuring gait parameters for individuals with PD and healthy
controls. The analysis focused on four key gait parameters
namely step time, step length, step speed, and cadence. On
comparing the performance of radar data with IMU sensor,
the results show a MAPE of 8.8% for step time, 10.17% for
step length, 9.01% for step speed, and 2.82% for cadence.

Additionally, the study highlights the radar’s ability to detect
gait asymmetry and analyze walking patterns at the turning
point. These findings suggest that the FMCW radar can serve
as a viable, non-invasive tool for gait monitoring in daily living
scenarios, potentially aiding in early intervention and better
management of PD.
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