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Automatic Mesh Size Estimation in DVC for Images of Isotropic Materials

Zaira Manigrasso∗, Jan Aelterman∗, and Wilfried Philips∗
∗Department Telecommunications and Information Processing

Ghent University, Ghent 900, Belgium
Emails: {Zaira.Manigrasso, Jan.Aelterman, Wilfried.Philips}@UGent.be

Abstract—When non-rigid Digital Image Correlation or Digital
Volume Correlation (DIC/DVC) is performed, it is critical to
correctly set the parameter that determines the control point
spacing for the grid on which deformation is defined. In this
paper, we present a method to automatically estimate the best
performing grid spacing parameter for DIC/DVC registration.
The operating principle is that the optimal grid spacing parame-
ter is a function of the image content; it may be estimated through
determining the dominant feature/object size. In order to extract
the information about the objects size, first, the image volume has
been segmented, then the disconnected objects inside the image
have been detected (using a labeling technique) and, lastly, a
classification of the objects has been made based on the number
of the voxels of each object. The reason for this study arises from
the practical necessity of finding the best performing parameter
for registration in materials sciences research. We show how an
erroneous setting of the density of the control points leads to
inaccurate registration. Furthermore, we demonstrate how the
parameter predicted by our algorithm is indeed optimal, both in
a quantitative sense, using Normalized Cross Correlation (NCC)
as a measure, as well as qualitatively.

Keywords–DIC/DVC; B-spline transformation; Grid size estima-
tion.

I. INTRODUCTION

Digital Image Correlation (DIC) and Digital Volume Corre-
lation (DVC) are measurement techniques that make it possible
to track 2D and 3D deformations in images. These methods
are typically used to obtain the full deformation and strain field
[1]. In this paper, we use a DVC global approach, based on
B-splines, to estimate non rigid deformations between micro
Computer Tomography (micro-CT) 3D images. The deforma-
tion is calculated on a regular grid of control points defined
by the spacing between the grid nodes. An incorrect choice of
grid size negatively impacts not only the final deformation and
strain computation [2], but also the computational time, which
is linearly related to the number of the grid control points [3].

The displacement between images is characterized by
global and local deformation. The global deformation is the
perceived direction of the dynamic of the objects. Such direc-
tion is the result of a combination of many individual local
deformations, and, in the case of non rigid motion, the local
deformations have different magnitudes and directions [3][4].
With a coarse grid (large space between the grid nodes), it
is only possible to describe global and smooth deformations,
however, with a fine grid spacing, it is also possible to describe
local and less smooth deformations [3][5]. The use of a coarse
grid size is beneficial as it allows to avoid converging to
overly non-smooth (and usually incorrect) solutions. By using
a finer grid size, the potential to converge to a local optimum
increases. The choice of the grid size is usually user dependent,
however, self adapting methods have been proposed in order
to reduce the dependency of the results on the user’s input
and in order to improve the deformation and strain accuracy

TABLE I. THE BEST PERFORMING GRID SIZE FOR EACH DATASET
WITH THE RELATIVE NCC VALUE RESULTED FROM DVC

Aluminum foam Leavening dough Lede stone

Optimal grid size [voxels] 37 22 40
NCC 0.992 0.995 0.991

[3][6][7]. These works introduce iterative methods for mesh
refining. In [6], the iterative refinement is based on the concept
of residual error, instead, in [3] the authors introduce a multi-
level approach. For each level, they introduce a control point
status associated with each control point, marking it either
active or passive. The state is associated with the value of
a similarity metric. In [7], the self-adapting algorithm affects
the order of the elements of the grid and not their dimensions.

In this paper, we investigate the idea that, for isotropic
materials, the optimal grid size is a function of the image
content in a way that the motion of small objects inside the
images is better tracked using a fine grid and, vice versa, a
coarse mesh can better define the motion of larger objects.
Since the B-spline transformation is based on a uniform grid
of control points, we tried to link the distance between control
points with the most dominant material structure dimension.
Our hypothesis is that the most frequently occurring material
structure dimension is a good predictor for the optimal grid
size in the non rigid DIC/DVC approach. In our study, we
applied DVC on six different datasets using a range of different
grid size parameters. What has emerged is not only that the
estimated deformation field significantly depends on the size
parameter, but also that the same grid size is not suitable for
all the datasets (Table I).

The rest of the paper is structured as follows. Section II
aims to describe the workflow to obtain the optimal grid size
spacing for non rigid DIC/DVC. In the Sections III and IV,
the details of the DVC experiment and the datasets used are
covered, respectively. Results, discussions and conclusion are
given in Sections V and VI.

II. PROPOSED METHOD

This method operates from the principle that the optimal
grid spacing is a function of the image content. It assumes the
characteristic size of the most frequently occurring material
structure is indicative of the easiest tracking, as well as the
resolution at which deformation can be reliably tracked, and
it is, therefore, a good predictor for the optimal grid size in
DIC/DVC.

The method consists of 3 steps that are summarized
in Figure 1. The purpose of the first step is to segment
the objects present in the images in order to measure the
size of each of them (Figure 1A). Once the segmentation
has been done and the histogram of the objects size

1Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-791-7

SIGNAL 2020 : The Fifth International Conference on Advances in Signal, Image and Video Processing

                             7 / 16



TABLE II. STONE SCANNING SETTINGS

Lede stone

Acquisition time 48 min
Voxel size 0.02 mm

Volume dimension 1014x1014x752

TABLE III. ALUMINUM FOAM AND LEAVENING DOUGH
SCANNING SETTINGS

Aluminum foam Leavening dough

Acquisition time 14 min 30 min
Number of gantry rotation 60 75

Number of projection per rotation 700 800
Total compression per rotation ±133µm -

Total compression ±8mm -
Voxel size 0.02 mm 0.02 mm

Volume dimension 512x512x512 640x640x640

distribution has been created (Figure 1B), the grid size for the
image registration is set (Figure 1C). A detailed explanation
of each of the 3 steps is provided in the following subsections.

Figure 1. Flowchart of the method.

A. Connected-component labeling
Through labeling techniques, we start by distinguishing

different disconnected parts of a phase in the image. In micro-
CT, these parts represent characteristic small ”objects” (e.g.,
pores, bubbles, nodules). The input of the labeling algorithm
is the segmented dataset (binary image), where the voxels
belonging to the objects which we want to label are part of
the foreground voxels (label = 1) and all other voxels are
part of the background (label = 0). The labeling detects each
component of foreground voxels and assigns a unique label to
all voxels of each object. The labeling algorithm used [8] is
based on iterative recursion. The algorithm starts from (0,0,0)
voxels and finds the first unlabelled voxel (label = 1) v1. A
cuboid sub-volume is created starting from v1 and all the
voxels inside the volume with label 1 are changed into the
label l if they are 26-connected to v1. For the border voxels of
the sub-volume, the procedure done to v1 is repeated until all
the voxels 26-connected to v1 are marked with l. At the end of
the first iteration, the value of the label, l, is incremented by 1
and the algorithm finds the next unlabelled object voxel v2 and
repeats the same procedure done to v1. The resulted objects
are color labeled (different colors for different objects). For
each object, its size (in number of voxel) is calculated. Lastly,
a histogram that summarizes the number of objects of each
size is created.

B. Study of the object size distribution
Once the histogram has been created, the dominant object

size is taken as a good predictor of the grid spacing: the region

Figure 2. Plot of the registration performance expressed using NCC metric
as function of the grid size spacing. On the same graph, the distribution of

the objects size inside the image is shown.

2Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-791-7
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around the peak of the histogram is the predicted value for the
grid spacing.

C. Grid spacing setting
Since in each dataset there are different structures/objects

with different dimensions, it is not possible to match all
the structures with an uniform grid, typical of B-spline
based DVC. The cells of the grid can be both cubic or
rectangular cuboid. For this experiment, cubic cells have
been used with the edge length given by the cubic root of
the most occurring object size (most numerous class) in voxels.

III. EXPERIMENTAL SETUP

The experiment has the dual purpose of investigating the
influence of the different grid size settings on the deformation
estimate and of testing our hypothesis, which is that the
optimal grid size setting is related to the most frequently
occurring material structure size. The experiment evaluates
four different grid sizes, with the length of the edge of the
cubic cell given by the powers of 2 (23, 24, 25, 26). The
registration has also been performed with a cubic cell grid with
the edge length equal to the cubic root of the most occurring
object dimension inside the dataset. For each registration, the
NCC value was calculated in order to compare the results
quantitatively.

The chosen transformation is the B-spline. Among the
splines functions (e.g., Hermite, plate), B-splines is a popular
choice because of its properties of locality, continuity and
affine-invariance [9][10]. Because the CT attenuation images
are based on the constancy of brightness, NCC is a suitable reg-
istration cost function. For minimising it, Adaptative Stochastic
Gradient Descent (ASGD) was used [11].

IV. EXPERIMENTAL DATA

Six different micro-CT 3D datasets were used in this
experiment. Three of them are from different materials, ex-
hibiting different dynamics: compression of aluminum foam
(Table III), leavening of bread dough (Table III) and water
absorption of stone (Lede type) (Table II). To evaluate our
claims further, three additional datasets have been created
artificially, decreasing the resolution of the previous dataset
by a factor of 2 in the 3 dimensions.

The aluminum foam and the leavening dough dataset have
been acquired using the Environmental Micro-CT (EMCT)
scanner of the Ghent University Centre of X-ray Tomography
(UGCT). The Lede stone has been acquired using Tescan
CoreTOM. The first two datasets have been acquired during
the deformation processes (dynamic scan), whereas the last
dataset has been acquired before and after the deformation
process (static scan).

V. RESULTS

From the classified data and from their representation by
using the histogram, the most dominant object size for each
dataset has been extracted. In the case of aluminum foam, the
most numerous class, indicating the dimension of the objects
inside the image volume, corresponds to 373 voxels. To this
class belong 18 out of 76 objects (23.68%). Setting the cubic
grid size for DVC with the edge length of 37 pixels, the
NCC value reaches the peak of 0.992. It is clearly visible

Figure 3. Results of DVC with different grid size settings. (a)-(b): z-y slice
of the difference between transformed and reference image of the aluminum

foam at full resolution (512x512x512); (c)-(d): z-y slice of the difference
between transformed and reference image of the leavening dough at full

resolution (640x640x640); (d)-(e): z-y slice of the difference between
transformed and reference image of the Lede stone at full resolution

(1014x1014x752). The computational time is meant for one DVC iteration.

in Figure 2: the peak of the metric value coincides with the
peak of the classified data. From the histogram, it is visible
a range going from 163 − 403 where most of the objects
belong. The NCC value in this interval is high and decreases
significantly for those grid size values for which the number
of objects inside the image with the same dimension is low
or even null. For the aluminum foam, the worst NCC value
corresponds to 83 (Figures 2 and 3(a)). In Figure 3, there is a
qualitative comparison between the registration with different
grid sizes. The most numerous class indicating the dimension

3Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-791-7
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of the objects for leavening dough and Lede stone are 223 and
403, respectively. For the leavening dough, most of the objects
(73.33%) belong to the interval 153− 303. At the extremes of
the range, NCC reaches the vales of 0.983 and 0.985, with a
peak of 0.995 in correspondence of the peak of the histogram.
For the Lede stone, the most likely interval is 243 − 483 with
73.33% , with NCC values at the extremes of the interval
of 0.989 and 0.954 and a peak of 0.991 corresponding to the
value of grid size of 403. As in the case of the aluminum foam,
the NCC value decreases considerably if there are no objects
which match the grid size. In the case of the leavening dough,
the worst registration result has been obtained with the grid
cell dimension of 643 (NCC = 0.965) (Figure 3(c)), followed
by the result obtained with the grid size of 83 (NCC = 0.975)
(Figure 2). The Lede stone dataset has low NCC value for grid
sizes of 83 (NCC=0.912) and 163 (NCC=0.913) (Figure 2 and
3).

To have more evidence about the validity of the proposed
method, the same experiment has been repeated on the same
datasets at lower resolution. The resolution has been decreased
by a factor of 2 along the three dimensions. According to
our hypothesis, the optimal value of the grid size should be
different from the previous value on the full resolution dataset.
Since the resolution has been decreased by a factor of 2, the
dimensions of the objects/structures inside the image are also
smaller and, therefore, the optimal distances between the nodes
of the grid are reduced by a factor of 2. The results of the
experiment are reported in Figure 4.

VI. CONCLUSION

The study carried out in this paper confirms our initial
hypothesis: the best performing value for the grid spacing
parameter is linked to the most occurring material structure
size. The advantage of this method compared with other
techniques present in literature [3][6][7] is that it is able to
give to the user prior information about the optimal grid size
ready to be used in many of the open source libraries and
commercial software for DVC.

With this research, we are not suggesting that this pa-
rameter optimization method is globally optimal, instead, we
suggest that it may be a practically useful heuristic to automate
DVC/DIC algorithms. Indeed, in a purely theoretical sense,
the optimal grid size decision should additionally depend on
the kinematics of the material sample, not just its structural
makeup. In this study, the nature of the deformation is not
taken in consideration, as it could be argued that it is unrealistic
anyhow to expect software to track motion fields that are erratic
on a finer resolution scale than the finest resolution of the
visible structures.

With this study, we are able to give some guidelines for
the setting of the optimal grid spacing parameter for DVC/DIC
in order to be less user dependent. Furthermore, being an
automated method, it is possible to integrate it in a future
software for DVC.
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Abstract—The global stability of continuous-time fractional 

orders nonlinear feedback systems with positive linear parts is 

investigated. New sufficient conditions for the global stability 

of these class of positive nonlinear systems are established. The 

effectiveness of these new stability conditions is demonstrated 

on a simple example. 

Keywords-global stability; fractional order; positive;  

nonlinear; feedback system. 

I.  INTRODUCTION 

In positive systems inputs, state variables and outputs 
take only nonnegative values for any nonnegative inputs and 
nonnegative initial conditions [1][4][9]. Examples of positive 
systems are industrial processes involving chemical reactors, 
heat exchangers and distillation columns, storage systems, 
compartmental systems, water and atmospheric pollution 
models, and so on. A variety of models having positive 
behavior can be found in engineering, management science, 
economics, social sciences, biology and medicine. An 
overview of state of the art in positive systems theory is 
given in the monographs [1][4][9][13][18]. 

Mathematical fundamentals of the fractional calculus are 
given in the monographs [13][18][23][24]. Positive 
fractional linear systems have been investigated in 
[3][5][7][10]-[14][17][21][24][25][26]. Positive linear 
systems with different fractional orders have been addressed 
in [10][11][28]. Descriptor positive systems have been 
analyzed in [2][28]. Linear positive electrical circuits with 
state feedback have been addressed in [2][18]. The 
superstabilization of positive linear electrical circuits by state 
feedback has been analyzed in [16] and the stability of 
nonlinear systems in [17][18]. The global stability of 
nonlinear systems with negative feedback and not necessary 
asymptotically stable positive linear parts has been 
investigated in [6][8]. The global stability of nonlinear 
standard and fractional positive feedback systems has been 
considered in [15]. 

In this paper, the global stability of nonlinear fractional 
orders feedback systems with positive linear parts will be 
addressed. 

The paper is organized as follows. In Section 2, the basic 
definitions and theorems concerning the positive different 
fractional orders linear systems are recalled. New sufficient 
conditions for the global stability feedback nonlinear systems 

with positive linear parts are established in Section 3. 
Concluding remarks are given in Section 4. 

The following notation will be used: ℜ  - the set of real 

numbers, mn×ℜ  - the set of mn×  real matrices, mn×
+ℜ  - the 

set of mn×  real matrices with nonnegative entries and 
1×

++ ℜ=ℜ nn , nM  - the set of nn×  Metzler matrices (real 

matrices with nonnegative off-diagonal entries), nI - the 

nn ×  identity matrix. 

II. PRELIMINARIES 

Consider the fractional continuous-time linear system 

)()(
)(

tButAx
dt

txd
+=

α

α

,                        (1a) 

)()( tCxty = ,                                    (1b) 

where ntx ℜ∈)( , mtu ℜ∈)( , pty ℜ∈)(  are the state, input 

and output vectors, nn
A

×ℜ∈ , mn
B

×ℜ∈ , np
C

×ℜ∈ . In this 

paper, the following Caputo definition of the fractional 

derivative of α  order will be used [13][18][23][24] 

,
)(

)(

)1(

1)(
)(

0

0  −−Γ
==

t

t d
t

f

dt

tfd
tfD τ

τ

τ

α αα

α
α

&

  ,10 << α   (2) 

where 
τ

τ
τ

d

df
f

)(
)( =&  and 

∞
−−=Γ

0

1)( dtetx tx , 0)Re( >x  is 

the Euler gamma function.  

Definition 1. [13][18] The fractional system (1) is called 

(internally) positive if ntx +ℜ∈)(  and pty +ℜ∈)( , 0≥t  for 

any initial conditions n
x +ℜ∈)0(  and all inputs m

tu +ℜ∈)( , 

0≥t . 

Theorem 1. [13] [18] The fractional system (1) is positive if 

and only if 

nMA∈ , mn
B

×
+ℜ∈ , np

C
×

+ℜ∈ .                 (3) 
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Definition 2. The fractional positive linear system (1) is 

called asymptotically stable (and the matrix A Hurwitz) if 

0)(lim =
∞→

tx
t

 for all n
x +ℜ∈)0( .                 (4) 

The positive fractional system (1) is asymptotically stable if 

and only if the real parts of all eigenvalues ks  of the matrix 

A are negative, i.e. 0Re <ks  for nk ,...,1=
 
[13] [18]. 

Theorem 2. The positive fractional system (7) is 

asymptotically stable if and only if one of the following 

equivalent conditions is satisfied: 

1) All coefficients of the characteristic polynomial 

01
1

1 ...]det[ asasasAsI
n

n
n

n ++++=− −
−            (5) 

are positive, i.e. 0>ia  for 1,...,1,0 −= ni . 

2) There exists strictly positive vector ][ 1 nλλλ L= , 

0>kλ , nk ,...,1=  such that 

0<λA  or 0<A
Tλ .                         (6) 

The transfer matrix of the system (1) is given by 

BAsICsT n
1][)( −−= αα .                       (7) 

Now, consider the fractional linear system with two 
different fractional order 

)(
)(

)(

)(

)(

2

1

2

1

2221

1211

2

1

tu
B

B

tx

tx

AA

AA

dt

txd

dt

txd









+















=



















β

β

α

α

,     (8a) 









=

)(

)(
][)(

2

1
21

tx

tx
CCty ,                         (8b) 

where 1,0 << βα , 1)(1
n

tx ℜ∈  and 2)(2
n

tx ℜ∈  are the 

state vectors, ji nn

ijA
×

ℜ∈ , 
mn

i
iB
×ℜ∈ , inp

iC
×ℜ∈ ; i, j = 

1,2; 
m

tu ℜ∈)(  is the input vector and 
p

ty ℜ∈)(  is the 

output vector. Initial conditions for (8) have the form 

101 )0( xx = , 202 )0( xx =  and 







=

20

10
0

x

x
x .            (9) 

Remark 1. The state equation (8) of fractional continuous-

time linear systems with two different fractional orders has a 

similar structure as the 2D Roeesser type models. 

Definition 3. The fractional system (8) is called positive if 

1)(1
n

tx +ℜ∈  and 2)(2
n

tx +ℜ∈ , 0≥t  for any initial conditions 

1
10

n
x +ℜ∈ , 2

20
n

x +ℜ∈  and all input vectors mu +ℜ∈ , 0≥t . 

Theorem 3. The fractional system (8) for 

10;10 <<<< βα  is positive if and only if  

NM
AA

AA
A ∈








=

2221

1211
, mN

B

B
B ×

+ℜ∈







=

2

1
, 

 npCCC ×
+ℜ∈= ][ 21 )( 21 nnN += .              (10) 

Theorem 4. The positive fractional system (8) is 

asymptotically stable if and only if one of the following 

equivalent conditions is satisfied: 

1) All coefficients of the characteristic polynomial 

01
1

1 ...]det[ asasasAsI
n

n
n

n ++++=− −
−            (11) 

are positive, i.e. 0>ia  for 1,...,1,0 −= ni . 

2) There exists strictly positive vector ][ 1 nλλλ L= , 

0>kλ , nk ,...,1=  such that 

0<λA  or 0<A
Tλ .                         (12) 

Theorem 5. The solution of the equation (8a) for 

10;10 <<<< βα  with initial conditions (9) has the form 

 −+Φ=







=

t

dutMxt
tx

tx
tx

0

00
2

1
)()()(

)(

)(
)( τττ ,        (13) 

where 
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1
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1
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2
2
121

1
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2
2
22

2
21

2
12

2
111

1
22

1
21

1
12

1
11

012101

)()(

)()(
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0
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)()(
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B

B
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ttB
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  (14a) 

and 


∞

=

∞

=

+

++Γ
=Φ

0 0

0
)1(

)(
k l

lk

kl
lk

t
Tt

βα

βα

,                  (14b) 

[ ]
∞

=

∞

=

−++

++Γ
=Φ

0 0

1)1(

1
)1(

)(
k l

lk

kl
lk

t
Tt

βα

βα

,                 (14c) 
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[ ]
∞

=

∞

=

−++

++Γ
=Φ

0 0

1)1(

2
)1(

)(
k l

lk

kl
lk

t
Tt

βα

βα

,                (14d) 
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00
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1,01,110
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1211

lkTTTT
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AA

lkI

T

lklk
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kl           (14e) 

The proof is given in [11]. 

Note that, if βα = , then from (13) we have 


∞

=
= +Γ

=Φ
0

0
)1(

)(

k

kk

k

tA
t

α

α

βα
.                       (15) 

The transfer matrix of the system (8) is given by 

BA
sI

sI
CssT

n

n

1

2

1

0

0
),(

−














−












=

β

α
βα .          (16) 

III. FRACTIONAL DIFFERENT ORDERS NONLINEAR 

FEEDBACK SYSTEMS WITH POSITIVE LINEAR PARTS  

Consider the nonlinear feedback system shown in Figure 
1, which consists of the positive linear part, the nonlinear 

element with characteristic )(efu =  and the positive scalar 

feedback. The positive linear part is described by the 
equations 

 

,
)(

)(
)(

),(
)(

)(

)(

)(

2

1

2

1

2

1









=

+







=



















tx

tx
Cty

tuB
tx

tx
A

dt

txd

dt

txd

β

β

α

α

           (17) 

where 1,0 << βα , 1)(11
n

txx ℜ∈=  and 2)(22
n

txx +ℜ∈=  

are the state vectors, ℜ∈= )(tuu  is the input vector, 

ℜ∈= )(tyy  is the input vector, matrices  CBA ,,  for p 

= m = 1 are defined by (10).

 

 

 

 

Figure 1.  The nonlinear feedback system. 

 

 

Figure 2.  Characteristic of the nonlinear element. 

The characteristic of the nonlinear element is shown in 

Figure 2 and it satisfies the condition 

 ∞<<<< kkeef 0,)(0 .                      (18) 

It is assumed that the positive linear part is asymptotically 

stable (the matrix nMA ∈  is Hurwitz). 

Definition 4. The nonlinear positive system is called 

globally stable if it is asymptotically stable for all 

nonnegative initial conditions .
20

10 n

x

x
+ℜ∈








 

The following theorem gives sufficient conditions for the 

global stability of the positive nonlinear system. 

Theorem 6. The nonlinear system consisting of the positive 

linear part, the nonlinear element satisfying the condition 

(18) and the positive scalar feedback h is globally stable if 

the matrix 

 nMCBkhA ∈+                            (19) 

is asymptotically stable (Hurwitz matrix).  

Matrices  CBA ,,  are given by (10). 

Proof. The proof will be accomplished by the use of the 

Lyapunov method [19][20]. As the Lyapunov function 

)(xV , we choose 

0)()()( 221121 ≥+=+= xxxVxVxV TT λλ  for 

 ,
2

1 n

x

x
x +ℜ∈








=  ,

2

1 n
+ℜ∈








=

λ

λ
λ                (20) 
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where λ  are strictly positive vectors with all positive 

components.  

Using (20) and (17), we obtain 

xCBkhxAuBxA

dt

xd

dt

xd

dt

xVd

dt

xVd

TT

TT

)()(

][
)()(

2

1

21
21

+≤+=



















=+

λλ

λλ

β

β

α

α

β

β

α

α

             (21) 

since .)( xCkhkeefu =≤=  

From (21), it follows that 0
)()( 21 <+

β

β

α

α

dt

xVd

dt

xVd
 if the 

matrix (19) is Hurwitz and the nonlinear system is globally 

stable. □ 

Example 1. Consider the nonlinear system with the positive 

linear part with the matrices 



















−

−

−

−

=

45.04.03.0

4.053.02.0

3.02.021

1.02.05.03

A , 



















=

4.0

6.0

2.0

5.0

B , ]3.05.04.02.0[=C , 

 2,6.0,4.0,5.0 21 ===== nnh βα ,           (22) 

the nonlinear element satisfying the condition (18) and the 

positive feedback with gain h. Find k satisfying (19) for 

which the nonlinear system is globally stable for 5.0=h . 

Using (14) and (17) for 5.0=h , we obtain 

.

06.041.05.008.04.004.03.0

09.04.015.0512.03.006.02.0

03.03.005.02.004.0202.01

075.01.0125.02.01.05.005.03

][ˆ
21

2

1

2221

1211



















+−+++

++−++

+++−+

++++−

=









+







=+=

kkkk

kkkk

kkkk

kkkk

CC
B

B
kh

AA

AA
CBkhAA

(23) 

The characteristic polynomial of the matrix (23) has the 

form 

)28.1464.104()99.1139.146(

)31.305.70()3.014()ˆdet(
234

4

ksk

sksksAsI

−+−+

−+−+=−
   (24) 

and its coefficients are positive, which implies that the 

nonlinear system with (22) is globally stable for 33.7<k .  

Remark 1. The determinant of the matrix (23) has the form 

kA 28.1464.104)ˆdet( −=                      (25) 

and it is equal to zero

 

for 33.7=k . 

IV. CONCLUSIONS 

The global stability of continuous-time different fractional 

orders nonlinear feedback systems with positive linear parts 

and positive scalar feedback has been investigated. New 

sufficient conditions for the global stability of this class of 

positive nonlinear systems have been established (Theorem 

6). The effectiveness of these new stability conditions has 

been demonstrated on simple a example of positive 

nonlinear different orders system. The considerations can be 

extended to discrete-time standard fractional different orders 

nonlinear systems with positive linear parts and scalar 

feedback. An open problem is an extension of the 

considerations to nonlinear different orders fractional 

systems with interval matrices of their positive linear parts. 
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