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UBICOMM 2014

Forward

The Eighth International Conference on Mobile Ubiquitous Computing, Systems, Services and
Technologies (UBICOMM 2014), held on August 24 - 28, 2014 - Rome, Italy, was a multi-track
event covering a large spectrum of topics related to developments that operate in the
intersection of mobile and ubiquitous technologies on the one hand, and educational settings in
open, distance and corporate learning on the other, including learning theories, applications,
and systems.

The rapid advances in ubiquitous technologies make fruition of more than 35 years of research
in distributed computing systems, and more than two decades of mobile computing. The
ubiquity vision is becoming a reality. Hardware and software components evolved to deliver
functionality under failure-prone environments with limited resources. The advent of web
services and the progress on wearable devices, ambient components, user-generated content,
mobile communications, and new business models generated new applications and services.
The conference made a bridge between issues with software and hardware challenges through
mobile communications.

The goal of UBICOMM 2014 was to bring together researchers from the academia and
practitioners from the industry in order to address fundamentals of ubiquitous systems and the
new applications related to them. The conference provided a forum where researchers were
able to present recent research results and new research problems and directions related to
them.

Advances in web services technologies along with their integration into mobility, online and
new business models provide a technical infrastructure that enables the progress of mobile
services and applications. These include dynamic and on-demand service, context-aware
services, and mobile web services. While driving new business models and new online services,
particular techniques must be developed for web service composition, web service-driven
system design methodology, creation of web services, and on-demand web services.

As mobile and ubiquitous computing becomes a reality, more formal and informal learning will
take pace out of the confines of the traditional classroom. Two trends converge to make this
possible; increasingly powerful cell phones and PDAs, and improved access to wireless
broadband. At the same time, due to the increasing complexity, modern learners will need
tools that operate in an intuitive manner and are flexibly integrated in the surrounding learning
environment.

Educational services will become more customized and personalized, and more frequently
subjected to changes. Learning and teaching are now becoming less tied to physical locations,



co-located members of a group, and co-presence in time. Learning and teaching increasingly
take place in fluid combinations of virtual and "real" contexts, and fluid combinations of
presence in time, space and participation in community. To the learner full access and
abundance in communicative opportunities and information retrieval represents new
challenges and affordances. Consequently, the educational challenges are numerous in the
intersection of technology development, curriculum development, content development and
educational infrastructure.

We take here the opportunity to warmly thank all the members of the UBICOMM 2014
technical program committee as well as the numerous reviewers. The creation of such a broad
and high quality conference program would not have been possible without their involvement.
We also kindly thank all the authors that dedicated much of their time and efforts to contribute
to UBICOMM 2014. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the UBICOMM 2014
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success. We gratefully appreciate to the technical program
committee co-chairs that contributed to identify the appropriate groups to submit
contributions.

We hope the UBICOMM 2014 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in ubiquitous
systems and related applications.

We hope Rome provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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Abstract—Location-based services (LBS) shall typically only
be provided within an authorized zone. This is enforced by
location-based access control (LBAC) and affected by occurring
positioning errors. Recent research has brought up different
approaches for LBAC strategies. However, up to now it is unclear
which strategy should be chosen for a given LBS and positioning
system under realistic boundary conditions. In detail, the false
authorization decision may cause severe additional costs when
operating the underlying LBS. Hence, this paper presents a
methodology to analyze the expected costs of LBAC strategies
under the occurrence of positioning errors. The correlation to the
practical costs occurring under realistic conditions is evaluated
in an extensive case study. It is shown that in certain situations
risk-based authorization is easily mislead by imprecise position
error estimates and thus games away its theoretical superiority.
In such situations, ignoring estimated errors may even yield lower
expected costs of operating the LBS. The presented methodology
contributes to finding the most suitable authorization strategy
when deploying a LBS. This finally helps to reduce costs occurring
from false authorization decisions when operating the LBS.

Keywords—Location-based Access Control; Risk—aware Autho-
rization; Positioning Errors

I. INTRODUCTION

Mobile devices with their integrated positioning capabili-
ties enabled LBS, which nowadays are of substantial impor-
tance for most users and service providers [1]. A subclass of
LBS are zone—based. Here, a user is granted the authorization
to use a LBS if he resides within a predefined authorized
zone. For example, imagine a museum that provides an audio
guide for mobile devices. The guide’s explanations for an
exhibition room shall only be audible if the user payed the
room’s entrance fee and is inside. In order to enforce such
authorization semantics, LBAC systems have been developed.
Those systems employ the user’s current location measurement
to decide about the permission to use a given LBS. Such LBS
require precise location measurements, which are unfortunately
inherently affected by a varying degree of uncertainty, for ex-
ample due to changing environmental influences or imprecise
sensors. Thus, the most precise formalization of the real user
location is done by adhering an according probability density
function (pdf) as the position estimate, which is finally derived
from measurements.

An appropriate LBAC strategy is crucial, as false authoriza-
tion decisions typically cause costs for false negatives and false
positives. Early approaches to LBAC focused on extending the
expressiveness of existing access control policies with spatial
information. In those approaches, possibly occurring errors are
ignored and only the most likely geographical point is used as
location estimate. Here, authorization decisions are derived by
checking whether the punctual location estimate is contained
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within the polygon of the authorized zone. Those approaches
ignore possibly occurring positioning uncertainty and costs and
are thus called risk—ignoring for the rest of this paper. The sec-
ond category comprises threshold-based approaches to LBAC.
Here, the position estimate pdf is employed to derive the
probability that the user resides within the authorized zone. A
threshold is predefined by the policy designer as the minimum
required probability in order to be authorized for using the
LBS. Here, costs are not considered and often, the derivation
of an appropriate threshold is left unspecified. Even risk—based
LBAC strategies were developed. Here, authorization decisions
are finally derived based on cost functions and the probability
that the user resides within the authorized zone. In detail, such
LBAC systems only grant the authorization if the expected
costs of a false positive undershoot the expected cost of a
false negative. This method is theoretically optimal [2].

However, up to now it is unclear which LBAC strategy
should be chosen in practice. Furthermore, it has not been
studied how the superiority of the risk—based approach depends
on the cost functions for false authorization decisions and the
accuracy of the positioning system. In detail, there is urgent
need to clarify the effect of statistically imperfect position
estimates on the superiority of the risk—based approach. A
methodology for choosing that LBAC strategy with the lowest
expected cost of false authorization decisions when operating
the LBS is non—existent. Nevertheless, such a methodology is
urgently needed in order to avoid costly wrong decisions when
choosing the authorization strategy for a LBS.

In order to solve this problem, this paper presents a novel
approach to analyze the expected costs of false authorization
decisions in the forefront of a LBS’s deployment. In detail, a
methodology for computing the expected costs when operat-
ing the risk—ignoring, threshold-based and risk—based LBAC
strategy is proposed. Given the error characteristics of the
underlying positioning system, this facilitates the computation
of expected savings when operating the theoretically optimal
risk—based strategy compared to the risk—ignoring strategy.
This allows to illustrate the LBS’s sensitivity to statistically
imprecise position estimates of the positioning system. The
need for such analysis is demonstrated for an indoor-LBS in a
typical office environment with WiFi fingerprinting as location
provider. The theoretical optimality of the risk—based approach
is shown to be highly dependent on the LBS’s parameters
and the quality of the reported position estimates. The rest of
the paper is structured as follows: Section II gives a detailed
view on related work. Next, Section III presents the theoretical
approach to analyze the superiority of the risk—based LBAC
strategy. Section IV presents a case study to illustrate the
urgent necessity of a detailed analysis before choosing a LBAC
strategy. Finally, Section V concludes the paper.
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II. RELATED WORK

Location information has been widely used for spatial au-
thorization systems and provisioning of LBS in particular. Of-
ten, these methods are called LBAC or spatial access control.
One important subset of LBAC systems employs the estimated
location in order to determine if the user resides within a
prescribed authorized zone. If true, the access right is granted.
Important approaches provide sophisticated spatial extensions
to role-based access control (RBAC) [3]-[5]. However, even
recently published work, for example from Abdunabi et al.
uses the reported user location without any consideration of
measurement uncertainty [6]. Unfortunately, these approaches
do not show the effectiveness of this strategy when applied to
realistic and error—prone location providers. It is left unclear,
if this strategy is suitable for a given authorized zone and
a concrete location provider. Ardagna et al. proposed an
approach which employs a confidence value for the probability
that the user resides within a predefined authorized zone [7].
If this value overshoots a predefined threshold, the access
right is granted. Thresholds are derived empirically based on
estimates about the positioning system’s sensitivity to changing
weather and environmental conditions. Also, the number of
sensors is mentioned as an important factor when defining a
threshold. However, no concrete methodology to provide any
justification of derived thresholds is given. Shin et al. define
an authorization policy, which also grants access if the user
resides within an authorized zone with a confidence value
larger than a predefined threshold [8]. Here, the uncertainty
of a position fix is modeled as a probability distribution. The
confidence value is derived by integrating the probability dis-
tribution over the authorized zone. The thresholds are derived
for each access rule individually depending on whether the
authorized zone demands high security or is an area of low
sensitivity. Again, only very abstract and vague statements
about deriving a suitable threshold are mentioned. Krautsevich
et al. consider costs when making authorization decisions
based on the values of discrete attributes with uncertain values
[2]. A threshold-based authorization strategy is shown to be
cost—optimal in their scenario for a certain threshold based
on cost functions. However, the approach does not show
the influence of the uncertainty estimates’ quality on the
cost—effectiveness of their strategy. Marcus et al. proposed a
risk—aware approach for trajectory—based authorization using
probabilistic trajectories derived from an adapted particle filter
in combination with WiFi fingerprinting [9]. Here, expected
costs and the corresponding risk are minimized by adhering
assigned cost functions of false authorization decisions and the
probability that the user’s trajectory satisfies the authorization
condition.

Error estimators of positioning systems are needed to oper-
ate threshold-based and risk—based LBAC strategies. Basically,
given an estimated location p, an error estimate is a probability
distribution P(u|z) describing the likelihood to observe an
estimated location of p when standing at position x in the
real-world. Hightower et al. [10] use a commercial infrared
badge system and an ultrasound time—of—flight badge system.
The infrared error estimates are a static bivariate Gaussian with
a covariance matrix ¥ = (23™, 9 ). The values are derived
from the vendor specification of the system’s range. The error
estimates of the ultrasound system are retrieved from a lookup
table built from previously recorded measurement errors within
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the test lab. Zandbergen et al. observed GPS errors with a
root mean square error of 9-11 m for modern Smartphones,
which highly increase in urban areas [11]. Zandbergen et al.
also found that the positioning errors of GPS are not perfectly
approximated by Gaussian distributions and hence, outliers
need to be expected [12]. The error distribution of GPS is
found to be approximate to a Rayleigh distribution. Marcus
et al. proposed an error estimator for SMARTPOS, an indoor
positioning system based on WiFi fingerprinting [13]. Here, the
errors were shown to be approximately normally distributed
with a mean of 1.2 m.

III. LOCATION-BASED AUTHORIZATION UNDER
POSITIONING ERRORS

This section first discusses the characteristics of positioning
systems and subsequently describes the methodology to theo-
retically derive the expected costs for each LBAC strategy. The
expected savings of uncertainty—aware strategies are compared
to the risk—ignoring strategy.

A. Positioning Systems and Error Estimators

The key technology for LBS are positioning systems, which
determine the user’s location either terminal- or infrastruc-
ture based. In outdoor scenarios, GPS emerged as the most
important positioning technique, while in indoor scenarios
WiFi fingerprinting showed very promising results [12] [13].
In the following, the returned position measurements are
called position fixes and noted as p with p € R2. In all
cases, position fixes are subject to physical perturbations due
to interference, reflections, multipath propagation, humidity,
imprecise sensors, and so on [1]. Consequently, all position
fixes are inherently affected by an error of varying degree as
discussed in Section II. The user’s ground truth position around
the returned position fix u can be modeled as a probability
density function (pdf), which is derived by error estimators.

In all cases, such error estimates are derived from singu-
larities of the underlying measurement by an according error
estimator. For example, in case of WiFi fingerprinting, the
distribution of the k nearest neighbors around g was shown
to be a good indicator for the occurring error [13]. Given a
position measurement with an estimated position of p, the error
estimator finally derives a scale parameter > which defines a
pdf around p in order to describe the ground truth location. In
case of WiFi Fingerprinting, the scale parameter represents the
covariance matrix of the underlying bivariate normal pdf. For
the rest of this paper, position fixes p are reported with a scale
parameter > of an appropriate error estimate pdf and finally
written as (i, X). The larger the estimated scale parameter X,
the more uncertainty exists with the position fix (u, X). In the
following, the accuracy of positioning systems is described by
a distribution F,, of reported scale parameters Y. Practical
experiments have shown that inverse Gaussian distributions
give a very good fit for F,, in case of WiFi fingerprinting.
However, the distribution of F,,, is finally needed to analyze
the suitability of single LBAC strategies for a concrete scenario
and needs to be known for the employed positioning system.

B. Risk—ignoring, threshold— and risk—based LBAC strategies

The task of a LBAC strategy is to derive an authorization
decision auth € {true, false} based on a position fix
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(1,%). The most basic LBAC strategy is the risk—ignoring
authorization strategy as employed in [3]-[6]. Here, only the
estimated position g is considered, when deriving the autho-
rization decision. In detail, this strategy performs a simple
point in polygon test to determine, if the estimated position
1 is contained within the authorized zone Z:

auth&pue Z (D

The main advantage of such systems is the low computational
overhead and the efficiency of point in polygon tests. In
detail, no error estimate needs to be derived and no complex
numerical operations need to be performed.

In order to consider the occurring uncertainty of a position
fix (u,%), the threshold-based LBAC strategy derives its
authorization decision based on the probability pz that the user
resides within the authorized zone Z, [2,7,8]. This probability
is derived from the estimated position i and the error estimate
3. and needs to overshoot the threshold:

auth < pz (i, X) > threshold )

A drawback of this strategy is the dependence on reliable
error estimators and the computational overhead of computing

z (1, ). Furthermore, it is not clear, which threshold makes
sense for a given LBS.

A more sophisticated strategy is the risk—based strategy
[2] [9]. Here, the expected costs of granting or denying the
authorization request are compared. In particular, the autho-
rization request is only granted, if the expected cost cj of
a false positive undershoot the expected cost cz of a false
negative. The expected cost can also be interpreted as the risk
of each outcome:

auth < (1 — Pz (:uv E)) “Cp <Pz (:uv E) " Cfn 3)

This has the same computational complexity as the threshold—
based strategy. Its main advantage is its decision—theoretical
optimality given statistically perfect error estimates >, which
will be discussed in detail later in Section IV.

The risk—based strategy is a real generalization of the
threshold-based strategy. Obviously, according to (3), the risk—
based strategy depends on the static costs cg and cp, and the
ratio %" in detail. For each ratio %" there exists exactly one
value of threshold such that a threshold—based strategy with
threshold behaves exactly like a risk—based strategy with z—f
This easily follows from resolving (3) to pz, which finally
represents the corresponding value of threshold:

"//

threshold =

4
1+c;,, 4)

This correspondence is depicted in Figure 1. Clearly, the higher
the cost of a false positive compared to the cost of a false
negative, the higher the corresponding value of threshold,
which converges to 1. The knowledge of this correspondence
has two positive effects. On the one hand, existing LBAC
policies based on the threshold—based strategy can be assigned
comprehensible thresholds given the cost functions of the
underlying service or resource to be granted. This correspon-
dence finally allows to derive such values of threshold that
the threshold—based strategy also yields risk—optimal decisions
given the specific cost functions for the LBS to be deployed.
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Flg 1. Correspondence of a risk—based LBAC strategy with a given value of
f” to a threshold—based LBAC strategy with a predefined value of threshold.

On the other hand, analysis of a risk—based strategy deployed
for a LBS also allows to assess a threshold-based strategy
with a corresponding threshold. However, in real situations,
both strategies are subject to the quality of the underlying
error estimator. Statistically imperfect error estimators may
under- or overestimate the real error, which is a severe weak
point compared to the risk—ignoring strategy. In order to finally
derive the most suitable LBAC strategy for a given LBS, first,
the theoretically expected costs for each LBAC strategy are
derived in the next section.

C. The Expected Costs of LBAC strategies

In this section, a methodology is derived to compare the
LBAC strategies w.r.t. the expected costs of false authorization
decisions. These expected costs are highly dependent on cj,
and cp and the uncertainty of underlying position fixes. In
order to decide about the authorization of a requesting user to
use a given LBS, the underlying LBAC strategy is provided
a position fix (u,X) to check the authorization conditions
according to the aforementioned methods. Given this position
fix, the statistical distribution of the user’s ground truth position
x around p is denoted as the probability density function
F,, »(z). Note, the distribution of error estimation scale pa-
rameters Y. is denoted as F,,, in the following.

In the next step, a methodology is presented, which allows
to assess the expected costs E(costs;) for each LBAC strat-
egy i € {risk—ignoring, risk-based, threshold-based}. This is
achieved by employing a function costs;(u,Y) denoting the
expected costs arising from a possibly false decision when
authorizing a user with position fix (u, X)) with LBAC strategy
i. Therefore, for each LBAC strategy i, the expectation of
occurring costs is derived w.r.t. the set R C R? of possible
estimated locations u E ‘R and the distribution of occurring
error estimates Fm

E(costs;) = / / costs;(p, X) - Forp(X)dEdp (5)
|R| HER

The rest of this section focuses on deriving the function
costs; (1, 2) for each LBAC strategy ¢ in order to finally derive
its expected overall costs E(costs;) according to (5).

In order to derive E(costs;) for each LBAC strategy 1,
the function costs; (i, Y) needs to be specified first. Here, a
prerequisite is the computation of the probability pz (p, ) that
a user with position fix (u, ) resides within the authorized

zone Z:
pz (1,2 / Fus(z (6)
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In the following, p is used as an abbreviation for pz (i, ¥) if
no ambiguities exist. Finally, this allows to derive the expected
costs for each LBAC strategy given a position fix (u, 3).

1) Deriving Expected Costs of Risk—ignoring Approaches:
Given a position fix (u, ), the risk—ignoring approach simply
checks if ;1 € Z. Nevertheless, the user’s ground truth position
« is distributed according to the position fix’ pdf F), s;(x) and
consequently lies outside of Z with probability of (1 — p).
Thus, if the authorization request with the estimated location
w1 is denied, the probability of a false negative is p. Contrary,
if the authorization is granted, the decision is a false positive
with probability (1 — p). Assume both cases to cause costs ¢,
and cp, respectively. This finally allows to derive the expected
costs:

COSS isi_ignoring (f1s 2) = { (1—p)-cp, iff uez

D Chrs else

(7

Note, that given a position fix pu, the risk—ignoring strategy
unfortunately may even choose that authorization decision with
higher expected cost.

2) Expected Costs of Threshold-based Approaches: Given
a position fix (u,Y), the threshold-based strategy derives its
authorization decision based on checking whether probability
p that the user resides within Z exceeds a predefined threshold.
The probability is derived according to (6). Finally, this allows
to compute the expected costs for the threshold-based strategy
for each possible position fix (u, 2):

1—1p)-cp, iff p> threshold
COSISthreshold-based (/t, E) = { ( P 'pC)f,” # elsf -

(®)
Again, despite the expected cost of an authorization decision,
only the satisfaction of the threshold is considered.

3) Expected Costs of Risk—based Approaches: The risk—
based LBAC strategy first computes the expected costs of
either granting or denying an issued authorization request.
Clearly, this results from multiplying the cost of cj and cp
with their individual probability of occurrence (1 — p) and p.
Finally, that authorization decision is taken, which promises
lower expected costs. Formally, the expected costs for granting
or denying the authorization request compute as:

COStSrisipased (14, X) = min (1 —p) - ¢py p- ) (9)

Clearly, the risk—based approach always derives that authoriza-
tion decision with the minimal expected costs. Thus, when-
ever the risk—ignoring or threshold—based strategy choose that
authorization decision with lower expected costs by chance,
the risk—based strategy will consequently also choose that
decision. This implies, that the expected costs of the risk—based
strategy theoretically are a lower bound for the expected cost
of any other LBAC strategy.

D. Analyzing the Expected Costs of LBAC strategies

As seen above, the expected costs of the risk—based
LBAC strategy are a theoretical lower ound for the expected
costs of the risk—ignoring and threshold-based strategy. The
percentaged savings FE(S) w.rt. any LBAC strategy j €
{risk—ignoring, threshold—based} compute as:

E (costsj) — E (coStSyisi—pased)
E (costs;)

E(S) = (10)
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The theoretically expected savings E (S) from fewer false
authorization decisions are laying the foundation for deciding
about the overall most cost—effective authorization strategy.
Given the boundary conditions Z, F,, and R of a LBS,
the expected savings F (S) strongly depend on the ratio 2{
of the LBS’s costs for false authorization decisions. Hence,
the theoretically expected savings F (S) for a ratio of % will
finally play a major role when choosing the practically most
cost—effective LBAC strategy. This will be explained later in
Section IV in detail.

The dependence of E (S) on 2—;’ is exemplary depicted in
Figure 2 for five theoretical examples with increasingly more
inaccurate positioning systems and an authorized zone of 5 x
5 m. Note, p is the mean of F},, in this figure. The curves are
derived using (5). Clearly, the expected savings E (S) show

0.9
0.8
0.7F
0.6}
0.5
0.4
0.3
0.2
0.1F
0<00

E(S)

crles

Fig. 2.  Theoretically computed expected savings FE (S) for five different
distributions of inverse Gaussian distributions of Fi.

a minimum for each distribution of errors F,,.. The valleys
around the minima of the graph E'(S) spread with increasing
accuracy of the positioning system. This coincides with the
intuition, that the expected savings from operating the risk—
based strategy are higher if the positioning system is more
inaccurate.

The dependence of the expected savings on the ratio
of costs Z% is a direct consequence of the dependence of
COStS yisk—based ({4, 22) ON %’n Given a fixed value of X, savings
can only arise for such estimated locations ;¢ where the risk—
based approach takes a different authorization decision than
the risk—ignoring approach. Clearly, the larger the set of such
estimated locations p, the larger the expected savings. This
correlation is depicted in Figure 3 in 1D for a authorized
zone of 5 m, and Gaussian error estimates with a fixed
value of ¥ = 3.5 m. The difference of cost functions for
the risk—based and risk—ignoring LBAC strategy is marked
green. Here, cost functions ¢z = ¢ = 1 were chosen, ie.,
the risk—based LBAC strategy only authorizes a request with
position fix (u,Y) if p > 0.5 according to (4). As the risk—
ignoring strategy authorizes all i € Z, the risk—based approach
only derives a more cost—effective decision for such p with
p(p, 3.5 m) < 0.5.

If the ratio of costs was increased, the shape of cost
functions in Figure 3 changes accordingly. In detail, the
threshold required by the risk—based LBAC strategy rises
according to (4), which increases the set of ;1 € Z where
the risk—based approach denies the authorization and thus
has lower expected costs. However, if the threshold implied
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Fig. 3. A 1D example of an authorized zone Z showing the expected costs
for the risk—ignoring and risk—based strategy for a fixed value 3 and cost
functions cj, = cp = 1. The green area marks difference of costs.

by the ratio of costs finally overshoots the maximum of p
within Z, all authorization requests will be denied by the risk—
based strategy. Equally, if the ratio is decreased, the threshold
required by the risk—based strategy decreases according to (4).
If the required threshold undershoots the value of p on the
boundary of Z, the set of location estimates authorized by
the risk—based strategy also includes p ¢ Z. If the ratio of
costs converges to 0, the set of authorized p and the expected
savings converge to infinity. Both authorization strategies yield
the same expected costs if the threshold implied by the ratio
of costs according to (4) corresponds to the value of p on the
boundaries of Z. In that case, the risk—based and the risk—
ignoring approach show identical behavior. If the distribution
of F,,, shows a high probability for such ¥ which cause an
identical or nearly identical behavior of the risk—based and
risk—ignoring strategy, the expected savings E(S) will finally
have a lower minimum. Intuitively, the lower the value of
this minimum and the wider the valley around it, the more
sensitive is the risk—based strategy to statistically imprecise
error estimates X. In detail, the risk—based strategy might
be mislead by wrong error estimates and game away the
theoretically small benefit. Thus, the next section evaluates
the weakness of the risk—based strategy when deployed with
realistic error estimators.

IV. USE CASE: DEPLOYING A ZONE—BASED LBS IN AN
OFFICE ENVIRONMENT

The expected savings of the risk—based strategy are now ex-
emplary evaluated in a use case in a typical office environment.
Here, WiFi fingerprinting is used as the underlying positioning
system. A radiomap of 206 fingerprints was recorded within
an area of 1400 m? as depicted in Figure 4. An overall set
of 1500 test fingerprints was recorded, each labeled with the
room where it was recorded. All areas outside the labeled
rooms shown in Figure 4 were assigned the label outside.
Positioning is performed according to prior work, where a
kNN approach with k = 4 is used [13]. The position estimate
is derived as the weighted mean of the nearest neighbors.
Two error estimators, a Laplace and Gaussian error estimator,
were used in order to compare the impact of the statistical
quality of returned error estimates on the expected savings
E(S). The Gaussian error estimator returns bivariate normal
distributions and is defined according to prior work [13]. In
detail, the aforementioned scale parameter X corresponds to
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Fig. 4. The recorded radiomap of fingerprints (points) used for WiFi
fingerprinting, installed access points (diamonds) and labeled offices.

the covariance matrix of the returned Gaussian and is defined
as X = (‘5 2) Here, o is derived as the weighted average of
the kNNs’ distances to the position fix. In contrast, the Laplace
error estimator returns rotational symmetric bivariate Laplace
distributions with a mean of p and a diversity b of ¥ = b.
Again, the scale parameter is derived as the weighted average
of the kKNNs’ distances to the position fix .

The distribution of estimated scale parameters > is shown
in Figure 5 and mainly follows an inverse Gaussian with
parameters ;4 = 0.8 and A = 9.5. In the evaluation, the scale
parameter is estimated for a derived position estimate p and
used twice as the variance for a Gaussian and accordingly as
the diversity for the Laplace distribution. A set of authorized
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Fig. 5. The distribution F,, of scale parameters estimated on the recorded
WiFi fingerprinting testset approximately follows an inverse Gaussian.

zones was defined as the labeled rooms shown in Figure 4.
In order to compare the effects of the error estimators, the
recorded testset was applied to each of the authorized zones,
once using the Laplace error estimator and once using the
Gaussian error estimator. In order to identify the impact of the
authorized zones’ size, a second run was performed, where the
authorized zones consisted of all possible unions of labeled
neighbored rooms from Figure 4. The results are depicted in
Figure 6. All runs approximate the theoretically derived shape
with a single minimum. For both runs, with single or aggre-
gated rooms, the percentaged expected savings F/(.S) obtained
by employing the Laplace error estimator clearly overshoot
the value of F(S) obtained when applying a Gaussian error
estimator. However, the theoretical optimality of the risk—based
strategy is not given in all cases here. All runs except for
the one with a Laplace error estimator and non-aggregated
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Fig. 6. In our experiment, the Gaussian error estimator clearly compromises
the theoretical optimality of the risk—based approach under realistic conditions.

rooms have a negative minimum. For both, the Laplace and
the Gaussian error estimator, the expected savings for the
run with aggregated rooms are slightly lower than for the
single, non—aggregated rooms. This stems from the intuitive
fact, that the application of the risk-based strategy is more
promising if the rooms are small compared to the estimated
errors. Consequently, for aggregated rooms, the minimum for
the theoretically expected savings is lower than for non—
aggregated rooms and hence, the small superiority is gamed
away more easily by imprecise error estimates. Finally, the
evaluation results show several important implications. First,
the optimality of the risk—based strategy strongly depends on
the statistical correctness of the underlying error estimator.
The extent of its statistical error compared to the authorized
zone also shows a negative effect on the expected savings of
the risk—based LBAC strategy. Hence, the cost—optimal LBAC
strategy can only be determined by recording a set of test data
around the authorized zone of the LBS in the forefront of its
deployment. This test data needs to be evaluated with a suitable
error estimator for the underlying positioning system. If the
expected savings F/(.S) are negative or near 0 for the LBS’s
ratio of costs Z—i”, the application of the risk—based strategy
is most likely inferior to the risk—ignoring strategy. However,
when such evaluations are performed in order to decide about
the most suitable LBAC strategy, a large number of test data
is necessary in order to obtain statistically sound results.

V. CONCLUSION AND FUTURE WORK

This paper examined the problem of choosing an appropri-
ate location—based authorization strategy, for example needed
for LBS, under the occurrence of positioning errors. First,
expected costs of operation were theoretically derived for three
distinct authorization strategies. The risk—ignoring, threshold—
based and risk—aware strategy. It was shown that the superiority
of the risk—aware to the risk—ignoring strategy strongly de-
pends on the ratio of costs of false positive and false negative
decisions and is minimal for a specific ratio of these costs.
In a practical evaluation, the risk—aware policy was shown
to be easily mislead to suboptimal decisions when operated
with statistically imperfect error estimators. This clearly shows
that in practice the widely accepted theoretical superiority
of risk—based authorization strongly depends on the ratio of
costs and the quality of the error estimator. Furthermore, it is
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shown that the superiority of the risk—based approach needs
to be empirically asserted if the LBS’s ratio of costs is near
the theoretical minimum of expected savings. Clearly, when
deploying a LBS, choosing the right authorization strategy is
crucial in order to minimize the expected costs arising from
false authorization decisions. Regardless of the importance of
the correct choice, this question has not been studied under
realistic assumptions up to now. Thus, the results presented in
this paper show that the theoretically optimal strategy is not
the most effective strategy in all cases under realistic boundary
conditions. A methodology to assess the theoretically expected
savings of the risk-based and threshold-based strategy is
presented. This finally allows to analyze if the risk—aware
strategy shows only little improvement given a specific LBS
and finally indicates if its application needs to be empirically
justified. Finally, the presented approach helps to deploy LBS
more cost—efficiently and thus supports their acceptance and
efficiency. Future work is seen in developing quality of service
metrics for LBS based on the expected costs of their operation.
In detail, the effects of imprecise position estimates on LBS
require further research.
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Abstract—With Internet of Things (IoT), new and improved
personal, commercial and social opportunities can be explored
and availed. However, with this extended network, the cor-
responding threat landscape will become more complex and
much harder to control as vulnerabilities inherited by individual
things will be multiplied. Conventional security controls, such
as firewalls, intrusion detection systems (IDS) etc., may show
some level of resistance to this self-organizing network but, as
standalone mechanisms, are not sufficient to analyze the threat
in a particular context. They fail to provide the essential context
of a threat and yields false positives-negatives which can trigger
pointless re-configurations, service unavailability and end user
discomfort. Such unwanted events can be very catastrophic, for
instance, in an IoT enabled eHealth services. We need to have an
autonomous adaptive risk management solution for IoT, which
can analyze an adverse situation in a distinct context and manage
the risk involved intelligently so that the end user, service and
security preferences are well-preserved. This paper details an
event driven adaptive security model for IoT to approach the
objective specified and explicates how it can be utilized in an
eHealth scenario to protect against a threat faced at runtime.

Keywords—Adaptive Security; Internet of Things; Event Cor-
relation; eHealth; Ontology.

I. INTRODUCTION

According to an analysis conducted by the International
Data Corporation (IDC), the IoT expected install base will
consist of approximately 212 billion things among which 30.1
billion will be autonomous [1]. Indeed, IoT has the potential to
create new huge opportunities for personal, business and social
services. However, the research this far is still inconclusive on
various topics, such as standardization, networking, QoS, etc.,
among which security and privacy are the most challenging
[2].

Things carry inherited vulnerabilities and corresponding
threats. Physical exposure, user lack of knowledge, unattended
management, remote implementation, communicating wire-
lessly, low resources, etc., are the common weaknesses which
are mostly exploited when devices at the edge of the network
are attacked. Bringing them to the IoT will make the threat
faced more complex and hard to control. Traditional controls,
such as IDS, Antiviruses, etc., as standalone measures may
provide protection to some level but are limited in providing
a clear context of a situation. As a result, false positives
and negatives are triggered and create service disruptions,
unnecessary changes and sometimes panic [3]. For instance,
an IDS trigger a critical alarm that someone is trying a
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port scan looking for an open File Transfer Protocol (FTP)
port and suggest to close that immediately. This might take
the administrator to a total panic situation, and he might
close the port on the file server without the fact that it is
adequately protected by a strong password. Thus, a simple lack
of contextual information might yield to service disruption and
panic.

An effective way to approach this problem will be to collect
the appropriate network and system information (status or any
changes), analyze them in a context and decide an action ac-
cordingly. This approach is called adaptive security or adaptive
risk management. It is the process of understanding, analyzing
and reacting to an adverse situation in a particular context [4]
and can be seen in a number of proposals, such as, [5][6].
Common problems with these models are, either they focus on
only one security service, such as authentication, or provide a
generic architecture without detailing the methods used within
each architectural component. Also, existing approaches are
either focused on threat analysis or adaptation individually. We
realize an absence of a model with specific methods to address
and connect both analysis and adaptation as a holistic solution
to the problem. Hence, we approach these issues as a set of two
questions, i.e., how to monitor and collect security changes in
a real time and analyzed them in a specific context? And, how
can the analyzed information be used to adapt security settings
such that user and service preferences are preserved?

In this paper, we address the first question by utilizing Open
Source Security Information Management (OSSIM) [7], which
provides a platform to filter and normalize primitive events
collected from things in the monitored scope. Correlation
directives are specified to model adverse situations in which
security events are correlated and analyzed in a particular
context. The adaptation question is addressed by utilizing a
proposed Adaptation Ontology which leverages on the risk
information from the event correlation and adapt security set-
tings accordingly. Using the ontology an optimum mitigation
action is selected from an action pool in a manner such that
its utility, in terms of usability, QoS and security reliability, is
maximum among the possible actions as per user requirements.

The main contribution of this paper is our autonomic
security adaptation ontology. OSSIM does not provide such
capability and relies on manual reconfigurations which may
not address user and service requirements. Also, OSSIM is
focused on the traditional computing environment including
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servers, desktops and corresponding applications where event
processing is relatively a common task. This paper extends
event driven security to the IoT where environment becomes
more complex due to things diversity and mobility for which
traditional protocols and tools seem to be inefficient to ap-
proach event processing. Hence, the concept of the paper itself
can be considered as contribution.

The rest of the paper is structured as follows: In Section II,
work related to event monitoring, correlation and adaptation
is presented. The proposed Event Driven Adaptive Security
model is detailed in Section III. In Section IV, an eHealth
case study will be presented to show how the model can be
utilized to protect against a threat at runtime. Finally, the paper
will be concluded in Section V along with an overview of our
near future plan.

II. RELATED WORK

The related work is categorized into three major areas of
relevance, i.e., event monitoring, event correlation and security
adaptation in order to get a clear understanding of the specific
methods used.

A. Event Monitoring

The objective of monitoring is to collect primitive events
from various sources in the environment, filter out the un-
wanted, categorize them into interested areas of investigation,
such as authentication, routing, confidentiality, etc., and nor-
malize them to a common language specification for further
analysis. In most of the event driven architecture (EDA), this
phase is considered to be a typical task yet, requires knowledge
of the target system event specification.

1) Event Collection: The two common approaches are
agent-based and agent-less collection. An agent is a small
additional program that is installed on the monitored source
in order to collect and send events or log files remotely
[8]. Agents can be customized to accomplish more specific
objectives. The agent-less approach does not require any
additional component to be installed. Instead, it utilizes built-in
protocols and services, such as System Log (Syslog), Windows
Management Instrumentation (WMI), SNMP, etc., to store,
access and communicate information at different levels of a
monitored system in a standardized manner [9].

One has to address the attributes of flexibility, lightweight,
platform in-dependency and management when either of these
approaches is adopted. With agent-based, the first three proper-
ties can be somehow achieved using expert skills, open source
tools and libraries; however, it will be quite a challenge to
manage agents across a complex network. The management
and control issues can be complex when it comes to a
network like IoT. Agent-less approach faces the problem of
detail customization thus lacks flexibility and might require
additional tools for detail diagnosis [8].

Many commercial and open source event analysis tools,
such as [7], use mixed strategies to overcome the flexibil-
ity and cross-platform issues. However, most of them use
third party apps, for instance, [10][11], where updating and
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controlling is still a matter of discussion. In [8], the author
presented an order-based approach which can provide all the
mentioned properties by defining a monitoring scope and
using system utilities. However, the method applies only to
distributed computing environment where diagnosis utilities
are supposed to be already in use. The approach apparently
shows lacking when considered in the IoT environment where
the monitored objects are more likely to be low-end and
resource-less sensors.

2) Event Filtering : The objective of event filtering is to
discard the redundant or unwanted events [12]. It defines the
targeted event scope to be investigated. Filtering is normally
achieved using regular expression where a pattern is matched
against the collected events. Non matched events are dropped
as redundant events. Two important issues that need to be
addressed here are: what events are redundant and how to
assure minimal information loss during the process? [13].

The authors in [14] explain that event redundancy scope
can be defined using two approaches. Temporal filtration can
be used to filter out events generated repeatedly over time
with the same information. On the other hand, spatial filtration
can provide a mechanism to remove similar event reported by
a different system within a given time frame, ¢. They also
propose casual filtration where events collected from different
sources are removed based on the fact that they may have
different syntax but conveys the same semantics.

Threshold values or time frames can be maintained in
temporal or spatial filtration techniques to guarantee minimal
information loss. Such flags and offsets will ensure that the
information contained in the event will not change potentially
and will also take into considerations, e.g., compression rates
[13][15].

3) Event Classification: Event classification seems to be
based on primitive knowledge about events. Every event
generated and stored by a source has a unique set of attributes
which can be used to classify an event, for instance, see
event structures [16][17]. These attributes designate the event
source/destination, timestamps, type, user IDs and the event
severity level whose ranges changes as per the source event
model and specification.

B. Event Correlation

Correlation is the heart of EDA. It aims to investigate
a complex relationship among events and assist to provide
enough contextual information to analyze errors, bugs and
security threats . Broadly, correlation methods can be classified
into two categories, Deterministic and Anomaly-based, either
of which can observe events in spatial, temporal or both of
the domains [18]. Both the approaches have their associated
advantages and disadvantages. Thus, qualifying which of them
is a better approach can be determined by evaluating them in
a specific application domain [19].

1) Deterministic Approach: In deterministic approach, a
predetermined knowledge is utilized to observe and evaluate
a given situation. A knowledge base is maintained with ap-
plication specific information, which is accessed whenever a
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particular event pattern is matched. So as a fact, a more expert
knowledge can analyze a given security threat, problem or
situation more precisely. The knowledge itself and the control
to it can be characterized in a number of ways as discussed
underneath:

Rule-base Correlation: Rule-based event correlation or
threat analysis is the most common way to implement deter-
ministic approaches. Most IDS and security event monitoring
tools, for instance [7][20][21], uses a rule based correlation to
analyze a threat faced. The knowledge is represented in the
form of a predefined rule set which dictates defined alarms
and alerts when a specific condition during analysis is met.

State Machine Automata based Correlation: Finite State
Machine (FSM) is used to study the behavior and state of
underlying systems. In the context of event correlation, various
defined states for a system behavior (normal and abnormal)
are designed and stored as knowledge base as FSM tuples
[22]. A runtime diagnosis engine observes user, application
and device behavior and foresees the next system state. Alerts
are generated as a flagged state is or about to be triggered.
Some of the event correlation models proposed on FSM are
[23][24].

The Codebook/Correlation Matrix Techniques: The code-
book approach utilizes a symptom-problem relationship. Dif-
ferent suspected events (symptoms) are mapped to their as-
sociated abnormal behaviors (problems) and are stored as a
knowledge base in a binary matrix, called correlation matrix or
a codebook. Events generated are matched against this matrix
to identify associated threats or problems. Event correlation
models based on codebook techniques can be found in [18].

2) Anomaly-based Approach: Computing and networking
environments are very dynamic and the attack vector changes
frequently. Some events may not provide certain informa-
tion and are thus subjected to probabilistic correlation and
processing to resolve the uncertainty problem [19]. Unlike
predetermined situations in deterministic methods, anomaly-
based event correlation aims to identify anomalies without any
prior knowledge and can be used to analyze unknown threats.
However, they inherit the problems of generating false positive
alarms.

Statistical Correlation: As mentioned earlier, events can be
filtered, categorized and correlated in both time and space
domains to extract rich contextual statistics. For instance,
grouping the number of repeated login failure attempts events
can provide credible statistics on whether the attempt is a
legitimate or that somebody is trying to break-in using a
guessing, dictionary or brute force method. High level events,
such as alarm/alerts, generated by various security controls,
such as IDS, can be used to perform statistical correlation.
Statistical information can also be drawn from diverse events
having similar attributes/parameters, such as event source,
destination, timestamps, etc. Mostly used in anomaly based
IDS, these attributes are used as random variables which are
later utilized in statistical inferences [25][26].

Probabilistic Modeling: Bayesian networks tend to model
relationship among interested random variables. Events can be
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mapped to random variables. Bayesian model can be illustrated
as directed acyclic graphs where nodes represent events of
interest and the connecting edges represent the relationships
or inter-dependency between them. The probability of a node
(situation or event) is inferred by utilizing conditional prob-
ability assigned to each node (event) in a given network
(scenario) [27]. In most cases Bayesian modeling is coupled
with other models techniques, such as Hidden Markov Model
and Kalman filters, to investigate complex events in depth [18].

C. Security Adaptation

Assuming that during the analysis an adverse situation or a
risk has been discovered, what choices do we have to adapt the
security in accordance? How can we utilize the information or
context of the analyzed risk to adapt our security? Following is
a list of approaches that can be used to answer these questions.

1) Security Policies: Policies remained one of the earliest
methods to dictate an action against a given situation. They
are a set of rules specifying how a particular situation should
be tackled. Edwards et al. in [28] pointed that security policies
can be divided into three groups, fixed (e.g., kernel level
implementation), customizable (e.g., firewall, router ACLs,
etc.) and dynamic, based on the flexibility they offer. Dynamic
policies can be detailed on individual user or service level thus
providing more flexible adaptation. Some related work include
[29][30].

Utility and Probabilistic Models: Utility expresses the
measure of efficacy or profit of a choice for a given user or
service. In event driven adaptive security, adaptive decisions
can be expressed in utilities on the basis of user acceptance,
accuracy, power usage, etc. for a given analyzed risk (event).
For instance, Alia and Lacosta in [31] used various QoS
and security properties corresponding to a required security
service to manipulate the utility of an autonomic adaptive
response using a non-probabilistic (utility) predictor function.
Probabilistic models of utility, such as, [32][33], provides a
fair understanding of how security and trust adaptation can be
modeled with utilities.

Besides utility theory, probabilistic models such as Bayesian
Networks have also been used in a variety of adaptive ap-
plications. Bayesian models can be used to select a suitable
algorithm from available list [34]. They can also be advan-
tageous in rules discovery [35] to resolve a conflict where
an analyzed risk (high level event) two different rules under
a given policy [36]. Game theoretic models have also been
proposed where intrusion and defense are modeled as games
to adapt and defend system security [37][38][39].

Ontologies: Ontologies are used to capture and structure
the knowledge about entities, instances and their relationship
within an organization. They can be used both for design
and runtime purposes [40]. In [41], the author describes an
ontology where the knowledge required for security adaptation
such as risk, security services and metrics, etc., are related
to be assessed at runtime. Denker et. al [42], the authors
used security ontologies for annotating functional aspects of
electronic resources. However, these ontologies did not discuss
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how user requirements and preferences should be valued
during the adaptation.

III. THE MODEL

The model presented, Event Driven Adaptive Security
(EDAS), addresses the notion of security adaptation in IoT as
an EDA in feedback loop manner. We believe that the basic
element of change available within the network is the event
generated by various application and devices recorded into log
files. They provide a primitive context about who, when, where
and what of a change and contain vital information, such as
timestamps, sources, destinations, user activity, severity levels,
etc., necessary to reason about the risk situation associated
with an event.

EDAS uses Open Source Security Information Management
(OSSIM)[7] which provides a platform for writing scripts,
called plugins, to filter and normalize primitive security events
collected from the monitored sources. Correlation in OSSIM is
supported with XML rules through which specific situations,
in both temporal and spatial view, can be modeled to correlate
and investigated events for potential security risks. The model
utilizes a runtime adaptation ontology to adapt a best miti-
gation action from the available actions based on the stored
user and service preferences and risk information produced by
the correlation engine. A reference model is shown in Figure
1. It includes three major components Monitor, Analyzer and
Adaptor. The input, method(s) utilized by individual compo-
nent along with the details of the output they produced are
explained below:

1
| Response |
| . ]
L__ Eneine |
ﬁ Selected Action
T T A
) , | Adaptation |
Adaptationfules —_— X |
I_ Engine |
ADAPTOR
3 ﬁ INFO: Risk, Assat, User
o= v ]
CorrelatedEvents | Event,/Risk |
N CorrelationRules, Correlation :
CorrelatedEvents e
ﬁ Quantified Events
Quantified Events __:—__________i Adaptation Script
DB I Rizk Metrics ’[_Ti(s_cirmg__l
AMNALYZER (0SSIM Server)
[— ﬁ Mormalized Events
MNormalizd [__aS_S,ﬁVI___l Plugi
Event | ugin
— Agent | $IDi_SIDn
s i
MONITOR
EventsiLogs
Local
Collectors Sensors, SmartDev,
App, Net.Int.
Actuators

Fig. 1: Event Driven Adaptive Security-Reference Model
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A. Monitor

The monitor, OSSIM Agent, collects various events (logs)
from diverse things in the IoT, filters the unwanted events
and normalizes them to a common language for correlation
(analysis).

1) Event Collection: Events generated by monitored things,
e.g., devices, applications, security tools, are collected re-
motely by the Monitor enabled with OSSIM Agent. Both,
agent and agent-less, methods are used to collect methods.
OSSIM uses a variety of methods for remote collection
including Syslog and SNMP. These two protocols are only
used when a device or application supports them otherwise;
an agent is installed on the monitored object. OSSIM does
recommend some agents, such as Snare [11] and OSSEC [10],
which translate events onto the Syslog stream. However, these
agents are not supported by devices at the edge of the network
enabling IoT, for instance, smart devices and wireless or body
sensors. Thus, we opt for an agent based on MQ Telemetry
Transport (MQTT). MQTT is a lightweight M2M messaging
transport protocol specifically designed for IoT with platform
independence support [43]. The MQTT client hooks onto the
event API of the device to collect security events generated
and will transport them to the monitor component, the OSSIM
Agent, where they are stored in a specific log file.

2) Event Filtration: Security events are extracted using a
script, called Plugin, designed for individual event source.
Writing the script requires some knowledge of the source
and the events it is generating. Plugin, identified by a unique
ID and other necessary parameters, is a configuration file
that dictates from which queue events should be read and
which of them needs to be filtered out. OSSIM utilizes a
white-listing mechanism where only interested events are sent
for further processing. A regular expression specifies these
interested events. A match with the expressions is given a
unique security ID (SID) which is further used in event
correlation. An example plugin configuration is given in Figure
2 showing a specific SID corresponding to a login success
event. A different SID can be defined for other events, for
instance, a login failure event.

3) Event Normalization: Normalization is performed due
to the fact that different things in the IoT will generate events
in different formats. It is, therefore, necessary to transform
them into a single common format for correlation and analysis.
It is done during SIDs extraction and aims to extract vital
attributes of an event transforming them into a common format
for correlation. Attributes vary from event to event depending
upon the primitive context they carry. In the above example,
date and event source IP is normalized into a normalized
common format and src_ip respectively.

B. Analyzer
1) Risk Scoring: Before the normalized events are corre-
lated, they are assigned risk score. OSSIM uses three metrics
used for the event (SID) risk quantification [44].
o Asset Value: Specifies the importance of event source or
destination within the monitored scope. Ranges from 0-5.

10
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[DEFAULT ]
plugin_id=1008

[config]

type=detector

enable=yes

source=log
location=/var/log/mydevice.log

[my-device-login-success]

fapr 2 12:45:12 192.168.5.18 my device:152.168.30.18
login success

event_type=event

regexp=" (?P<date>\w{3}\s+\d{1, 2}\s\d\d:\d\d:\d\d) \s+ (2P
<sensor>\S+) \s+tmytdevice\ [\d{1,2}\]:+(?P<sra>\d{1,3}N.N\d
{1,3F\.0Nd{1, 31\ .\d{1,3})\s+login\success"
date={normalize date($date)}

sensor= $sensor

plugin_sid=1

src_ip={$src}

Fig. 2: Example Plugin

« Priority: Specifies the impact of the event. Ranges from
0-5.

« Reliability: Determines the probability or confidence of
the fact the event will corresponds to a compromise. Thus,
gives a weight to it false positivity. Reliability ranges
from 0-10.

For each event, X, risk is quantified as:

Risk(X) = (Priority * AssetValue x Reliability)/25

The division of 25 is made to keep the risk values in the
range of 0-10 which reflects the risk level of each event. These
values are stored in the DB against each SID and are assigned
as they arrive in the Risk Scoring engine. They can be changed
as required manually. However, priority and reliability values
can take different values automatically during event correlation
as per the rules.

2) Event Correlation: The correlation engine investigates
normalized events coming from the Monitor. It is done using
correlation directives stored in XML. They are triggered when
a specific SID is encountered, and thus a new event is
generated with a new reliability value. The engine increases
and decreases this value with respective to defined attributes
within the directive rules. Hence, risk is dynamically assessed
when SIDs are correlated over time. An SSH login failure
example taken (simplified) from OSSIM wiki [45] is given in
Figure 3.

<directive id="500000" name="SSH Brute Force Attack Against DST_IP" priority="4">
<rule type="detector" name="SSH Authentication failure" reliability="0"
occurrence="1" from="ANY" to="ANY" port from="ANY" port_to="ANY"
plugin_id="4003" plugin_sid="1,2,3,4,5,6,9,10,12,13,14,15,16,20">
<rules>
<rule type="detector" name="SSH Successful Authentication (After 1 failed)"
reliability="1" occurrence="1"
from="1:SRC_IP" to="1:DST_IP"
port_from="ANY" time_out="15" port to="ANY"
plugin_i 003" plugin_sid="7,8"/>
<rule type="detector" name= Authentication failure (10 times)"
reliability="2" occurrence="10" from="1:SRC_IP"
to="1:DST_IP" -
port_from="ANY" time_out="40" port to="ANY"
plugin_id="4003"
plugin_sid="1,2,3,4,5,6,9,10,12,13,14,15,16,20"
sticky="true"/>

</rules>

</rule>
</directive>

Fig. 3: Correlation Directive & Rules
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It can be seen that rules can be defined up to n-levels of
correlation depending upon the requirements. As the level
is increased, more precise information is used, such as the
time out, occurrence, source and destination, to validate the
reliability and context of an event. In the mentioned exam-
ple, reliability is increased which increases the risk level
correspondingly. Similarly, using a rule, reliability during
correlation can also be decreased if a login success event
(SID) is encountered within the acceptable threshold range
of the occurrence variable. Also, logical operators can be
utilized when certain conditions are to be assured during the
correlation.

Event correlation produces high level events which either
goes for in-depth correlation or are flagged as alarms to be
managed. Alarms are correlated events with risk level above
risk acceptance threshold. Information carried by an alarm
includes source and destination IDs, the user involved, risk
level, threat details and the correlation directive responsible for
generating it. This information is utilized during the adaptation
process where the confronted risk is mitigated.

C. Adaptation

In order to utilize the available knowledge precisely and
adapt security settings in an optimized manner, we propose an
Adaptation Ontology. To be traversed at runtime, the ontology
considers all the entities and their relationships necessary for
optimal security adaptation. We will be utilizing this entire
EDAS model in the IoT enabled eHealth scenario where a
patient is remotely managed over the traditional internet or
cellular network. To do so, we establish three different contexts
in the proposed ontology as shown in Figure 4.

owns

Device

User
has
Supports/iscurrentIyUsing—\r‘
rls ThreatenedB:
comprom isehas

mitigates

USER CONTEXT
ASSET CONTEXT

transformedTo

contolSpecific

transformedTo isEnforcedB
Property

utilizes
SecurityMechanism inherit
affects

e T

SECURITY ADAPTATION CONTEXT

Fig. 4: Security Adaptation Ontology

e User Context corresponds to the patient and medical
staff preferences which have to be considered before the
adaptation

o Each user owns or utilizes a set of application, such as
the eHealth app, Skype for patient-doctor communication,
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etc. and devices, such as body sensors, smart device or
desktop/Laptop, in the scope IoT-eHealth infrastructure.
The corresponding information for instance, type, asset
value, etc., along with their capabilities is contained in
the Asset Context.

o The entities and associated settings required for optimized
security adaption is grouped under the Security Adapta-
tion Context.

An optimal mitigation action is selected from the actions pool
following the procedure shown in Figure 5. The Response
engine articulate a message based on the details of the action
provided by the adaptation engine. Using MQTT transport,
the message is sent to an actuator (MQTT Client) installed
on the monitored thing. The actuator is hooked the specific
component API, for instance a login API, and passes the
message as variables to be reconfigured.

Runtine Adaptation Ontology

Optimal Property Action Selection as
prediction against per prediction
Mets labl
letrics available Adapted Action

Details
[T [T

Possible Properties
Response
Engine

Threat & RiskLevel
Identification

—

Info: Risk, User, Asset

Correlation
Engine

compromised
SecurityService
Identification

[T [T

Possibile Action
Identification as per
compromised
Service

Identification for
SecurityMechanisms
as per the RiskLevel

1 Securitymechanisms
identification for
possible Actions

Fig. 5: Security Adaptation Process

A predictor function chooses the action with maximum
utility. Subjective weights are assigned to affected metrics
against each property, which correspond the overall utility of
the property (to be used in the adapted action) for a specific
user. Metrics reflect parameters, such as usability, reliability,
service cost, etc., which can be negatively or positively influ-
enced by a security property selection. For the time being,
metrics are grouped into three categories, User, QoS and
Security, to capture influences concerning user preferences,
overall QoS and security reliability. However, we are still
exploring metrics and measures, such as described in [46],
to make our adaptation process more focused and convincing
for user and service requirements besides dealing with security
issues. A description of individual entities along with example
instances is listed in Table I whereas, relations among them
are detailed in Table II.

IV. eHEALTH CASE STUDY

IoT can substantially increase service quality and reduce
cost, if enabled in the eHealth paradigm where patient vital
signs are remotely diagnosed and managed via internet or
cellular network. A number of projects, such as [47][48], aim
to investigate different aspects of IoT-eHealth to make it more
reliable and convenient. This section describes an IoT-eHealth
home scenario in which a patient residing at home, Lynda,
is equipped with various body sensors. Her vital signs are
monitored through these sensors and are transmitted over a
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Wifi or cellular network to remote hospital site for further
diagnosis. She frequently uses her smart phone, part of this
infrastructure, installed with an eHealth app to keep track of
health status as well as for billing payments besides personal
use. We intend to explicate how our model fits into this
scenario to defend against a security threat faced.
Home Scenario—-Authentication: Lynda wants her credentials
saved in the eHealth app to be protected. The app installed on
her smart phone is protected with a password that is used
to protect her credit card credentials, billing information and
local Patient Health Information (PHI).
Adverse Situation: An insider having access to Lynda’s smart
phone with the intention of stealing her credit card information
is trying to login into the eHealth app by guessing different
passwords repeatedly.
Preferences: Lynda prefers medium level password instead of
a complex one. She does not want her account to be locked
out as she has to check her diabetes level frequently.

A generalized message sequence of the whole adaptation
process as per the scenario is given in Figure 6. The defense
against the situation is detailed as follow:

Model Go-Through — The Runtime Defense:

Event Collection & Monitoring: Smart phone login failure
events will be collected by the MQTT client and will be sent
to the Monitor. Plugin, e.g., pluginID=20, specified for the
smart phone will read these events on the OSSIM Agent. The
login failure on eHealth App SID, with SID=3, will extract
and normalize the important attributes such as timestamps,
user, source, and will add other attributes, such as the number
of attempts made.

! Collection, i Normalized Login prmomessoooen
1 failure Event i Risk Scoring |
i Correlation |

: Filtration, W
i Normalization ! Y
LT ! SID=3)

eHealth app Login RiskLevel: 4

USER ID
failure event
W Asset: Smartphone, eHealth app

| . |
. i Response l‘J
h Acnon.;adapttog:ﬁr } selection & |
pass, eH-app LoginAPI) | generation |
Repeated
wrong

password
attempts

Threat: Bruteforce

Fig. 6: Attack-Defense Case Study Message Diagram

Risk Quantification: Considering the risk acceptance level
for repeated login failure is 4 let the smart phone be a
critical asset, so Asset Value=5. To give space to for the
accidental wrong attempts, let the Reliability=0 for the
first encounter and suppose the importance of the event is
considerable so, Priority=5.

Event Correlation: The correlation directive shown in Figure
7 specifies 3 levels of correlation. The first wrong attempt
is considered as normal so Reliability is not increased. For
the next 5 wrong attempts, Reliability is increased to 2 and
the engine waits for 10 seconds as a time out. Risk, as per
the equation stated earlier, at this stage becomes 2. Similarly,
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TABLE I. Ontology Entities

Context Entity Description Example Instances
User The registered user Patient, Medical Staff, IT staff
User Preference User preferences that affects or are affected by the | App/device usage knowledge, Cur-
adaptation decision rent Health Status, Location, Envi-
ronmental Context, etc.
A Any soft components used in the IoT-eHealth infras- | eHealth app, communication soft-
pp tructure ware such as Skype, email, Secu-
Asset _ rity tools, etc.
Device Any hard components used to send receive and store | Body Sensors, Smart phones,
User information Tablets, Laptops, Desktops
Capability The resources offered by individual Asset f;;:ﬁ?;y’ llsfsppt(l)rrrtl:& P?ftgcoi '0:::’
SecurityService The security services supported/Currently used by | e.g., Authentication, Encryption
each Asset and Integrity modules
Event/Alarm Risk Level (analyzed by the event cor-
RiskLevel relation/analysis engine) which threatens a Security- | Range(0-10)
Service and Asset
Threat Threat information dictated by Correlation Directive | Brute Force, DoS, etc.
A list of adaptation actions (options) associated with | Changing Password, Locking a
Action a given SecurityService. Actions enforces a specific | user for a specific time, changing
Security Adaptation SecurityService in order to control a Threat faced | encryption methods, Adapting a se-
cure authentication protocol, etc.
Methods/algorithms associated with a given Action | WEP, WP2, DES, AES, Captcha,
SecurityMechanism | which are utilized in order to enforce a SecuritySer- | SHAI, Disabling User Account
vice challenged by a Threat etc.
Available attributes of a specific SecurityMecha- | AES (key length), Password
Property nism which can be adjusted for adaptation (length, character type), captcha
(image, audio), Account Locking
time (seconds, minutes)
Factors affecting security adaptation. Derived from | Usability, PowerCost, Execution-
Metric user Preferences, device capabilities and the overall | Time, ServiceLevelCost, Reliabil-
security against a given Property in terms of ex- | ity, etc.
pected utilities.

after 6 wrong repeated attempts Reliability is increased to 3
and so does the associated risk level. Finally, an alarm will
be generated a risk of level 4 is raised after consecutive 20
attempts when Reliability is increased to 4. Risk is assessed
dynamically and instances of the same events are correlated
over a period of time as context becomes more evident.

<directive id="188" name="Password Brute Force against DST_IP" priority="5">
<rule type="detector” name="eHealth APP Login failure" reliability="@
occurrence="1" from="ANY" to="ANY" port_from="ANY" port_to="ANY"
plugin_id="20" sid="3">
<rules>
<rule type="detector” name="eHealth App Successful Login (After 1 failed)"
reliability="2" occurrence="1"
from="ANY" to="DST_IP"
port_from="ANY" time_out="18" port_to="ANY"
plugin_id="20" plugin_sid="3"/>
<rule type="detector" name="eHealth App Login failure (6 times)"
reliability="3" occurrence="6" from="ANY"
to="DST_IP"
port_from="ANY" time_out="40" port_to="ANY"
plugin_id="2@"
sid="3" /»
<rule type="detector” name="eHealth App Login failure (28 times)"
reliability="4" occurrence="28" from="ANY"
to="DST_IP"
port_from="ANY" time_out="6@" port_to="ANY"
plugin_id="2@"
sid="3" />
</rules>

</rule>
</directive>

Fig. 7: Correlation Directive & Rules for Repeated Login
Failures

Security Adaptation: Proceeding logically with the proce-
dure shown in Figure 5. An optimal mitigation action can be
selected as:

o Threat & Risk Level: Password Brute Force
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o Compromised Security Service: Authentication

e Possible Actions: Suppose, Password Change, Account
Lockout & Enforcing Captcha

o Security Mechanisms: As per each action, Password
Change (keyLength), Enforcing Captcha (Captcha), Ac-
count Lockout (Time Restriction)

e Security Properties Metrics & Utilities: As a hypothesis,
consider Table III showing the affected metrics by indi-
vidual properties with associated utilities (ranging from
1-10). The properties listed are considered to mitigate risk
level 4 or above for password brute force attempts on the
smart phone. Furthermore, it is assumed that the utilities
are assigned as per service and user preferences.

TABLE III. Properties, Metrics & Utilities

PROPERTIES
Metric KeyLength Captcha Time Restriction
8-char, 10-char. | Audio | Visual 15 min. 30 min.
Usability 8 5 6 7 6 3
QoS 8 7 5 5 6 6
Reliability 7 8 4 4 7 8
Total Utility 23 20 15 16 19 17

The predictor function will identify that the optimal action
to circumvent this threat is to change the password on the
smart phone eHealth app to an 8-characters. If it is already
in use, it will go back and select the second best option. The
selected action along with the user, concerned API and asset
details will be given to the Response engine which will send a
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TABLE II. Ontology Relations

Context Relation Classes Involved

Example Relations

User has User, Preference

Patient has a Preference of having easy to remember credentials
Patient prefers service over security while being outside home
Doctor prefers strict confidentiality while being outside hospital

User, Asset owns User, Asset

Patient owns a tablet to read his vital signs

Patient owns (wears) ECG sensor

Doctor owns a desktop machine to communicate with Patient over
Skype

Asset has

App, Device, Capability

Patient tablet has DualCore processor installed

eHealth app installed on patient tablet has a medium level password
ECG sensor does not support DES 128 bit algorithm

Smart phone has 1 hour of talk time left

Supports,
Currently Using

Asset, SecurityService

ECG Sensor supports/currentlyUsing Confidentiality, Authentication

IsThreatenedBy Asset, Threat

eHealth app is threatened by a password brute force attack
In home Wifi network is threatened by DeAuth flooding

compromises

Threat, SecurityService

Password Brute force compromises eHealth app Authentication
WifiDeAuth flooding compromises network integrity

Asset, Security Adaptation | has Threat, RiskLevel

Password Brute force on eHealth app has a HIGH Risk Level

isEnforcedBy

SecurityService, Action

eHealth App is authentication is enforced by a medium strength
password
Wifi Network authentication is enforced by WPA policy

mitigates Action, Threat

Changing user password mitigates a password brute force threat
Restricting user login attempts to t-seconds mitigates a password brute
force

utilizes

Action, SecurityMechanism

A password change action utilizes the password length & complexity
Restricting user login attempts utilizes the time limit
Increase encryption level action utilizes AES

Security Adaptation Inherit

SecurityMechanism, Property

Password length inherit the property of 6, 8 or 10 characters
Password complexity inherit the property of character type

controlSpecific Property, RiskLevel

A password with 6 digit key length controls LOW level brute force
attempts
A password with 10 digit key length controls HIGH level brute force
attempts

10 character password affects (decreases) usability and (increase)

affects Property, Metric security reliability
3G network affects (increases) Service Quality and (decreases) device
battery
User, Security Adaptation Preference, Metric User prefe.r ences are transformed to Usablll.ty . .
transformedTo User location is transformed to QoS, Security \& Privacy attributes

Asset, Security Adaptation Capability, Metric

Supported protocols (can be) transformed to QoS and Security metri-
ces

message containing the instructions as appropriate variables to
the MQTT client residing on the smart phone as an actuator.
The actuator will identify the API mentioned and will pass
the message variable. The API will implement the changes
and will ask the user/adversary to enter a new 8-character
password based on the older one.

V. CONCLUSION & FUTURE WORK

Existing detective and preventive controls as individual
components seems to be inefficient in providing the required
context to investigate security threats. We presented an event
driven adaptive security model, EDAS, which leverages the
capabilities of existing event models of diverse things in
IoT and OSSIM correlation to adapt security settings by
keeping the user and service utility at maximum. Primitive
knowledge about security changes is collected and is analyzed
in a definitive and established security context. The runtime
adaptation ontology provides a structured knowledge of all the
elements necessary to select appropriate mitigation action as
user and service preferences. MQTT as a transport mechanism
for the collection and actuation processes makes the model
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more extendable, platform independent and cost effective.

In the near future, we intend to develop a prototype for
EDAS to test its processes as a real world loT-eHealth artifact.
Preliminary plans are to investigate the overall reliability,
service response timings and building universal collectors and
actuators for devices at the network edge, such as body sensors
and personal smart devices. The prototype will be validated
with confidentiality, availability, integrity and mobility scenar-
ios as they are deemed to be the most critical aspects in remote
patient management systems.
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Abstract—In this paper, a context-aware access control model
is provided to be used by people with mobile devices in
ubiquitous computing environments. The model utilizes a
certificate-based approach and aims to create an
infrastructure for regulating access requests through mobile
devices to resources and services in a local environment. The
model also allows users from different domains access to local
resources and services within the scope of agreements between
domains. In addition to conceptual design of the model, a
working prototype implementation is developed and successful
application of the model is demonstrated. In the prototype
implementation, an application running on a real smart mobile
phone is developed for generating access requests; a gateway
device is utilized for context management and access control in
a local ubiquitous environment with real physical sensors.
Sample use cases are applied on the prototype in order to
demonstrate the applicability and feasibility of the model.

Keywords-certificate; access control; smart mobile device;
context awareness

. INTRODUCTION

Following rapid developments in the technology, smart
mobile devices have become smaller than personal
computers. Also, device diversity has increased to cope with
the needs of humans for daily life activities. Besides standard
computers, mobile devices, sensors, actuators have started to
be used by humans in daily life. Unlike standard devices,
these ubiquitous computing devices have effective
interaction capabilities with both humans and other
electronic devices. The actual contribution of ubiquitous
computing is that these small and smart computers are
densely distributed in the environment; they work and
interact in the background invisibly and without disturbing
people [12].

In today’s world, humans are involved in many
interactions with ubiquitous devices. Like any other system,
access requests to such devices should be controlled and
regulated. Especially, it is important to prevent unauthorized
access to resources in ubiquitous environments.

Mainly two types of authentication methodology are
offered: one is static authentication, the other is dynamic
authentication. Password-based authentication is the most
popular authentication method for static authentication.
Smart card, biologic, Universal Serial Bus (USB) token and
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certificate based authentications are examples of dynamic
authentication. For ubiquitous computing environments,
static authentication is not suitable because access evaluation
results can change according to user, location, time etc.
contexts. In this paper, a certificate-based context aware
access control model for smart mobile devices is provided.
This paper consists of five sections. Section 2 includes
background information about certificate-based access
control models. Section 3 explains the proposed model,
including the main components and the activity flow. A
prototype implementation of the model is introduced in
Section 4. Finally, Section 5 provides the conclusion.

II. RELATED WORK

Different systems and solutions use certificates in order
to regulate or check authenticity during access to resources.
Web sites, mail systems, mobile applications are main areas
of this usage. A user authentication method using smart
cards is offered as a certificate-based authentication [10]. In
this method, user certificate and other private information are
stored in a smart card and the system performs authentication
process based on the combination of smart card information
and related context. The method focuses on authentication
transactions; however, access control mechanisms and
process are not discussed.

Another offered solution to access control uses
certificates for access control for inter-domain environments
is presented by Thompson et al. [9]. In this solution, users
send their certificates storing their roles in order to reach
resources However, major deficiency of this solution is that
it is not designed for context aware environments and
context usage.

An access control method is offered for healthcare
systems by Koufi and Vassilacopoulos [6]. This method is
designed for context aware environments. The system
validates user roles stored in user certificates and evaluates
certificate data with context information. However, this
model does not support giving access to other domain users
for reaching resources.

An extension model of Role Based Access Control
(RBAC) is suggested for access control by Chadwick et al.
[3]. The model uses X.509-based certificates that store user
roles and definition for accessing resources. Access rules are
defined as XML-based policy rules and they are stored in
Lightweight Directory Access Protocol (LDAP) [3]. The
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model also controls certification cancellation status using
certificate revocation lists. However, the model is not
suitable for context aware environments; this can be
considered as the main shortcoming.

For Grid environments, certificate-based access control
model namely “Sygn” is also offered by Ludwig et al. [4]. It
provides decentralized permission storage and management
for dynamically changing resources. Although it creates on-
demand permissions without central permission systems, it is
hard to regulate permissions with, in the certificates, in terms
of inter-domain and security approaches.

Our proposed model combines three main properties of
ubiquitous computing environments. The model provides a
context aware access control and smart mobile device usage
and also the model works in inter-domain environments in
order to allow users access to resources of other domains.

I1l.  PROPOSED MODEL

A. Main characteristics of the proposed Model

There are three main components of this model, (i) first is
the user processes running on a mobile device, (ii) second is
the main gateway, performing duties such as certificate
control, applying rules, etc., and (iii) third is local resources
or services such as reaching sensors values or printer usage.
The general structure of the proposed model is shown
graphically in Figure 1.

The proposed model uses certificates for authorized
access to resources. After connecting to the local service
wirelessly, the user sends his/her certificate to the gateway
by using his/her smart mobile devices. After that, the
gateway gathers required information and performs actions
accordingly, and finally, produces a result. This result is
received by the user via his/her mobile device again.

Another important characteristic of the proposed system
is that it provides a mobile usage environment to the system
users. In ubiquitous environments, computers are hidden and
resources/services are widely distributed. Also, people are in
transition to more mobility in terms of life styles and
technology trends. Therefore, people have frequent
interactions with embedded computers or resources when
they are mobile. In the proposed model, home or other
domain users can explore local resources/services when they
are in a different location and they can send access requests
to gateways.

Context-awareness is another important feature of the
proposed model. In order to respond to received requests
correctly according to access policy rules, the system gathers
context information from the environment. Since the
proposed model is a context-aware system, it senses
contextual information like location, mobile user id, time,
resource type and it performs required actions according to
this gathered contextual information.

The proposed model can perform authorization and
access control requests conducted by not only different
domain users, but also by other domain users. To do that,
domains provide an access policy rules agreement for their
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own users when they are using different domains’
resources/services.

Domain A

Iser has certificate from
Jomain A,B,C or D

Synchrohizatio

Domain B —
Domain D

Domain

Figure 1 The general structure of the proposed model.

According to the agreement between domains, each
domain sets access rules for both home and other domains’
users’ requests. After these agreements, the system checks
other domain certificate lists in order to update access lists of
other domains at each pre-defined synchronization time
intervals.

There are two cases for users’ domain status. When the
user requests an access to a local resource/service, if s/he is
home domain user, the system checks access policy rules,
acquires context information, evaluates request and produces
a response accordingly. If s/he belongs to a different domain,
the system first checks an agreement between domains, if it
is available then it checks access rules for that user, collects
contextual information and finally performs an evaluation
and creates a response

B. Advantages of using certificates

The systems need to check the identity of users for each
access control by communicating with the home domain of
the user. Or, at least, each domain should provide an
authentication mechanism before the access decision for
requests is made in order to validate user from the home
domain. Such a validation mechanism requires
communication between the servers of the domains and this
consumes tangible amount of time and network bandwidth.

By using certificates, users carry their own authentication
credentials with them so that communication between
domains to validate users can be minimized. This certificate-
based approach provides a faster access control compared to
the approach based on authentication via the home domain.
Moreover, by using certificates, users not only carry their
own identity, but also carry their domain’s identity with
them. As a result, inter-domain service level agreement rules
to access the resources can be defined in domain identity
level and access control evaluations can be done based on
domain identity when a user tries to access a resource with
his/her certificate. That is, instead of storing users’ identity in
rules, storing certificate provider’s identity in rules is enough
in order to evaluate individual user requests.
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C. Components of the proposed model

There are three main components of the proposed model,
(i) first is user processes running on a mobile device, (ii)
second is the main gateway, performing duties like
certificate control, applying rules, etc., and (iii) third is local
resources or services.

The gateway is the main unit of the model that
accomplishes critical tasks and behaves like a bridge
between the user (client) and the requested resources or
services. Sub-components of the gateway are; Certificate
Service, Context Engine, Decision Engine, Database Service
and Management Panel.

The Certificate Service is mainly responsible for
checking certificates sent by the user during access request
process. After certificate information reaches the gateway,
Certificate Service parses it, and checks identifier sections of
the certificate. Also, the Certificate Service performs
synchronization between domains. It checks domains’ active
certificate lists and if any change (add, delete, update) has
occurred in these lists, Certificate Service updates required
lists between home and other domains.

The Context Engine has mainly two duties in the
proposed model. Its first task is context acquisition. Because
model offers a context aware environment, context
information such as location, time, group etc. about the
requested resource and the user should be collected. The
Context Engine collects required context information and
sends them to the Decision Engine when the user demands
access to the resource. Secondly, the Context Engine is
responsible for managing context rules for the model. When
the Decision Engine requests related rules for the defined
user and resource, the Context Engine finds correct rules that
will be applied for the request and sends them to the
Decision Engine.

The Decision Engine is the core component of the
proposed model. The user sends requests as an envelope to
the Decision Engine. After receiving requests it opens
envelope and defines user certificate data and resource IDs.
Then, the Decision Engine demands required context
information and related rules for the user from the Context
Engine and sends certificate data to the Certificate Service in
order to check certificate accuracy and also validity. It
reaches a decision after collecting all these required data and
rules.

The Database Service provides a communication
infrastructure for all system modules and database. When a
system module needs information stored in the database such
as user group, resource 1D, policy rules, it uses the Database
Service to get access to the related database.

The Management Panel allows system administrators to
manage system parameters by using its interface.
Administrators can perform management tasks such as add
or delete rules, user groups, etc., by using this panel.
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D. Activity flow of the proposed model

When a user requests to reach a local resource or service
via his/her smart mobile device, first s/he downloads or saves
his/her certificate provided by his/her host domain into
his/her mobile device, then s/he establishes a wireless
connection with the resource gateway. By using the
application running on the mobile device, the user selects
his/her certificate and requested resource type. This type may
only be one such as printer usage or more than one such as
sensors providing more than one resource type like
temperature, light, etc. The mobile application generates a
message envelope including “Certificate Data” and
“Resource Type” and sends this envelope to the gateway.

After retrieving the request envelope, the Decision
Engine opens it and parses the data. Certificate data is sent to
the Certificate Service for validation process. The Certificate
Service first parses certificate data for default validity check,
also it controls synchronized active certificate lists of other
domains for certificate validity and sends the result to the
Decision Engine. After that, if the certificate passes the
validity check, the Decision Engine requests related contexts
and rules from the Context Engine. According to the user
and resource type, the Context Engine finds related rules
from the database and contexts and this information are
delivered to the Decision Engine. During this process, the
local resource sends required data to the gateway. This data
type may vary according to the designed application. If it is a
file access control system, data may be up-to-date version of
files, if it is a printer access control system, data may be
printer current status, if it is a sensor data access control
system, data may be values read by sensors.

Finally, the Decision Engine collects required
information from related modules and makes an evaluation.
According to the results of the evaluation, the
resource/service access is allowed or denied by the system.
This activity flow of the proposed model is illustrated in
Figure 2 in detail.

E. Synchronization of domains’ certificate [ists

In the proposed model, Certificate Service performs a
synchronization task in a pre-defined time period in order to
make all agreed domains’ active certification lists up-to-date.
Each domain should be aware of certification cancellations
in order to prevent access of unauthorized users into local
resources. The method is based on broadcasting Certificate
Cancellation List (CCL), Domains get other domains’ Active
Certificate List (ACL) and then each domain broadcasts its
CCL in some pre-defined time intervals via its Certificate
Service.

Using CCL-based synchronization method seems to be
more suitable for the proposed system. However, it also has
some problems; if synchronization time period is too long,
this may cause unauthorized user access. An administrator of
one domain may cancel one certificate; however, it may still
seem to be active in the home domain due to the fact that
there is time to the synchronization process.
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Figure 2 Activity Flow of Proposed Model

Synchronization time intervals should be set as minimum as
possible according to the network communication traffic
load. Another problem of the method is that when a request
occurs from a different domain user, Certificate Service
checks user domain’s CCL, this may also cause network
traffic. To overcome this problem, CCL lists of domain can
be stored regularly in the home domain. These specifications
and functions can be adapted according to the system
environment and network conditions.

F. Management of Access Rules (AR)

The proposed model requires Access Rules (AR) in order
to make decisions toward requests. The Context Engine is
responsible for management, retrieving and sending required
rules to requester component of the proposed model.

System Administrator defines ARs and adds them into
the database. When a user requests an access, the Decision
Engine asks for the related rules from the Context Engine,
and then the Context Engine gets ARs using the Database
Service. After getting ARs, it controls requested rules and
sends them back to the Decision Engine.

ARs are transferred between the Decision Engine and the
Context Engine in Extensible Markup Language (XML)
format. XML is a platform and programming language-
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independent notation format; therefore, this usage provides
flexibility for future module addition and deletion or
structure change.

When a rule is requested by the Decision Engine, the
Context Engine receives user’s certificate/provider and
resource id and then, it queries related rules with these
identifiers. The Database Service finds and sends all related
rules to the Context Engine. Sent rules are checked by the
Context Engine and they are converted into XML structure.
After that, XML based rules are sent to the Decision Engine
for evaluation process. An example of Access Rule (AR):

<Access Rule>
<subject type
</subject>
<resource type = “service”> II/printers </ resource >
<context type = “time "> week days </ context >
<decision > allow </ decision >

</Access Rule>

13

certificate_provider > METU

G. Permission evaluation method

Context Engine sends most suitable one rule to Decision
Engine in order to avoid conflicts.
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1.  If there is a “deny” rule among queried rules, it has
superiority over other “allow” rules for the same user and
same contexts.

2. If there is no rule for requested access, Decision
Engine sends “deny” response to the user.

3. If rule has time “deny” definition for current time
context, Decision Engine sends “deny” response to the user.

4.  If rule has time “allow” definition for current time
context, however it has location “deny” definition for current
location context, Decision Engine sends “deny” response to
the user again.

5. If rule has “allow” definition for both time and
location and if these parameters are “true” for current time
and location context, Decision Engine sends “allow”
response to the user and performs required operations.

IV. PROTOTYPE IMPLEMENTATION

In order to show the feasibility of the proposed model
and demonstrate its applicability, a working system is
developed based on the proposed model. The prototype
mainly consists of an Android-based mobile application that
works on a mobile device, gateway software that works on a
personal computer and temperature/light sensors that work
on an electronic board (microcontroller). The working logic
and interactions of software modules are described in Section
3 in detail.

In the prototype, the Android-based mobile application
represents mobile domain of the proposed model, J2EE-
based software installed computer represents the gateway of
the proposed model and temperature/light sensors represent
the resource/service domain of the proposed system.

The application converts access requests into Simple
Object Access Control (SOAP) envelope messages. SOAP is
an XML-based messaging structure for communicating Web
Services-based on Web Services Description Language
(WSDL) [17].

The software in the gateway consists of five modules and
these are Certificate Service, Context Engine, Decision
Engine, Database Service and Data Receiver. Except the
Data Receiver, other modules communicate with each other,
and also with the mobile device using web services based on
WSDL structure.

A. Sensor data retrieving

The microcontroller, together with the sensors mounted
is connected to the gateway. The gateway detects it as a
serial connection and gives it a serial port number such as
“COMXx”. This port number is defined in the Data Receiver
module of the gateway software. The Data Receiver module
starts to listen to this port and after data flow starts from
sensors, it detects this data and shows them in the console.
After detecting, it writes these values into an external file.
These values are parsed and interpreted as two different
sensor values when an authorized user wants to get these
data.

B. Activity flow of the prototype

Sensor data retrieving continues regularly as long as
sensors work and sense the environment, therefore, this
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process is independent from user activity flow. Temperature
sensor produces real environment temperature and light
sensor measures light and gives a value between 0 and 1024
as a result of light level of environment.

The application starts with login page. The credentials on
the login page are not used for authorization; they are only
for program usage and can be obtained from domain
administrators. After logging in successfully, the user is
forwarded to the main screen of the application. In this
screen, the user performs certificate transactions using two
buttons. The first button “Select Certificate” forwards the
user to his/her host domain to get a certificate.

oA R 20 @ 714m

ARS .

Welcome to Resource Access System!
User ID

davut
Password

( Hv N e i
Get Certificate
vee

Please, write your UserID and Password..

LogIn

[:14:29 am

I FORMATICS
STITUTE

v LS

Figure 3 Login (A) and Certificate Selection (B) Interfaces of Mobile
Application

The second button “Select Certificate” allows the user to
select his/her certificate from the storage of the mobile
device. After selecting a certificate, the application shows the
certificate content for 3 seconds. If it is not possible, it gives
an “unable to read file” warning. The certificate content
disappears and application creates a text notification about
selected certificate and its path on the SD Card. These
processes are illustrated in Figure 2 (B).

The user proceeds to the final step by clicking “Next
Step” and in the final interface: the application shows
available resource types. According to the gateway that is
connected to, the application shows which resource and
resource types are available.

In the prototype implementation, available resources are
sensors in the Wireless Lab of the METU Informatics
Institute. This information is shown on the screen and the
user selects temperature or light from drop down menu as the
resource type. This selection is illustrated in Figure 3(A).
With the resource type selection, the application brings
together certificate data and resource type and creates SOAP
access request envelope. This envelope is sent to the gateway
using SOAP mechanism via the wireless connection.
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The Decision Engine of the gateway software first receives
the envelope and opens it. After opening the envelope, data
is parsed, and certificate data and resource type are
separated. Certificate data is sent to the Certificate Service
for validity check, if certificate can pass this control, then the
Decision Engine demands required context data and rules
from the Context Engine. After all required data are
collected, the Decision Engine performs an evaluation and
makes a decision. If the user is authorized to reach
temperature or light sensor data, the gateway sends related
data directly to the mobile device instead of sending “allow”
information only. If the user is not authorized after the
evaluation process, the gateway sends “deny” response to the
user’s mobile device.

METU /11 / Wireless Lab /
Temprature-Light Sensors

Temperature W

Temperature

Grant Access

Light

Figure 4 Resource Selection (A) and Temperature Sensor Data Response
(B) Interfaces of Mobile Application

The demonstration of temperature sensor data is
illustrated in Figure 3(B); also, light sensor data and access
denial demonstration are illustrated in Figure 4.

C. Use cases of prototype

Different cases about trying to reach resource sensor data
according to related rules and context will be analyzed.
Sensors are located in the Informatics Institute (1) at Middle
East Technical University (METU) and users of METU or
member of user groups of METU_Il and METU_CENG
(Department of Computer Engineering) have different rules
and privileges. Also, it is assumed that METU and Bogazici
University (BOUN) have inter-domain resource usage
agreement between them and users of BOUN have access to
reach sensor data according to defined rules. CCL list
synchronization is performed every 10 seconds. Ten
different Access Rules (AR) are defined, as indicated in
Table 1.
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Figure 5 Light Sensor Data (A) and Access Denial (B) Interfaces of Mobile
Application

TABLE 1: ACCESS RULES FOR USAGE CASES

Context User or User Resource | Response
Group
Everytime davut all allow
Everytime serhat light allow
Weekend METU_II temp allow
Monday BOUN temp deny
Evening serhat temp allow
Weekend BOUN all deny
FallTerm BOUN light allow
Evening METU_CENG light deny
FallTerm METU_CENG all allow
FallTerm BOUN temp allow

D. Sample Cases

Case 1: METU domain user “serhat” wants to reach light
sensor data with the following time context.

Time of request: 22.08.2011-20:30:00 (Evening, Monday)

Result: The system allows user “serhat” to access light data,
because related user has two following Access Rules and
first rule allows “serhat” to access light sensor data all time.

Context User Resource Response
Everytime serhat light allow
Evening serhat temp allow

Case 2: METU 1II user “ahmet” wants to reach temperature
sensor data with the following time context.

Time of request: 22.08.2011-19:30:00 (Evening, Weekday)
Result: The system does not allow user “ahmet” to access
light data and returns “deny” response to user , because
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related user has one following Access Rule, however, related
rule indicates requests with the “Weekend” time context. The
time of request is not in the “Weekend” range; therefore,
Context Engine does not send any rule to Decision Engine
and access is not granted to the user.

Context User Group Resource Response

Weekend METU_II temp allow

These two and some other different usage cases are
applied on the prototype implementation and they work
correctly according to related rules and contexts. If the user
is allowed access, the mobile application presents
temperature sensor data as in Figure 3 (B), light sensor data
as in Figure 4 (A) and if user access is denied, the mobile
application gives “deny” response as in Figure 4 (B).

V. CONCLUSION

In this study, a certificate-based context-aware access
control model using smart mobile devices for ubiquitous
computing environments was presented. Using smart mobile
devices for access requests and reaching resources is the
major contribution of this study. In the ubiquitous computing
environments, resources are distributed in the environment
and in order to reach resources and use services effectively,
mobile devices need to be used.

The proposed model combines three main properties of
ubiquitous computing environments. The model provides a
context-aware access control and smart mobile device usage
and also provides inter-domain synchronization process for
active certificates lists.
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Abstract—In the coming decades, we will live in a world
surrounded by tens of billions of devices that will interoperate
and collaborate in an effort to deliver personalized and
autonomic services. Our reliance on these machine-to-machine
systems to make decisions on our behalf has profound
implications, and makes mechanisms for expressing and
reasoning about trust essential. The Georgia Tech Research
Institute recently started a strategic initiative on the Internet of
Things focusing on trust. We are developing a trust framework
for the machine-to-machine domain that classifies leadership
functions into three dimensions. We are also developing a live,
virtual, constructive platform for the design and validation of
trust technologies for fully connected, ubiquitous systems.
This work is in an exploratory stage, and our approach and
future plans are described in the paper.

Keywords-Internet of Things; Machine-to-Machine Systems;
Trusted Behaviors.

L INTRODUCTION

The International Telecommunication Union (ITU)
predicts that there will be as many as 25 billion devices
online within the next decade, outnumbering connected
people 6-to-1 [1]. This will lead to a pervasive presence
around us of objects and things (e.g., radio-frequency
identification tags, sensors, actuators, cameras and mobile
phones), which will have some ability to communicate and
cooperate to achieve common goals. This paradigm of
objects and things ubiquitously surrounding us is called the
Internet of Things (IoT). The ITU defines IoT as a “global
infrastructure for the information society, enabling advanced
services by interconnecting (physical and virtual) things
based on, existing and evolving, interoperable information
and communication technologies” [2]. The IoT covers
different modes of communication, including: between
people and things, and between things (Machine-to-Machine
or M2M). The former assumes human intervention, and the
latter none (or very limited).

A primary aim of IoT is to deliver personalized or even
autonomic services by collecting information from and
offering control over devices that are embedded in our
everyday lives. The reliance of IoT on simple, cheap,
networked processors has implications for security; the
potentially invasive nature of the information gathered has
implications for privacy; and our reliance on machine-to-
machine systems to make decisions on our behalf makes
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mechanisms for expressing and reasoning about trust
essential.

While security, privacy and trust are all critical research
areas for IoT, our research is focused on trust. The need for
trust has long been recognized, as stated recently by Moulds
in [3], the “... pivotal role in ... decision making means it is
essential that we are able to trust what these devices are
saying and control what they do. We need to be sure that we
are talking to the right thing, that it is operating correctly,
that we can believe the things it tells us, that it will do what
we tell it to, and that no-one else can interfere along the
way.”

This work provides an initial concept for trust in the
M2M domain. We have completed a seedling phase of this
work, which included defining the approach, testbed and use
cases, with the detailed work beginning mid-summer. From
our exploratory work, our main contributions to trust will be
requirements for three dimensions of a trust framework,
incorporating leadership functions in these dimensions as
would be needed in complex M2M environments, a live
virtual constructive research platform for design and
evaluation of trust frameworks, and a future focus on
cognitive adaptive trust, so that machines learn and
recognize situations in which trust should be varied.

The remainder of this paper is organized as follows. In
Section II we will define trust and its importance. Section III
will briefly describe three dimensions of trust and outline our
early work in developing a trust framework. Using
intelligent streetlights as a platform for conducting our trust
research will be described in Section IV. The remaining two
sections will discuss our conclusions and future work.

II.  WHY TRUST?

Trust is the belief in the competence of an entity to act
dependably, securely and reliably within a specified context
[4]. In M2M systems, trust is commonly accomplished using
information security technologies, including cryptography,
digital signatures, and electronic certificates. This approach
establishes and evaluates a trust chain between devices, but it
does not tell us anything about the quality of the information
being exchanged among machines.

Trust is a broader notion than information security; it
includes subjective criteria and experience. Trust is a human
belief that someone or something is reliable, good, honest,
effective, etc. Trust includes concepts, such as

* Perception — awareness of something through the

senses;
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*  Memory - past history and experience; and

*  Context — trust may exist in one situation, but less or

not at all in another.

A key challenge is whether the human-to-human concept
of trust can be extended to machine-to-machine
communication. To make that extrapolation, we must define
a way for machines to express and reason about trust.
Expressing trust involves defining a rich language for M2M
communication, including ontologies to capture the context
of the environment. Reasoning about trust must consider the
trust chain established among machines, as well as whether
the machine is designed for the context in which the trust is
required, whether it can accomplish the intended function
with the desired results, and whether it has demonstrated a
history of reliable performance in the intended function.

Reasoning about trust will vary over time, as machines
dynamically join and leave networks. Therefore, the
technical theme of our work is to develop a cognitive
adaptive trust framework, focusing on core issues of M2M
trust in open, decentralized systems with dynamic
configuration of networks of objects. The cognitive adaptive
aspects of this work are an important long-term goal, but will
not be the initial focus of the work.

III. DIMENSIONS OF TRUST

There are several strategies in the literature that define
trust as dimensions. Ahn et al. [5] described the concept of
multi-dimensional trust by different agent characteristics,
such as quality, reliability and availability. For Matei et al.
[6], trust refers to the trustworthiness of a sensor, whether it
has been compromised, the quality of data from the sensor,
and the network connection. To address behavior uncertainty
in agent communities, Pinyol and Sabater-Mir [7] define
three levels of trust based on human society: security,
institutional and social. Lastly, Leisterm and Schultz [§]
identify technical, computational, and behavioral trust, but
focus primarily on a behavioral trust indicator.

Our M2M trust framework will focus on three
dimensions. These dimensions will work together to create a
trusted environment in which machines can independently
make decisions on behalf of humans. Our approach to
defining trust dimensions is loosely based on the work
described in [8] but includes aspects of leadership trust as
defined by Covey [9]. This work also has some relationship
to Saied et al.’s work [10] in that it considers trust in a
heterogeneous IoT architecture involving nodes with
different resource capabilities. The dimensions in our
framework are described below.

* Technical Trust: establishing and evaluating a trust
chain between devices using information security
technologies. One way to describe this dimension is
integrity - accuracy of algorithms, freedom from
virus/malware, machine is operational, and no
malfunctions or failures.

e Computational Trust: trustworthy devices that
assemble data into actionable information. This
dimension covers two qualities: intent and
capability. Intent is whether the machine is designed
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for the context in which the trust is required, and
whether it can be tasked with function by other
machines. Capability is whether the machine(s) can
accomplish the intended function with the desired
results, and based on its design, is it suitable for the
requesting machine’s mission.

* Behavioral Trust: perception of the trustworthiness
of information and devices for optimizing the
mission performance. In other words, whether the
machines demonstrate a history of reliable
performance in the intended function.

To illustrate these dimensions, consider the operation of
intelligent streetlights (iSL). Intelligent streetlights refer to
public street lighting that adapts its behavior based on
interactions with pedestrians, cyclists, cars and other
environmental conditions. Streetlights can be made
intelligent using a variety of sensors to ingest observable
data, and networking technology that enables them to behave
as a collaborative system. Intelligent streetlights can provide
many services, but this example will focus on a simple
example of adaptive lighting, where streetlights
communicate with their neighbors to create dynamic lighting
that follows the presence of pedestrians, bicycles and cars.

If the mission of the intelligent streetlight system is to
provide lighting that adjusts based on the presence of
humans, all the streetlights in a geographic area must
communicate and collaborate to accomplish this mission.
Trust in the streetlight system can be broken out across the
dimensions as follows:

* Behavioral trust: does the intelligent streetlight
system demonstrate a history of reliable performance
providing adaptive lighting?

*  Computational trust: do the lights turn on in the
appropriate area, do they provide adequate light
coverage based on speed of the vehicle or pedestrian,
and can they predict when someone will reach the
next streetlight? Is the light capable of detecting the
presence of a vehicle or pedestrian, can it detect the
speed they are traveling, can it detect when another
light is not working appropriately, and is it capable
of changing brightness?

* Technical trust: can the lights be turned on/off, are
sensors operating properly, and is there power to
operate the system?

This example is intentionally simple to convey the basic
ideas of trust dimensions. If the intelligent streetlight system
has multiple types of sensors (beyond motion and light) and
is tasked to accomplish a variety of missions (e.g., adaptive
lighting, rerouting traffic, identifying emergency situations,
notifying people about emergency events or evacuations,
etc.), then assessing trust along these dimensions becomes
more critical.

Iv.

In order to conduct our research, we need a problem
domain with several key attributes:

INTELLIGENT STREETLIGHTS AS A PLATFORM
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* A variety of sensors, devices and machines that
allow us to look at machine-to-machine
communications;

* The ability for people to interact with the sensors
and devices that allow us to look at people-to-
machine communications; and

* A problem that can scale to very large numbers of
machines and people in order to understand security,
privacy and trust as the number of connected
systems grows to the hundreds of thousands.

To design and evaluate the M2M trust framework, we
will use intelligent streetlights (as described in the previous
section) as a demonstration platform. Some initial use cases
for evaluating trust include:

*  When a pedestrian, cyclist or car is detected, it will
communicate this to neighboring streetlights, which
will brighten so that people are always surrounded
by light.

*  When a medical emergency occurs in a crowded
area, streetlights can provide communication and
location services to medical personnel and
responders.

*  When an emergency situation occurs in a geographic
area, streetlights can notify pedestrians to capture
information and evacuate for their personal safety.

The first step in our research will be to develop a
simulation of the intelligent streetlight network in order to
design and evaluate different algorithms and strategies for
security, privacy and trust in fully connected systems. The
simulation will be capable of representing large numbers of
sensors and machines in order to look at scalability issues
related to trust. The second step will be to develop an
intelligent streetlight lab on the Georgia Tech (GT) campus.
We are targeting a location that provides a variety of
behaviors - people walking, sitting in the green space, biking,
as well as car traffic. Future expansion of this system could
reach further into campus, as well as downtown areas
surrounding campus.

Our focus on a simulated and live environment to design
and evaluate trust motivates the need for a research platform
that can support Live, Virtual and Constructive (LVC)
systems. The LVC categorization comes from the
distributed simulation community, and refers to the way in
which humans interact with simulations. Live involves real
people operating real systems for simulated reasons; virtual
involves real people operating simulated systems; and
constructive involves simulated people (or no people)
operating simulated systems [11]. We believe an LVC
research platform is key to understanding the interactions
and behavior between the physical and virtual world.

The iSL testbed concept is shown in Figure 1.
Establishing an outdoor lab will enable us to validate the
simulation with actual behavior of the system. This will be
important as we begin work on scalability of trust.

The Georgia Tech Research Institute is currently working
in different aspects of trust as well as cognitive reasoning,
which will be leveraged to support this research. Our
expertise in machine learning, modeling and simulation,
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systems engineering, networking and communications,
autonomy, and sensors, will be required to develop the live,
virtual and constructive platform to design and test cognitive
adaptive trust.

V. CONCLUSIONS

Both government and commercial users/providers are
trending towards significantly increasing reliance on fully
automated complex M2M interactions. Our current work in
unmanned systems, cyber, and complex spectrum operations
require improved “trust” to achieve their full potential across
acquisition/business and operational communities.

To fully realize the desired end state, we must understand
the limits of what M2M missions are acceptable; how to
visualize and understand trust; and acceptable mission
design, execution and degradation parameters. It is also
important to explore and validate the role and scope of M2M
decision-making or human-in/on-the loop. Ultimately,
generating trust in different dimensions will allow decision-
makers to confidently invest in and employ M2M, and
understand M2M self-optimization.

The work presented in this paper provides an initial
concept for trust in the M2M domain. Our main
contributions to trust will be well-defined requirements along
three dimensions. Understanding the relationship of trust
functions to leadership roles will be needed in complex
M2M environments. We will also develop a live virtual
constructive research platform for design and evaluation of
trust frameworks. This LVC environment will connect the
physical and virtual worlds, thereby enabling us to define
and implement efficient trust mechanisms beyond our
demonstration platform. A future focus will be on cognitive
adaptive trust, so that machines learn and recognize
situations in which trust should be varied.

VI. FUTURE WORK

After GTRI demonstrates M2M trust at technical,
computational and behavioral levels in simple constructs, the
goal is to demonstrate scalability, as well as performance and
effectiveness in increasingly complex systems and scenarios.
One desired future goal is to demonstrate fully translating
and implementing human intent into M2M cognitive
adaptive, “creative” execution.

ACKNOWLEDGMENT

We would like to thank the Georgia Tech Research
Institute chief scientists for funding this work.

REFERENCES

[1] International Telecommunication Union, “The State of Broadband:
Achieving Digital Inclusion for All,” Broadband Commission for
Digital Development technical report, September 2012.

[2] International Telecommunication Union, Recommendation ITU-T
Y.2060 “Overview of the Internet of Things,” June 15, 2012.

[31 R.Moulds, “The internet of things and the role of trust in a connected
world,” The Guardian, January 23, 2014. Available from:
http://www.theguardian.com/media-network/media-network-
blog/2014/jan/23/internet-things-trust-connected-world.  [retrieved:
June 2014]

25



UBICOMM 2014 : The Eighth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

Copyright (c) IARIA, 2014.

T. Grandison and M. Sloman, “A survey of trust in internet
applications,” IEEE Communications Surveys and Tutorials, vol. 3,
issue 4, 2000, pp. 2-16.

J. Ahn, D. DeAngelis and S. Barber, “Attitude driven team formation
using multi-dimensional trust,” Proceedings of the IEEE/WIC/ACM
International Conference on Intelligent Agent Technology (IAT ’07),
Nov. 2007, pp. 229 -235.

1. Matei, J. Baras and T. Jiang, “A composite trust model and its
application to collaborative distributed information fusion,”
Proceedings of the 12th International Conference on Information
Fusion (FUSION 2009), July 2009, pp. 1950 —1957.

(8]

[11]

W. Leisterm and T. Schultz, “Ideas for a Trust Indicator in the
Internet of Things,” Proceedings of the First International Conference
on Smart Systems, Devices and Technologies (SMART 2012),
IARIA, May 2012, pp. 31-34.

S. Covey, The Speed of Trust, Free Press, 2008.

Y. Saied, A. Olivereau, D. Zeghlache, and M. Laurent, “Trust
management system design for the Internet of Things: A context-
aware and multi-service approach,” Computers & Security, vol. 39
part B, Nov 2013, pp.351-365.

A. Henninger, D. Cutts, M. Loper, R. Lutz, R. Richbourg, R.
Saunders, and S. Swensen, “Live Virtual Constructive Architecture

I. Pinyol and L. Sabater-Mir, “Computational trust and reputation Roadmap (LVCAR) Final Report”, M&S CO Project No. 060C-TR-

models for open multi-agent systems: a review,” Artificial 001, Sept 2008. Available from: http:/www.msco.mil/LVC.html.

Intelligence Review, July 2011, pp. 1-25. [retrieved: June 2014].
___________________ L g Ui S Sy

Intelligent Streetlight Lab (iSL)

Live/Virtual/Constructive simulation-

based research platform

*  Distributed ground-based sensors

*  Design and validation of trust framework

*  Implications of scalability on trust

*  Multi-sensor systems

*  Aspects of fully connected systems e.g.,
Trust, Privacy, Discovery, Management,
Communication

Georgia Tech Smart
Kiosks and Intelligent
LED Lighting

Related Downtown Initiatives
(future opportunities)

Figure 1. Intelligent Streetlight Laboratory

ISBN: 978-1-61208-353-7

26



UBICOMM 2014 : The Eighth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

The Pervasive Information System Adaptation: Android Device Context

Fatma Achour, Anis Jedidi, Faiez Gargouri

MIRACL
Multimedia, Information Systems and Advanced Computing Laboratory
Sfax University, Tunisia

Email: fatma.achour@gmail.com, anis.jedidi@isimsf.rnu.tn, faiez.gargouri @isimsf.rnu.tn

Abstract—The conceptual step in the pervasive adaptation system
is mostly aimed at the success of such a system. It is for this reason
that the development of a conceptual adaptation system helps
developers to implement their adaptation systems. Accordingly,
several categories of contextual information can be presented in
a pervasive information system; as such, the network context,
the location context, the service context, the application context,
the device context, and the person context. Again, a detailed
description of each of these contextual information categories
allows achieving a better adaptation of the applications to the
contexts of use. However, the device context shows the focal point
of any information system. In fact, the adaptation of the pervasive
information systems, when using contexts, rests on the existing
physical constraints in this context. In this paper, we present the
architecture of adapting the applications to the pervasive system
based on the semantic web services. Specifically, we are interested
in the adaptation of the device context. The device contextual data
are collected by using an Android program. The adaptation rules
are also created using the Jena toolkit.

Keywords—-Adaptation; Model; Android Device; Jena rules;
RDF; OWL; OWL-S.

I. INTRODUCTION

The information systems evolution is correlated with
telecommunication as well as connectivity hardware and soft-
ware development. These types of information systems are
designed to create a transparent and an inter-operable environ-
ment to ensure better information shared between the various
types of information systems with heterogeneous information
resources.

Thanks to the technological developments and the new
technologies integration in all applications of everyday life,
as a matter of fact, connectivity enhanced accessibility to the
resources. This progress has enormously given the user a free
interaction to access the different resources anywhere, anyhow
and at any time: the systems have consequently become
pervasive and ubiquitous.

The pervasive or the ubiquitous systems are actually de-
signed to make information available anywhere and at any
time. These systems, however, must be used in different
contexts according to the user’s environment and profile as
well as the used terminal. One of the major problems of the
pervasive system is the adaptation of the applications to the
user’s situation [1]. Several research works [1][2], indeed, are
dedicated to seek out a solution to this problem and to develop
an adaptation framework. Nevertheless, the research works in
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the pervasive system conceptual adaptation domain are too
limited. Every researcher in this field seeks to develop a system
allowing the implementation of adaptation without taking into
consideration the design phase of this adaptation. In this paper,
we suggest a complete, a generic and a scalable architecture
to conceptually adapt the application to the user’s situation. In
this, we mainly focus on the Android devices adaptation in the
user’s situation based on the semantic web services creation.
To do this, we propose a generic model to design the device
context in the pervasive system. We also integrate the proposed
model in the semantic web service description or structure.
Eventually, we define a set of rules that can be applied to this
description.

In this paper, we present in the first part a state of the Art
on the pervasive computing. In the first section, we present
the pervasive system adaptation. In the second section, we
describe the web service semantic description structure OWL-
S Ontology. In the second part, we present our proposed
framework. The first section of this part is dedicated to present
the proposed description of the device context. The following
section deals with the use of this description to adapt the
applications in the pervasive system.

II. STATE OF THE ART

Context modeling is a vital aspect in pervasive computing.
Because context-aware applications must be adapted to the
changing situations, they need a detailed model of the user’s
activities and entities in the surroundings that let them share
the user’s perceptions of the real world. One of the basic steps
in the development of context-aware applications is, therefore,
to provide a formalized representation and standardized access
mechanisms to the context information.

In this paper, we present the existing works to adapt the
application to the use’s context in the pervasive system and
we show the existing structure to integrate the contextual
information in the semantic web service description.

A. The pervasive system adaptation

Several research works are all for the adaptation of the
application to the pervasive system. Since we are inclined to
the conceptual adaptation, we present the conception phase
(the second phase in the software engineering lifecycle) of
two existing adaptation works: SECAS (Simple Environment
For Context-Aware Systems) [1] and COCA (A Collaborative
Context-Aware Service Platform for Pervasive Computing) [2].
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The context models that use the markup scheme approaches
are commonly used for the profile data representation. This
type of model is used by several research works. Among
these works, we can cite the COCA [2] and the SECAS [1]
platforms. The COCA platform proposes a semantically rich
model for collaboration, representation and context manage-
ment [2]. It uses a contextual model representation based on
a hybrid approach using ontology and relational databases
(HCoM/EHRAM). EHRAM is a conceptual context represen-
tation meta-model and HCoM is a hybrid model that uses the
components of EHRAM in ontology and relational schema.
The ontology part represents the semantic aspect of the context
data and the relational schema represents the context data itself.
The EHRAM model includes: person context, device context,
physical environment context, network context, activity con-
text, service context, and location context.

The limitations of this work are inherent in the sepa-
ration of the various categories of contextual information.
For example, there are no semantic relationships between the
two contexts: the personal context and the location context.
However, we present the relation”locatedIn” between these two
contexts (the context personal context is located in the location
context).

SECAS attaches a great importance to the context man-
agement without showing how to modify the behavior of the
application to adapt the context [3]. The application use context
is defined as a five-dimensional vector: terminal, communi-
cation, user, location, and environment. To store the context
parameters, it uses an XML representation based on the CSCP
model [4].

In SECAS work, we note the absence of a design general
model to conceive the information used to adapt the application
in the pervasive system. Also, the adaptation is based on the
Petri Nets representation which describes the services of the
application and their dependencies. Therefore, the adaptation
is functional but is not semantic.

B. The OWL-S Ontology

In the second part of this state of the art, we present the
existing works so as to integrate the contextual information
in the semantic web service description. In the first place, we
present the used structure to describe the semantic web service:
OWL-S. In the second place, we present the existing OWL-S
extension to integrate the contextual information in order to
provide an adapted semantic web service.

1) The OWL-S Ontology Presentation: OWL-S is a Web
Services ontology that specifies a conceptual framework to
describe the semantic web services. OWL-S is also a language
based on the DARPA work of its DAML program and takes the
result of DAML-S (DARPA Agent Markup Language Service).
It was incorporated into W3C in 2004 within the interest group
of semantic web services at the OWL recommendation [5].

The initial purpose of OWL-S is to implement the semantic
web services. OWL-S is based on OWL to define the abstract
categories of entities and events in terms of classes and
properties. OWL-S uses this ontology language description
to define a particular ontology for the web services. This
ontology is used to describe the web service properties as well
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as its services available to the public. The OWL-S structure
regroups a set of ontology. Each one provides a functionality
to describe the web service semantically. The ontology main
classes described by OWL-S [6] are defined by the following
figure (see Figure 1).

ServiceProfile

Figure 1. The principal OWL-S classes.

The necessity to use the OWL-S ontology is justified by the
creation of a semantic web service that has a dynamic descrip-
tion. This dynamic is provided by the addition of contextual
descriptions to the OWL-S structure. The description depends
on the use of the context of a pervasive system.

2) The existed OWL-S extension: Several research works
take the advantage of the existing OWL-S structure to describe
the different contexts. In this paper, we present two research
works of Qiu et al. [7][8] and Ben Mokhtar [9]. In [7][8],
the authors propose an adaptation system based on the service
composition approach. To do this, Qiu et al. [8] offer three
context categories : the user’s context, the web service context
and the environmental context.

The user’s context ("U-Context”) specifies the context
information about the user. In this context, the authors defined
two types of contextual information: the user’s static context
(profile, interest, and preferences) and the user’s dynamic con-
text (location, current activity and task trying to achieve). The
web service context ("W-Context”) includes the not functional
contextual information (price, execution time, confidence de-
gree). The environmental context ("E-Context”): this category
collects the context information about the user’s environment
(time, date, etc.).

Each context category is represented by the OWL ontology
and is integrated in the existing OWL-S extension ontology to
introduce the OWL-SC (OWL-S for context) [8]. The latter
is intended to describe a general contextual information (see
Figure 2) based on the users’ description.

The proposed structure focuses only on the user’s context
description. However, it presents a vision for the integration or
the addition of more information to the OWL-S structure. Ben
Mokhtar et al. [9] research works propose a system to adapt
the web services to a pervasive environment [9]. The context
definition includes the description of four types of contextual
information: the context sensors, services, devices and users.

In addition, the contextual adaptation in this work is based
on the service representation and the user’s task representa-
tion. In the service representation, the authors describe the
services using OWL-S extended with context information. This
information is divided into a high level context attributes,
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Figure 2. The OWL-SC Ontology.

preconditions and contextual effects. However, via the user’s
task representation, the user’s task representation is performed
while extending the OWL-S service model ontology (see
Figure 3). To do this, Ben Mokhtar et al. [9] propose to
integrate the quality conditions service descriptions and the
context conditions required by the user’s task in the OWL-S

structure.
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Figure 3.
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III. THE PROPOSED FRAMEWORK

In the proposed framework, we are interested in the se-
mantic web service to adapt the application to the pervasive
system. The target audiences of our proposed framework are
the developers in the pervasive system. Therefore, we proposed
two description levels (see Figure 4):

e  The generic level: At this level, we create a semantic
web service. In this semantic web service description,
we create OWL-S ontology. In this ontology, we
integrate the highest level of the pervasive system
description. This level is created to collect the context
description corresponding to the user’s needs and to
apply the user’s rules to the collected information.

e  The specific level: At this level, we create a set of six
semantic web services corresponding to the pervasive
information categories: network, device, user, location,
service and application. In each semantic web service,
we integrate the context description. These semantic
web services are created to instantiate and to describe
the user’s situation.
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Figure 4. The purposed architecture levels.

The goal of the information separation in the specific level
is to facilitate the conceptual adaptation by the use of the most
appropriate contextual information and to reduce the search
time by the specific semantic web service invocation used in
the adaptation phase. In this paper, the device context is of a
growing interest.

A. The proposed description framework: the generic and de-
vice contexts

The pervasive information system entails six information
categories (device, network, activity, service, location and user)
[10]. In our proposal, we distinguish two levels of description.
The first level presents the generic level and the second level
presents the specific level (see Figure 4). In the generic level,
we create a generic semantic web service. In the OWL-S
description structure of the generic web service, we integrate
the generic OWL description. In the specific level, we create
a semantic web service for each pervasive information system
categories. Also, for each category, we create a semantic web
service. In the specific semantic web service description, we
integrate the information system category OWL description in
the OWL-S structure.

1) The proposed description of the generic level: The
generic semantic web service generally describes the perva-
sive environment. It has all the necessary information about
each web service context shown in the second level. This
information is described in an extended OWL-S ontology (see
Figure 5). The extended OWL-S ontology includes the basic
information examining a pervasive system.

The pervasive context is presented by the "PervasiveCon-
text" OWL class. The activities in a pervasive system are
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presented by the "A-Context" OWL class. They exist in a
device. The latter is symbolized by the "D-Context" OWL
class. Each device ("D-Context") offers services in a pervasive
system. The services are presented by the "S-Context" OWL
class. The latter regroups the characteristics of the services
provided by the pervasive system. All the devices existing
in the pervasive works are modeled through the "N-Context"
OWL class.

The two classes "D-Context" and "U-Context" represent the
entire agent that exists in a pervasive system. For this reason,
we position the two classes as a sub-class of the» Agent” OWL
class.

Each of the classes presented in the proposed OWL-S
structure will be transformed into ontology. The latter regroups
the classes and the attributes shown by the OWL semantic
relation "owl:onProperty". The ontological structures are used
to detail the contexts defined in the pervasive system.

pravides support @

described -

Service Profil
Service Jgrasent '

presents

describe Activit

describeUser @

. describe5er describe locat
B descrbaNetwork
@:rihe&ﬁ: @
offer @ locatedin

connectedTo

Figure 5. The proposed structure for the first level of description.

2) The proposed description of the device context: The
device side is very significant in the pervasive information
system since the pervasive system is accessible anywhere,
anyhow and to anything. Indeed, such a system can be executed
according to the existing hardware.

The OWL ontology is created to describe the device context
and the activity profiles in the pervasive information system.
Each device has a configuration, rules and preferences. In the
mobile system, a new communication method has emerged to
satisfy the user’s needs. Such a method paves the way for
the propagation of intelligent systems through the invention
of smart phones, such as "blackberrys", "iPhone", and touch
pads, such as the "iPad". In order to ensure adaptation, the
pervasive system must capture a material characteristic to
ensure the answer to the query in accordance with the hardware
configuration. To ensure the generality of the proposed device
context model we define a "key" and "values" properties for
each class. These properties can catch any value depending on
the user’s contextual situation.

This ontology is inserted in the OWL-S structure. The
original purpose of OWL-S is to implement the semantic web
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services. OWL-S is based on OWL to define the abstract
categories of entities and events in terms of classes and
properties. OWL-S uses this ontology language description
to define a particular ontology for the web services. This
ontology is used to describe the web service properties as well
as its services available to the public. The OWL-S structure
regroups a set of ontology. Each one provides a functionality
to describe the web service semantically. The ontology main
classes described by OWL-S are defined by the following
figure (see Figure 6).

The necessity to use the OWL-S ontology is justified by the
creation of a semantic web service that has a dynamic descrip-
tion. This dynamic is provided by the addition of contextual
descriptions to the OWL-S structure. The description depends
on the use of the context of a pervasive system. To integrate
the device context ontology, we use the two classes "service"
and "service profile".

provides SUDpOrts
' describedBy
@ presen ZerviceProfile
@ pees pressnts sy
¥ _hasProperty

subPropertyOf
%;rupe
subPropertyOf hasHules @
@ subPropertyOf
mhpmnemm@hasﬁemren:a

The proposed structure for the device context.

)

Figure 6.

3) The data properties used in the device context: In this
section, we present a list of properties and sub-properties (see.
Table 1) used to describe the Android device context in the
pervasive system. These properties are used as an instance
of the presented "key" and "value" properties (see Figure 6).
This list is detected automatically using Android programs and
submitted to the device semantic web service using SOAP. This
list is used to create an RDF instance to the device context in
conformity with the presented OWL-S structure (see Figure 6).
This service is proposed by the device semantic web service.
Since we propose two generic properties in the created model
in our proposed framework, we present a Java Server Page
to add other properties to the created RDF device instance
and to the created OWL-S extension. This Java Server Page is
designed for the developer in the pervasive system representing
the target audience of our proposed framework.

B. The proposed adaptation framework

In the proposed adaptation framework, we present two dif-
ferent works. The first work is concerned with the proposal of
the adaptation phase and communication between the generic
and the device context. The second work is about applying the
rules to the created models which offer a complete conceptual
adaptation system.
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TABLE 1.

THE DEVICE CONTEXT PROPERTIES.

Classes

Sub-properties

Properties

Agent

AgentCharact

AgentType
AgentName

Devices

BatteryCharact

Voltage
Temperature
Technology
Status
Scale
Presence
Plugged
Level

Health

DBluetoothChar

DBluetoothAdress

DBluetoothName

DeviceCharact

DeviceType
ScreenBrightness
ScreenDimension
DeviceName

CPUSpeed

LBluetoothChar

LBluetoothAdress

LBluetoothName

Volume

MaxVolume
ActualVolume
VolumeMode

MemoryCharact

TotInteMem
AvailInteMem
AvailExteMem
TotExteMem
TotalRAMMem
AvailRAMMem

CameraCharact

CameraNumber
CameraSize
CameraEncodFmt

Preferences

Language

LanguageCountry
UsedLanguage

Rules

SupScreenMode

ScreenModeValue
SupResolution

ResolutionValue

SupPictureFormat

PictFormatVal

SupAudioFormat

AudioFormatVal

SupVideoFormat

VideoFormatVal

1) The generic and the device semantic web services com-
munication: The proposed architecture is made up of two
fundamental parts (see Figure 7). The first one consists in

Client Semantic web | [*™] ¥ Android
designer service invocation Data Cliant
reception
(EEEE, Instance reception L
P
= Instance
creation
Rules reception|4—b| Rules application | l
Adapted model Instance
broadcast registration
Generic semantic web service Specific semantic web service
Figure 7. The purposed Framework Architecture.

developing a generic semantic web service and the second one
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regroups a set of specific web services corresponding to the
pervasive information system categories [10]. We develop a
set of semantic web services using an OWL-S structure. In the
generic semantic web service case, we integrate the semantic
relation between the different specific semantic web services.
For each one of the pervasive information system categories
(person, device, network, service, application and location), we
create a specific semantic web service. Also, we integrate their
classes into the OWL-S description which corresponds to their
semantic web service.

The value of the generic web service creation resides in
ensuring the specific web services communication by regroup-
ing their created instances and applying the user’s rules to
the latter. The specific web services are created in an attempt
to receive the Android device characteristics and to create an
RDF instance in accordance with the OWL-S description.

2) The semantic web service invocation: The classical web
service architecture is composed of three elements. The first
element represents the user. The second element stands for
the provider. The last element is the registry. The interaction
between the three elements is ensured by SOAP. The purpose
of the semantic web service is to integrate the ontology de-
scription in the OWL-S web service description. In this section,
we present the interaction between the Android client, the
generic semantic web service client and the specific semantic
web service (see Figure 8).

s 5 “lient
SWG
e

[
#—{7) Rules creatad E}‘Iyaﬂ'ﬁelrz d

Android
Client

Context
detector

(3) Publication

(1) Context
description
[soAP)

Service

{11) Interaction
[soAP)

Provider

Context
description

Figure 8. The proposed semantic web service architecture.

(1) To participate in the adaptation framework, the Android
devices must send their characteristics to the specific semantic
web service.

(2) Based on the received information from the Android
device, the provider in the specific semantic web service
creates an RDF instance conforming to the OWL description
inserted in OWL-S description.

(3) The provider publishes the service and the created
instance in the registry using OWL-S description.

(4) The client discovers the service and the created in-
stance.

(5) The generic web service client requests the created
instance from the registry.
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(6) The registry sends the requested instance to the generic
web service client.

(7) The generic web service client creates his rules using
a jsp page.

(8) The generic web service client applies the created rules
to the created instance.

(9) The generic web service client saves the adapted model.

(10) The adapted model is sent to the registry and to the
specific web service client.

(11) The interaction between the client and the provider is
started again.

In the next section, we will present the pervasive informa-
tion system adaptation framework to the device context.

3) The Jena rules: To validate the proposed instance, we
propose to execute two Jena rules in the created RDF instance
(see Figure 9). The result of the rules execution is a model used
by the developers in the pervasive system domain to ensure the

adaptation.
Created RDF
Jenarule
Instance

input

Jena toolkit

ou?ut

Figure 9. The Jena input/output.

We decide to use Jena [11] because it defines a java pack-
age that can manipulate the files in any of the standard RDF
storage formats. Additionally, Jena can store and read RDF
data in a relational database. Jena offers a statement-centric
(based on the subject-predicate-object structure) support to
manipulate the RDF and OWL data, and comes with a built-in
RDF query language, SPARQL. Jena provides a programmatic
environment for RDF, RDFS, OWL and SPARQL and includes
a rule-based inference engine. In the next section, we will
present an example of two Jena rules.

Rule 1: If the battery level is lower than 50% and the
screen brighteness equal to 100%. The value of this latter is
changed to 30%.

The Rule description:

((Battery.Level(50) A
DeviceCharacteristics.ScreenBrightness(100))
-

(DeviceCharacteristics.ScreenBrightness(50) A
Volume.ActualV olume(5.0)))

The Jena code:

@prefix rdf:
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http://www.w3.0rg/1999/02/22-rdf-syntax—ns#
@prefix perSys:
http://example.org/PervasiveSystem#
@prefix xs:
http://www.w3.0rg/2001/XMLSchema#
[PreferredVolume:

(?d ?rdf:type ?tl),

(?c ?rdf:type ?t2),

(?c perSys:Level ?a)

lessThan (?a, 50)

(?c perSys:ScreenBrightness "100%")
(?c perSys:ActualvVolume "15.0")

->

(?c perSys:ScreenBrightness "30%")
(?c perSys:ActualVolume "5.0")

The execution result of the second rule presents the RDF
model as described below. The RDF model regroups the
device characteristics after the execution rule where the screen
brightness equals to 100% and the battery level equals to
50%. Also, the execution result of this rule is to change the
screen brightness value into 30%.

<perSys:Device> <rdf:Description
rdf:about=

"http://PervasiveSystem
#DeviceCharacteristics">
<perSys:CPUSpeed

rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#float"
>1.0</perSys:CPUSpeed>
<perSys:ScreenBrightness rdf:datatype=

"http://www.w3.0rg/2001/XMLSchema#float"
>30</perSys:ScreenBrightness>

<perSys:DeviceName

rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#string”
>Unknown sdk</perSys:DeviceName>
</rdf:Description>

</perSys:Device>

<perSys:Device>

<rdf:Description

rdf :about=

"http://PervasiveSystem
#BatteryCharacteristics"> <perSys:Voltage
rdf :datatype=
"http://www.w3.0rg/2001/XMLSchema#int"
>0</perSys:Voltage>

<perSys:Presence rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#string"
>true</perSys:Presence>
<perSys:Plugged
rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#int"
>1</perSys:Plugged>

<perSys:Level

rdf:datatype=
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"http://www.w3.0rg/2001/XMLSchema#int"

>50</perSys:Level>

<perSys:Health

rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#int"
>2</perSys:Health>

</rdf:Description>

</perSys:Device>

<rdf:Description
rdf:about="http://PervasiveSystem#Volume">
<perSys:MaxVolume

rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#string”
>15.0</perSys:MaxVolume>
<perSys:ActualVolume rdf:datatype="http:

//www.w3.0rg/2001/XMLSchema#string"

>5.0</perSys:ActualVolume>
<perSys:VolumeMode

rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#string"
>Normal mode</perSys:VolumeMode>
</rdf:Description>

</perSys:Device>

The device context does not present the totality of infor-
mation included in the pervasive system. In fact, the pervasive
system presented a collection of six categories of contextual
information. We presented in previous work our design of
each category in this paper we present a rule applied to two
contextual information categories: the device context and the
location context.

Rule 2: The devices located in "Tunisia, ISIM Gabes,
Amphi 1", the preferred Volume Mode must be changed from
"Normal Mode" to "Silent Mode".

The Rule description:

((Adress.CountryName(” Tunisia”) A
Adress.Region(” Gabes”) A
Adress.FeatureName(”ISTM”) A
Adress.Speci ficLocation(” Amphil”) A
Volume.VolumeMode(” N ormalmode”))
.

Volume.PreferedMode(” Silentmode”))

Jena code:

@prefix rdf:
http://www.w3.0rg/1999/02/22-rdf-syntaxns#
@prefix perSys:
http://PervasiveSystem#

@prefix xs:
http://www.w3.0rg/2001/XMLSchema#
[PreferredLocation:

(?d ?rdf:type ?tl),

(?c ?rdf:type ?t2),

(?c perSys:CountryName "Tunisia"),
(?c perSys:Region "Gabes"),

(?c perSys:FeatureName "ISIM"),

(

?c perSys: SpecificLocation "Amphil")
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(?h ?rdf:type ?t3),

(?h perSys:DeviceName ?r)

->

(perSys:DesignedDevice ?rdf:type ?2t3)]

@Qprefix rdf:
http://www.w3.0rg/1999/02/22-rdf-syntaxns#
@prefix perSys:
http://PervasiveSystem#

@prefix xs:
http://www.w3.0rg/2001/XMLSchema#
[PreferredVolumeMode:

(?v ?rdf:type ?t3),

(?w ?rdf:type ?t4),

(?w perSys:DeviceName ?r)

(?y ?rdf:type ?t5),

(?y perSys:VolumeMode "Normal mode")

(?y perSys:PreferedMode "Silent mode") ]

The execution of the second rule aims to define two
Jena rules: "PreferredLocation" and PreferredVolumeMode".
The first one permits to know the devices name located in
"Amphil" and the second one permits to define the desired
volume mode ("Silent Mode").

<perSys:Location>

<rdf:Description

rdf:about="http://PervasiveSystem#Adress">
<perSys:FeatureName>ISIM

</perSys:FeatureName>
<perSys:Region>Gabes
</perSys:Region>
<perSys:CountryName>Tunisia
</perSys:CountryName>
<perSys:SpecificLocation>Amphil
</perSys: SpecificLocation>
<perSys:CountryCode>TN

</perSys:CountryCode>
</rdf:Description>

<rdf:Description
rdf:about="http://PervasiveSystem
#DesignedDevice"> Samsung GT-S5360

</rdf:Description>

</perSys:Location>

<perSys:Device>

<rdf:Description

rdf:about=

"http://PervasiveSystem
#DeviceCharacteristics">
<perSys:CPUSpeed

rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#float"
>1.0</perSys:CPUSpeed>
<perSys:ScreenBrightness rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#float"
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>30</perSys:ScreenBrightness>

<perSys:DeviceName
rdf:datatype=
"http://www.w3.0rg/2001/XMLSchema#string"

> Samsung GT-S5360</perSys:DeviceName>
</rdf:Description>

<rdf:Description

rdf:about=
"http:PervasiveSystem#Volume">
<perSys:PreferedMode> Silent mode

</perSys:PreferedMode>
<perSys:MaxVolume>15.0
</perSys:MaxVolume>
<perSys:ActualVolume>3.0
</perSys:ActualVolume>
<perSys:VolumeMode>Normal mode
</perSys:VolumeMode>
</rdf:Description>

</perSys:Device>

IV. CONCLUSION

The most detailed description or modeling provides an ac-
curate level of adaptation. In this paper, we present a pervasive
information system adaptation using an Android device. In
order to do this, we created a model including all the contextual
information necessary to adapt the application to the device
context. In fact, we proposed an extensible model to describe
the device context through the OWL-S extension. Also, we
defined an important number of contextual information.

Moreover, we tried to define a JSP interface to add more
data to the suggested extensible model. In this paper, we
propose a complete approach to provide a framework to adapt
applications to the device context. In the future work, we seek
to complete the proposal of the pervasive information system
adaptation framework gathering all contextual information
categories (user, device, network, application, location and
service).
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Abstract—The advent of mobile interfaces induces an evolution
on the Human Computer Interaction (HCI) field. We observe
the emergence of several mobile devices and sensors that gave
birth to the ubiquitous environments. In our research, we focus
on: (i) how to adapt the interface to its environment,
specifically in its context of use and (ii) what relationship has
the context with the users’ task. This paper will propose a
formal approach for specifying user interfaces adapted to the
context of use. We will focus on the strength of formal
approach to context and user’s modeling and how to infer
users’ requirements through the model of the task for critical
domains. Our approach will be illustrated by a case study on
the monitoring of diabetic patients.

Keywords-pervasive user interfaces; ubiquitous computing;
formal modeling; critical domains.

. INTRODUCTION

Ubiquitous environment is a physical space in which
technology is seamlessly integrated in order to assist the user
in performing tasks to reach its goals more conveniently.

Ubiquitous environments are often considered highly
dynamic environments and the contextual information can
change at runtime. User interfaces should provide the right
information for the right person at the right time [1]. In order
to cope with such a complexity, new methods need to be
developed. The research field of HCI has introduced many
techniques for interaction design that are partially suitable
for ubiquitous environment. However, it has an enormous
rate of environmental information and the user’s task
becomes difficult to identify.

The specification of user interface adapted to the context
of use presents several problems. The consideration of the
user’s task represents an important criterion in an
environment where the context has a direct impact on the
user’s task. The users’ interface must change according to
the context and task at a specific moment.

Modeling ubiquitous environment and user’s task poses
several issues. In fact, pervasive environments are extremely
dynamic and hold a vast amount of information. In critical
domains, such as health, nuclear and transport systems,
modeling pervasive system must be rigorous with minimal
percentage of error risk. If the user’s interface shows wrong
information, it will have a disastrous impact on the user’s
task. So, the use of formal approach in such domains is
required to guarantee a valid interface since the modeling
stage. To tackle these problems, we study, in the second
section, different related works in the literature of context-
aware systems. In the third section, we study the state of the
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art of modeling context and user’s task based on Petri Nets
(PN). Then, we introduce, in the fourth section, our formal
approach for specification of adapted user interface to the
context of use. We will focus on the advantage of the formal
model by representing the relation between the context’s
model and the user’s task and illustrating how to deduce the
users’ requirements from the task models. This approach will
be illustrated, in the fifth section by a critical case study on
the monitoring of diabetic patients in a smart hospital.

Il.  RELATED WORK

Researchers in the context adaptation area have not
introduced a generic and pragmatic definition of the notion
of context. Following the study of the main definitions, we
have concluded that the majority agrees on the definition
proposed by Dey. For our research work, we will consider
the definitions of Dey [2] and Calvary [3], which define the
context as the triplet of <user, platform, environment>.
These definitions help to clarify the notion of context in
Human-Computer Systems (HCS).

Over the years, a large number of context-aware systems
have been developed for different domains. Based on
different context models, these applications are able to
gather, manage, evaluate and disseminate context
information [4]. Among these approaches, we mention the
SOCAM (Service-Oriented Context-Aware Middleware)
architecture that was especially proposed to convert the
physical spaces; thus, contextual information can be
converted into a semantic space and can be shared between
the context-aware services [5]. Moreover, the key component
in the CoBrA (Context Broker Architecture) architecture is
responsible for managing and processing the contextual
information while maintaining the contextual model [6]. The
SECAS (Simple Environment for Context-aware Systems
[7]) architecture is based on three components: context
management, adaptation layer and the application core.
Context management is composed by the context provider,
the context interpreter, the broker and the context repository.
The adaptation layer considers three type of adaptation:
content, behavior and user interface adaptation. The Context
Toolkit, proposed by Dey [8], provides a toolkit for the
development of context-aware applications. It has a layered
architecture that permits the separation of context
acquisition, representation and the adaptation process. This
architecture is based on: (i) Widget: a software component
that provides applications with access to context information
from their operating environment; (ii) Interpreter: used to
interpret low-level context information and convert it into
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higher level information; (iii) Server: a connection between
the applications and the widgets.

Recent researches take into account context-awareness
and complex dynamic system in which context variables
change over time, such as GECAF (Generic and Extensible
Context Aware Framework) [9], which uses a generic
framework that supports all elements found in existing
systems. Also, the conceptual architecture for Adaptive
Human-Computer Interface of a PT Operation Platform
(AHCI of PT platform [10]) based on context-awareness
improves usability, simplifies the operation process, reduces
operation complexity, provides needed information timely
and properly and supports user needs diversification.

Having analyzed related work, it then becomes necessary
to define comparison criteria to work out the advantages and
disadvantages of each architecture. The main criteria in our
research are: (i) the model of context: the use of any
inappropriate model for context representation could lead to
incorrect interpretation of contextual information. This could
compromise the entire functioning of the architecture and
provide the user with inadequate adaptations. Using a
simplistic model could result in conflicts in the interpretation
and the description of the current context of use. (ii) User
interface validation: in critical domains, the generation of the
user interface must be validate. The interface will guide the
user to accomplish his task. Any errors in the interface can
lead to a critical situation. Notwithstanding its obvious
importance, this factor is not seriously treated in the majority
of research work studied. For the first criterion, the SOCAM
and CoBra architecture use ontologies for modeling context.
SECAS utilize XML for context description. Furthermore,
the Context Toolkit applies the Key/Value model for the
specification of context. In our research, we focus on
graphical modeling approach.

I1l.  CONTEXT AND USER’S TASK MODELING BASED ON
PETRI NETS

Several graphical modeling approaches to context-aware
systems have been proposed, such as Unified Modeling
Language (UML) [11], Object Role Modeling (ORM) [12]
and Petri Nets (PN) [13]. In this section, we will focus on
PN. PN, proposed by Carl Adam Petri in 1962, is a
mathematically-based formalism dedicated to the modeling
of parallelism and synchronization in discrete systems [13].
Recently, many context-aware systems modeling approaches
based on PN have been proposed. They have been
recognized as promising for the representation of context
[14].

Context modeling approaches using PN differ depending
on the purpose. Some authors are mainly interested in
modeling the behavior of context-aware application; others
try to solve the problem of time and resources in
applications. There are several extensions of PN, such as: (i)
Synchronized PN: Reignier introduces an approach to the
representation of the context and the behavior of the
application [15]. (ii) Colored PN (CPN): Silva proposes to
combine 3D modeling tools with CPN for modeling 3D
environments. In this model, the place is used to indicate the
current state of the user and the transition is used to deduce
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the movement of the user and the behavior of the
components [16].

The approach of modeling context must verify several
requirements of pervasive environments, such as partial
validation, formal language and formal verification. The last
two requirements are essential in our research:

e Partial validation: It is preferable to be able to
partially validate contextual information because of
the complexity of contextual interrelationships,
which may be responsible for any modeling error.

e Formal language: The chosen modeling method
should have formal semantics. Formal methods
comprise formal specification using mathematics to
specify the desired properties of the pervasive
system.

e Formal verification: the model must be verified
through rules or mathematical property. This can be
helpful in proving the accuracy of pervasive
systems; this ensures the validation of user interfaces
before they are implemented.

The PN-based methods have all the required
characteristics. Indeed, the use of PN for modeling paves the
way for formal verification and validation of the interfaces.
These criteria are very important in our research work. The
modeling of pervasive systems in a critical domain requires a
rigorous validation of the interface in order to present the
best solution to face an urgent situation.

This saves considerable time in the development cycle,
particularly during the validation phase. Moreover, PN have
a formal definition; they are highly capable of expressing
aspects such as parallelism, timing, concurrency, etc. They
possess many techniques for an automatic verification of
properties. They provide, in addition, an unconstrained
graphic representation.

We use “small granularity” PN ensuring the accuracy of
our model and the partial validation. In fact, the context
model is decomposed in small granularity and can be done
through a simple validation based on partiality.

Modeling the user’s task has a tough impact on the
design of the user interface. In recent years, there have been
different approaches to the specification of the task and how
it relates to the area of application. Several notations have
been proposed (ConcurTaskTrees CTT [17], Collaborative
Task Modeling Language CTML [18], and PN [19]). The
tasks are organized hierarchically to represent the task’s
decomposition, which is executed to meet a particular
purpose. The process of task decomposition is ceased once
the atomic task ’action’ is obtained.

The PN are continuously expanding and they are a
suitable tool for modeling the HCS. Initially, they were only
used to describe tasks that were to be computerized. But
later, especially with the emergence of High Level PN, they
were used to model the HCI.

In the next section, we present our formal approach for
specification of pervasive user interfaces.
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IV. APPROACH FOR FORMAL SPECIFICATION AND
GENERATION OF USER INERFACES ADAPTED TO THE CONTEXT

The overall objective of our research is to generate in real-
time a user interface adapted to the current context of use in
critical situations. The specifications of the HCS must
consider the context modeling. As we mentioned in the third
section, the captured context data will be modeled using PN.
As the context is defined by the triplet <user, platform,
environment>, each element will have its own PN: (i) The
User’s PN describes the different users of the application; (ii)
The Platform’s PN presents the different platforms that host
our application; (iii) The Environment’s PN describes the
different information of the environment (i.e., geographical
location, time, etc.).

Since each component of the context is modeled by its
own PN, the marking of all these networks determines, at
any given time, the current state of the context. Indeed, the
marked places in the three networks determine the values of
the triplet <user, platform, environment> and characterize
the current context. Furthermore, according to the context in
which the user operates, the user’s task may vary. Indeed,
each user task is specific to a given context. Thus, a set of
pairs (context, task) will compose, among others, the model
of the HCS. The user’s task will also be modeled using PN.
Each task will be decomposed into elementary tasks to be
modeled using elementary structure of PN.

A. Elementary structure of PN
The modeling of an elementary structure is illustrated by

Figure 1.
(O

Elementary action r

Conditioni T1

Event: <End Action> T2

Figure 1. Structure of an elementary action

The validation of the condition i (transition T1) models
the fact that the user will start the execution of the action
relative to that condition. After the event, the "end action”
(transition T2) expresses the fact that the user action was
performed and ended. The place P2 represents a waiting state
for the end of the action's execution, while the places P1 and
P3 model the state of the user before and after the execution
of his action. For example, P1 models the user’s mental
intention in order to act. The place P3 expresses his state at
the end of the action‘s execution.

All the user’s actions and components context behavior
(elementary or composed) are arranged according to typical
compositions:  sequential, parallel, alternative, choice,
iterative or of-closure. We present below the principle of
parallel and alternative composition:
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The parallel composition expresses the possibility of
simultaneous execution. The parallelism is ensured
thanks to an input synchronization place. This place
activates at the same time all the places of
initialization of the parallel actions to be executed.
Note that the effective parallelism can only be done
if the actions to be executed do not use the same
resources. Otherwise, a partial or complete
sequencing would be necessary. Obviously, the
number of places Pn must be equal to the number of
parallel actions Ai. Thus, to ensure the parallel

composition of actions, it is necessary to synchronize
the places of entry and those of exit of those actions
(Figure 2).

"m:c;;‘--‘uz:._cb B

Before transformation

Figure 2. Parallel composition

The alternative composition of n actions reflected a
performance always exclusive of these actions. To
avoid an actual conflict, conditions are associated
with transitions to unambiguously determine which
action should be executed. The alternative
composition of n networks is realized by composing
them sequentially with an ALT structure and
merging all the end places of these networks. ALT
structure allows the validation of a single condition
at a time. ALT structure comprises a set of
transitions equal to the number of networks to be
composed alternately. These transitions are from the
same input place PO. They allow, through the
conditions associated with them, without ambiguity
to initialize a single PN from the n modeled, which
guarantees the absence of actual conflict (Figure 3).
More details are presented in [20].

After transformation

| | N p
."I /'/ ™ -
\ /'/ ™~ //
XX 3 &
P P Pn” »

Before transformation After transformation

Figure 3. Alternative composition
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The elementary structures represent our Meta-model. All
these structures are defined manually and stored in a
database.

B. Proposed approach

At a given moment, the marking of (i) the three PN of the
context <user, platform, environment> and (ii) the PN of the
user task, give the state of the ubiquitous HCS. The values of
these markings are previously identified analyzed and stored

in a database. So, this database will contain pairs of (context,
task). At any time, if the values of the PN marking,
describing the current context, are already included in this
database, then this will be considered as an expected and
well known situation and the user task will be identified,
otherwise it will be considered as an unexpected situation.
Managing unexpected situation will be the subject of our
future research.

Database PN

Elementary
structure

. l l = .o Sensor layer

[ Data capture J

and

composition User Platform Environment Sensed
model model model
Context —
v Gi

Detection of the current

Database
« Context i;

situation(Ci, Ti)

task i »

Adaptation engine

y

Automatic generation of HCI

!
s

Figure 4. Proposed approach

Figure 4 illustrates our approach stating that once the
data is collected from the sensor layer, it will be modeled and
decomposed using PN in a user model, a platform model and
an environment model. The user’s task will be modeled
using PN. This modeling is realized using the database of PN
which contains the elementary structures and the
compositions. All the (context, task) couples will be
identified and stored in the “database Context i; Task i”.
“Context, task” database (Figure 5) is composed by two

tables: context and task, connected by the association
context-task. Figure 6 describes very summarily the logic
diagram of database of PN. The PN is composed by
elementary structures. This diagram will lead to the building
of the associated database schema.

At a specific moment, the marking of the PN modeling
the context will determine its current state Ci. In order to
know the proper task Ti, it is required to browse the database
of “context, task”.

class Class Model ./

Context

Context-Task 2an

User Platform

Environment

Figure 5. Logic schema of “Context-Task”
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Whenever, the detection of the current context is made,
the couple of values are transmitted to the adaptation engine.
If its value is null, the adaptation engine will launch the
script to deal with unexpected situation. Otherwise, it will
trigger scripts to adapt to a “Known” situation. Finally, the

adaptation engine will activate the automatic generation of
the user interface adapted to the current context.

To manage an unexpected situation, the user will be
given prior studied information and will intervene manually
on the system. Actually, this is a very challenging problem
that we will tackle it in our future work.

class Class Medel

Transiticn

N

Place

/

PH

Elementary Structure

Closure

[

Parallel s =
interative

\

Simple

Sequential

Alternative

Figure 6. Logic schema of PN database

Our approach presents several advantages: first, it
includes the five layers of a context-aware system, namely,
context acquisition, interpretation, storage, diffusion and
application layer. It separates the acquisition and modeling
of context from its use. Each component of our architecture
fulfills a particular task. Second, due to the complexity of
context data, we choose to decompose this data into three
models and to consider the user’s task at the stage of
modeling context. The originality of our approach lies in the
proposal of the couple (context task). Indeed, the HCS
became context aware and according to the context in which
the user operates, the user’s task may vary. In fact, each
user’s task is specific to a given context. That is why a set of
pairs (context, task) were defined to compose the model of
the pervasive HCS. Our model describes the behavior of
contextual information. It decomposes the context’s
components into small granularity to ensure the validity of
the model. To do this, we use a set of “well-organized”
elementary PN structures.

Pervasive application presents a high level of dynamism
so that many actions must be done in parallel. In our opinion,
the aspect of parallelism in PN is very important especially
in a critical domain. Certain situation requires the
intervention of two or more users at the same time to meet a
particular circumstance. The use of formal method to
describe the behavior of a context-aware system allows us to
deduct the properties of the system and the users’
requirements in order to generate the appropriate interface at
a given moment.
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Context-aware approaches for user interface generation
stil  have serious difficulties to dynamically and
automatically adapt and generate interfaces, meeting users’
requirements. These approaches are not formal and do not
cover the validation of the user interface. We try to fill these
gaps by proposing elements of solutions for:

Automatic deduction of user requirements: the database
“Context i, Task i” is responsible to identify the appropriate
task meeting the values of context.

Automatic adaptation of user interface to the context:
The context changes are managed automatically by the
“detection of the current situation” component. It can be
considered as a representation of the smart environment.

Validation of the user interface: Thanks to the PN
modeling approach, the modeled system and the generated
interfaces verify the main PN properties as reachability,
boundedness, liveness, etc. This guaranties the validity of the
generated interfaces

Automatic generation of graphical interfaces: The
adaptation engine component assumes the automatic
generation of the user interface by identifying the most
suitable widget to meet the user needs [21].

Comparing to the proposed approaches, seen in the
second section, our architecture is centered on the context
modeling and the generated user interface. The choice of the
used approach for modeling context is very important. The
information of context has a direct impact on the generated
interface especially in the critical domains which justifies the
use of formal methods in our approach.
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The question that arises at this stage is: “how can we
deduce the users’ requirements from the context and the task
model?”

C. Deduction of user’s requirements

In a ubiquitous environment, the context model will
trigger the appropriate task model. Indeed, the task depends
on the context, and it is not a fixed model. Furthermore,
according to the values of the context at a given moment, we
can deduce the appropriate user’s task. The proposed PN for
context and user’s task modeling is an Interpreted Petri Net
IPN (Figure 7) defined by the set: <P, T, E, OB, Pre, Post, p,
Precond, Action, Info-Transition > where:

e P=setof places = {P1, P2,..., Pn},

e T =setoftransitions ={T1, T2,..., Tm},

e E = set of events including the event "always

present” <e>,

e OB = set of graphical objects of the interface,

e Pre: P x T — N defines the weight of the bow

joining a place pi of P to a transition tk of T,
e Post: P x T — N defines the weight of the bow
joining a transition tk of T to a place pi of P,

e u T — E associates to each transition the

appropriate triggering event,

e Precond: T — Boolean Expression defines the

necessary passing condition for each transition,

e Action: T — A defines the eventual and appropriate

action procedure associated to each transition,

e Info-Transition. T — OB associates to each

transition, the appropriate interface objects [13].

This type of networks introduces the notions of event,
condition and the notion of action. Indeed, a passing
condition (Cj), a trigger event (Evj) and a potential action
(Aj) are associated with each transition Tj of an IPN.

Figure 7.

Interpreted Petri nets

Once the behavior of the user in its context of use is
modeled, users’ requirements can be deducted.

For a better management of the situation, the user needs,
instantly, a lot of information. This information will be
transmitted to the user by different interface components
(messages, values, graphics, etc.). Since these objects are
related to the context of the ubiquitous environment, i.e., the
contextual parameters, we must identify the appropriate set
of informational parameters for each state.

Moreover, in order to perform the tasks, the user needs to
adjust some parameters in order to correct an abnormal
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situation or abnormal information, and/or to operate in
particular situations or in collaborative tasks. For that, the
interface will present a set of control components through
which the user can monitor the situation; the set of these
control and informational parameters constitutes the user
requirements. Having presented our approach, we
demonstrate its feasibility using a case study in the
monitoring of a diabetic patient.

V. CASE STUDY: MONITORING OF A DIABETIC PATIENT

As a first experiment of our approach, we conducted a
case study of a medical system for monitoring of a diabetic
patient. This example is designed to monitor at real-time the
evolution status of diabetic patients in a smart hospital. This
monitoring is made possible by biological sensors implanted
under the skin of the patient, which periodically control the
patient’s glucose levels. The ubiquitous system must
continuously verify the changing state of each patient, which
provides guidance on any medical interventions, or
otherwise may deem any intervention to be unnecessary.

One of the problems that can arise from such a case study
is to know how to notify the medical team (doctor / nurse)
for an urgent and immediate intervention, and how should
we proceed to carry on. This intervention should take into
account the status of the patient and the location of the
medical team, nurse or doctor.

The ubiquitous system will therefore generate real-time
user interfaces adapted to their preferences, profiles,
activities and geographical location. It will guide the user to
best accomplish his task, while taking into account the
various constraints of the context. In such system, the
intervention of the medical team must be immediate, as the
risk of loss of human life can be high. User interfaces should
be wvalidated and must present relevant and reliable
information. Errors at the interfaces can cause the deaths of
patients.

As a first step of our approach, we must model the
information of the context. We consider the context as the
triplet <user, platform, environment>. Each component of
this triplet is modeled by an independent PN. Those
components are:

e User’'s PN (Figure 8.A): it aims to identify the
profile of the user (doctor or nurse). The marking of
the network at a given time defines the type of the
connected user. The doctor can be specialist, resident
or internal.

e Platform’s PN: Figure 8.B describes the different
platforms that can be used by users. User interface
can be hosted on various platforms. For our case
study, we consider that a user can connect using a
tablet, a PC or a mobile phone.

e Environment’s PN: it describes the different values
of our environment. For our example, after the
opening of the session, various sensors intercept in
parallel, the glucose level (GL) of the patient, the
geographical coordinates of the user and the time.
Concerning the geographical data, a user can be in
the hospital, in the cabinet, at home or outside (i.e.,

40



UBICOMM 2014 : The Eighth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

in a restaurant or on the road, etc.). Concerning the
time, it can have three different values: morning,
afternoon or evening. Tokens present in different
places, will describe the state of the environment by
specifying the value of time, geographical data and
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Figure 8.

The environment’s PN must be watchful to any changes
that may happen to the environment. This action is possible
by transitions “changing detection 1 and 2”, which will
monitor the possible changes in the environment. If any
change occurs, then our sensors measuring will catch the
new data. After modeling the different components of the
context, we model the task.

For our example, we consider a critical situation where
several actions must be done at the same time. Here is the
scenario: Let us suppose that the patient is hyperglycemic
(i.e., the Glucose Level >=4mmol) and the relevant doctor is
not in the hospital. This situation is very critical and has to
be treated by several actors. The doctor and the nurse must
be aware of this critical situation at the same time, so they
must perform actions in parallel. Let us notice that the
system must select the most relevant replacing doctor
according to his geo-location, his availability and his profile.
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Geographic coordinates

glucose level (Figure 8.C).The deduction of the
environment’s properties must be done at the same
time. This later is possible through the parallel
composition of PN.
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The doctor receives a notification for an urgent and
immediate intervention. In this case, the nurse cannot face
alone such a situation, which requires a doctor’s intervention.
These two users must perform their actions at the same time.
The interfaces will guide the doctor and the nurse each one
according to his profile, by presenting appropriate
information about the patient. The patient, suffering from a
very serious condition of hyperglycemia, is in a coma. The
doctor must inject insulin in him and check patient’s status
and measure its glucose level:

If the rate of GL <=4 mmol, the doctor must give
food containing sugar, wait 15 minutes and repeat
the measurement of glucose;

If the rate of GL > 4 mmol, the doctor must repeat
the insulin injection;

If the status is normal, then the patient’s condition
should be monitored for any possible change.
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At the same time, the nurse must give plenty of water to
reduce the patient's glucose. Then, she must make a urine
levy. This situation is very critical and must have an
immediate intervention to avoid the risk of patient’s death.

The actions of doctor and nurse, illustrated in Figure 9, must
be done in parallel. PNs are very efficient to do this
modeling.
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Figure 9. Task model: critical intervention on hyperglycemic patient

The values of the tokens in the context’s PN trigger the
appropriate Task.  Concerning the deduction of user’s
requirements, we consider the PN transition “Begin Action”.
To these transitions, we associate the adequate parameter(s)
of interface, either informational or control, which refer to
the user’s requirements. Thus, at the point of “measuring
glucose level”, the user disposes of the relevant user
requirements in order to adequately perform their action, i.e.,
the Glucose Level (GL). This value comes from the context
model, more precisely from the environment’s PN. For
instance, the informational parameter GL informs the user of
the Patient’s usual level of glucose. At the state “glucose
administration”, the user disposes of the glucose rate and
other information related to the prescription of medicines
(Pr). At the point of “give insulin”, the user will dispose of
an authorized food menu for the patient (AF) to select from.
At the point of “Give plenty of water”; the user disposes of
patient’s glucose rate.

The compositions of elementary structure offer the
possibility to the user to perform multiple tasks
simultaneously. All tasks can be modeled according to the
compositions shown in Section 4. The principle of the
elementary compositions applied in the context modeling is
also applicable to the composition of several tasks.

Once the informational and the control parameters have
been identified, we can deduce the necessary components of
the User interface: (i) We associate an Informational
graphical object to each informational parameter; (ii) We
associate a Control graphical object to each control
parameter. These parameters are very important because they
will lead to the graphics interface components. This interface
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will guide each kind of user throughout his intervention. In
critical situations, user interface will play crucial role
especially since the physician is not the patient's treating
doctor. So he does not know the patient information. These
graphic components will adapt depending on the doctor’s
context and profile. If he is a specialist, then no need to
provide all the information and if he is an internal then the
interface must provide the maximum of information to
reduce the risk of errors.

For the implementation of our approach, we use a SOA
(Service Oriented Architecture) [22]. First, we transform our
PN model into a PNML representation (Petri Net Markup
Language [23]). PNML is PN XML-based standard. Its main
scope is to facilitate information exchange between PN
models. Each PN is considered asa labeled graph. It
contains a set of objects: places, transitions and arcs. Each
object has a unique identifier and asetof labels
(annotations and attributes) representing the name of a
place, the inscription of a transition, etc. [23]. Algorithms are
written in Java to parse the PNML file of context in order to
detect the location of the tokens and consequently the current
context. Once the triplet of context identified through the
xml code, we browse the Mysgl database “context i, Task i”
in order to identify the appropriate task for the current
situation. We use JavaScript Object Notation (JSON) web
service [24] to query the database and to extract the name of
the appropriate task. The monitoring of diabetic patient is
developed using Android.

Our methodology applies to all types of applications. In
fact, pervasive HCS comprises a triplet: system, task and
context. Each component will be modeled using PN. The
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designer has to analyze the system and deduce all relevant
context information. Each component of the context such as
user, environment and platform as well as its behavior, must
be known in advance. All context values are stored in a
database in which we can identify the appropriate user’s task.
The sensor layer will guide us on the value of the context.

VI. CONCLUSION AND FUTURE WORK

This paper presented an approach for context and task
modeling based on Petri nets. We model the pervasive
Human-Computer System using a composing process of
elementary PN in order to verify the relevant properties of
the system before the generation of the interfaces. In this
paper, we have tried to demonstrate the context influence
over the user’s task modeling in a critical domain and the
strength of PN in critical system’s modeling. We also
explained how to deduce the users’ requirements through the
task model. This formal approach is illustrated by a case
study on the monitoring of diabetic patients in a smart
hospital.

In the near future, we plan to address the following
issues: (i) we will explain the running of each component of
our approach namely the implementation of the adaptation
engine and the automatic generation of user interface; (ii) we
will explain how acquisition context layer will supply the
model of context. We are now working on human-centred
evaluations. We create an experimental platform
implementing a realistic scenario that volunteer doctors and
nurses will use in their work.
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Abstract—Team leaders in industrial production scenarios face
the problem of short-termed reactions to unforeseeable events
in a factory. Adjustments in staff planning require many cal-
culation and coordination efforts that consume valuable time.
A mobile application is presented that assists team leaders in
this challenging task. The selection and identification of relevant
information, its case-specific processing and visualization as well
as the persistence of worker data in a semantic network form
the cornerstones of this work in progress.

Keywords—Decision support; Staff planning; Mobility; Domain
model.

I. INTRODUCTION

The developments towards Industry 4.0 [1] let the gap
between real and virtual worlds melt and foster the utilization
of the potentials of the Internet of Things [2]. The future
industrial production aims at highly individualized products
and an increasing flexibility of production processes. These
developments involve a challenge for staff planning engineers
who have to answer this flexibility in production with an
adaptive staff planning strategy. Rising quantity of data and
complexity makes this planning process even harder.

The coordination between planning engineers—in this sce-
nario called team leaders—to find additional qualified workers
within the factory consumes time and is a difficult task. To
assist teamleaders in this process, the concept of a planning
support system is suggested. In a defined scenario, a mobile
application will support team leaders by visualizing the current
worker-to-production-line allocation and interconnecting the
team leaders to coordinate personnel placement in an efficient
way. Therefore, information from several distributed informa-
tion sources is prepared and presented on a mobile device.
Relevant information dependent on the user’s role and specific
context of use is shown. Human ressource allocation can be
edited and optimized directly using the user interface.

In Section II, an overview of related work is given and
the distinction to the suggested approach is drawn. Section
IIT describes the industrial scenario that is taken as a basis
for the considerations made in the following sections. The
IT-infrastructure necessary to run the system is presented in
Section IV. In Section V, the domain model that gathers
and stores worker profiles and supports the system in its
task is developed. Section VI shows mockups of the mobile
application. Finally, Section VII contains a discussion of the
suggested approach and gives an outlook on future work.
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II. RELATED WORK

Current staff planning software is implemented as stand
alone solution or integrated in enterprise resource planning
(ERP) or manufacturing execution systems (MES). Time track-
ing is commonly part of the MES whereas time management
can be part of both, MES and ERP [3, 199-212]. Most of
these staff planning or workforce management systems focus
on the scheduling and optimal resource allocation task. User
interfaces present timetables with a view over a planned period
in a very functional way. Some of these software providers
offer mobile applications that allow access to the staff planning
systems. These systems lack adaptive context- and role-specific
information processing. The collaboration and coordination
aspects tackled in this work are neglected. Additionally, the in-
stallation, application and maintenance costs, especially related
to MES and ERP systems, are too high for many medium-sized
and small factories.

In research, the project ENgAge4Pro [4] focuses on age-
appropriate staff planning. Physical attributes, such as body
weight and height, are regarded therefore. The research project
EPIK [5] focuses on the optimal allocation of resources to
enhance efficiency. A mobile application was developed that
supports the worker with context-specific information. The
research project KapaflexCy [6] covers short-term production
scheduling. A mobile application allows to send employment
requests to workers. After receiving these requests, the workers
coordinate the takeover of the employment themselves. From
a hierarchical perspective, this is a bottom-up approach.

Unlike the project ENgAge4Pro, the main concern of the
staff planning support system is not ergonomics. In contrast
to the EPIK project, the system suggested is developed to
support team leaders in their planning task. Therefore, more
attention is paid to the appropriate presentation of relevant
information on the device. Optimized resource allocation will
be included in form of an additional function (not the object
of research). Compared to the KapaflexCy project, the team
leader application developed here implements the allocation of
employment in a top-down way. Nevertheless, worker-related
information can be used to provide feedback for their work.

III. SCENARIO

The production of kitchen appliances in Germany is facing
several challenges. Companies require the ability to produce
their products under optimum cost, flexibility due to rising
variants and a competitive market. Therefore, it is necessary
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Figure 1. Staff switching process and involved distributed data sources.

that the manufacturing industry makes efficient use of re-
sources and energy in order to keep the high-cost country
Germany a competitive production location. Manufacturing
of steam ovens in Imperial/Miele plant floors follows the
“Miele Value Creation System”. Multiple U-shaped production
lines for diverse product classes allow for highly flexible
handling of varying production programs. Each steam oven
is assembled by a single worker in a one-piece-flow setting,
which entails high responsibility and a complex work content
for all employees.

Once per week, the plant’s foremen and team leaders plan
the production on the shop floor level, assigning resources
and capacities to production orders. Detailed planning is done
on a daily basis, considering the production program and
availability of workers. In case of unexpected staff shortage
or modified production volumes at short notice, the team
leaders re-assign available workers to production orders and
assembly stations, also across assembly lines. The process of
staff planning is demand-oriented and flexible, and quickly
becomes complex and time consuming while trying to meet
the demands of multi-variant production scenarios with varying
production programs, small lot sizes on multiple lines and
customer-individual products. Furthermore, team leaders want
to foster a broad skill set in all employees by organizing a
rotating assignment of workers to varying tasks while, at the
same time, the high quality standards of Miele need to be
guaranteed by intense training on each particular product class.

A great deal of experience is needed in order to make
the right decisions, and an adaptive assistant system that
transparently combines data from production orders, human
resource management and the plant floor in order to support
decision-finding could significantly facilitate and speed up the
daily staff planning process.

IV. IT-INFRASTRUCTURE

To tackle the challenges described in Section III, we devel-
oped an application that supports the team leader in adjusting
the daily routing when specific events occur. This kind of
ad hoc planning involves heterogeneous information sources
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that need to be prepared and consulted in order to support
reasonable decision making. The integration of these sources
is discussed in Section IV-B. The integrated information needs
to be preprocessed for the specific context and user role. The
development of a suitable user interface for the industrial
planning scenario is discussed in Section I'V-A.

A. Application-side

Figure 1 shows the process that appears when a worker
is scheduled. The Authentication forms the entry point to
the application. The application loads role-specific profiles
for each user. As each team leader manages different man-
ufacturing lines, the respective lines are loaded and currently
allocated workers are presented on the Home Screen. If the
system registers any deviations from the planned schedule, it
visualizes warnings and encourages the team leader to act in
an ad hoc manner. One common reaction to hold the planned
quantities at the end of the day is the search for suitable
workers. For that reason, the application suggests suitable
workers for a respective production line and product. If the
team leader selects one of these workers the staff shift is
triggered. To avoid multiple allocation of the same human
resource, the selected worker is locked for 2 minutes. During
this time interval, the team leader is able to execute the staff
shift or search for another worker. If it was decided to schedule
the selected worker he or she executes the staff shift. The team
leader who supervises the respective worker is informed and
can deny or confirm the worker shift. In the latter case, the
shift is persisted and written to the database.

To compute the qualification of a worker (w) for a respec-
tive manufacturing line () and product (p), three parameters
were defined:

experience(w,l, p)

Total time by a worker.
quality(w,l, p)

Defective pieces per shift by a worker.
productivity(w,l, p)

Pieces per shift by a worker.
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These parameters are visualized in the detail view of
the front-end described in Section VI and allow the team
leader a vague estimation of the worker’s skills. The ranking
function rank(w,l, p) forms a weighted aggregation of these
parameters and represents the skill level of each worker on a
scale between 0 and 5. These weights are dynamic and adapted
to the specific use case.

B. Server-side

The information that is necessary to support the planning
process of a team leader as described in Section I'V-A is located
at four different points that are sketched at the bottom of Figure
1. In the present case, the information system can be described
as a multi-computer, partitioned, distributed, shared nothing
system. Thus, a suitable strategy to integrate the information
has to be selected. To preserve the autonomy of the sources,
a virtual integration strategy was selected which leaves the
data at the sources. This kind of on-demand integration in a
decentralized manner enables us to keep the system design
easy to extend and to transfer data only when needed from
solely relevant sources. A mediator-based approach was chosen
to realize the virtual integration system. The Mediator provides
an interface implemented as a Web service and communicates
with the application. It lies in the responsibility of the mediator
to provide a structural and semantic data integration. Wrappers
are implemented for each information source to overcome the
heterogeneity on the data level and to enable the data flow
between mediator and sources.

Focusing on the four data sources at the bottom of Figure
1, the ERP/MES-System forms the only system that is already
existing and available in a common factory. An ERP or MES
system in the considered scenario provides—in collabora-
tion or separately—access to time tracking and management
data. The domain model for the Factory Worker encodes the
worker’s skill matrix and working history. It is described in
detail in Section V. The domain model of the Manufacturing
Line describes the process steps and involved manufacturing
equipment and allows estimations about quantities that can
be achieved when a specific worker is scheduled on that
line. In combination with processing times it can be used to
calculate optimal resource allocations with algorithms from the
operations research field. The factory worker model constitutes
new input data that allows new forms of optimization based
on the user model. The model of the manufacturing line
is not part of this work and is developed separately. The
User Administration is responsible for authentication and lock
requests.

V. DOMAIN MODEL OF A FACTORY WORKER

The information about workers’ skills and experience that
is needed by the mobile application in order to generate useful
recommendations is taken from a worker model. The worker
model represents semantic relationships between the horizontal
and vertical roles of an employee in the factory (i.e., his tasks,
work content, and his position within the staff hierarchy) on the
one hand, and his skills (e.g. work experience) and individual
requirements on the other hand. Examples for the latter are
an employee’s handedness, language skills, allergies against
specific materials, or an inability to lift heavy weights or
to distinguish colors. A small excerpt of the worker model
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Figure 2. Snippet of the worker model.

is visualized in Figure 2. Here, the qualification of workers
is encoded within the History-nodes of a semantic network
between products, assembly lines, and employees. The appli-
cation can, for instance, query the model for workers that are
experienced assemblers of product p at assembly line [, and
rank them using weighted aggregation as described in IV-A.
The depicted example graph shows how information about
the worker history is encoded. The node History_Kowalski
represents the qualification-related data for worker Kowalski
wrt. the product DGC-XL when assembling at line U7. The
graph connects a model of the factory floor with a topology
of manufactured products and the staff’s profiles.

The worker model is implemented using the open-source,
Java-based graph database Neo4j [7]. Querying of the model
from within the application is realized by accessing Neo4j’s
RESTful interface. The model’s contents are derived from a
domain ontology (OWL) by automatically mapping the ontol-
ogy’s concepts and relations into the Neo4j graph database
format (T-Box). Once created, the graph can be populated
and updated at runtime with dynamically-changing data like
a worker’s history, retrieved by logging assembly operations.

There are several reasons for choosing a graph database
above conventional storage formats like, e.g., SQL databases.
Regarding performance for path operations (like in the above
example) in highly-connected data, relational databases can
become overburdened by queries of increasing complexity due
to joins and index lookups; whereas in graph databases, which
use index-free adjacency in traversing from node to node,
query latency is relatively independent of the database size
and the number of connections ([8], chapter 2). Note that
denormalization for relational databases is not an alternative
here, since the data model is not tailored exclusively to the
needs of the staff planning app, but is instead meant to provide
a flexible, multi-purpose source of semantic information, with
diverse applications reading from and writing to the model.
This implies that a) we cannot anticipate what relations will
be queried most frequently at runtime, and b) we need to
prepare for easy model update (e.g., based on sensor data),
in order to keep the graph a realtime model of the staff data.
Consequently, there is no use in optimizinig read access for
specific relations at the cost of slower write access.
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Figure 3. Mockups of the mobile application.

The most crucial benefit of graph databases in the context
of Industry 4.0 is that they allow for an explicit, intuitive, and
easily-expandable modeling of the complex semantic depen-
dencies that exist in modern factories, and that the semantics of
such graphs can easily be understood even by users unfamiliar
with conventional modeling languages like UML.

VI

A 7 inch tablet was identified to be most suitable for the
daily deployment in a factory environment. It is small enough
to fit in a team leader’s pocket and offers enough space on
the screen to present relevant information. In order to start the
development of the screens, mockups of the mobile application
were designed. The result is shown in Figure 3.

USER INTERFACE DESIGN

After a successful sign in, the home screen is presented
(screen A). The screen visualizes the manufacturing lines and
allocated workers the respective team leader is supervising.
Events such as sick notes or delays are visualized by specific
symbols. The absence of a worker can result in a deviation of
the planned quantities for the day, which is visualized on top
of the manufacturing line columns. To get an impression of
the worker’s fitness for the manufacturing process on a line, a
5 point ranking is visualized in form of wrenches.

If the team leader wants to break down this aggregation of
worker skills, he or she can switch to a detailed view. The three
qualification parameters experience, quality, and productivity
(cf. Section IV-A) are visualized in form of bar graphs. As a
fourth parameter, time indicates when the recommended dwell
time limit on this line is reached. To trigger or execute a staff
shift, the team leader changes to screen B by touching the
matrix position he or she wants to edit on screen A. Screen B
presents a list of suitable workers according to the weighted
worker ranking. If the team leader selects a worker, his or her
impact on the planned quantity numbers is visualized on top
of the screen.

VII. DISCUSSION AND OUTLOOK

In this work in progress, the concept of a mobile ap-
plication for team leaders, to support them in making ad
hoc planning decisions, was proposed. Recommendations of
suitable staff shifts are based on a dynamic worker model
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that was implemented using a graph database. A Web service
makes relevant information available that is presented on a
mobile user interface.

In the next step, a prototype of the application is realized.
The linking of relevant information sources forms the first chal-
lenge to allow a field test in the factory. Feedback of the team
leaders will show if the desired improvements were achieved
and will flow into enhancements of the prototype. Additionally,
a useful data exchange between information sources, such as
the factory worker model and the manufacturing line model,
might result in new optimization strategies for an optimal
worker-to-manufacturing-line allocation. On the other side, the
information from the factory worker model might be used to
provide workers motivating feedback on their daily work.
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Abstract— This article presents an original approach for the
analysis of context information in ubiquitous environments.
Large volumes of heterogeneous data are now collected, such as
location, temperature, etc. This “environmental” context may be
enriched by data related to users, e.g., their activities or
applications. We propose a unified analysis and correlation of all
these dimensions of context in order to measure their impact on
user activities. Formal Concept Analysis and association rules are
used to discover non-trivial relationships between context
elements and activities, which, otherwise, could seem
independent. Our goal is to make an optimal use of available data
in order to understand user behavior and eventually make
recommendations. In this paper, we describe our general
methodology for context analysis and we illustrate it on an
experiment conducted on real data collected by a capture system.
Thanks to this methodology, it is possible to identify correlation
between context elements and user applications, making possible
to recommend such applications for user in similar situations.

Keywords—Context Analysis; Recommendation; Formal
Concept Analysis; Ubiquitous Computing; Context-aware Systems.

. INTRODUCTION

Context management consists in collecting, grouping and
exploiting context information on behalf of the user. Several
challenges currently affect context management, as for
example, the analysis of a large data volume to analyze [1][2].
Indeed, the challenge is no longer collecting data, but to
explore it efficiently, which depends on the impact of context
on user behaviors and actions. This is particularly important for
context-aware systems, whose goal is to adapt their behavior to
the user’s context. Several questions arise from this scenario:
"How can relevant context information be identified?", "In
which context is a specific action performed?”, "What is the
impact of a given context on user’s actions, and what
recommendation can be proposed?".

In this work, we propose a methodology for analyzing the
impact of context information on the user actions. We focus in
particular on user behavior when using mobile devices, such as
tablets or smartphones. Our goal is to provide a way to identify
context elements that influence user activities, to understand
the relation between them, and to construct a knowledge base
connecting actions and context situations.

The proposed methodology is based on Formal Concept
Analysis (FCA) [3][4][5] to cluster context and actions based
on their relationships. In conjunction with this analysis, we
propose to extract association rules in order to recommend
particular actions or applications to the user. Association rules
are complementary to FCA as they allow quantifying and
materializing the causal links between actions and context
elements, but also among actions or context elements
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themselves. Thus, FCA gathers user actions according to the
context under which they have been used in the past, and
association rules allow making recommendations of future
actions to users in a given context.

This paper is organized as follows: Section 2 discusses
related work on context management and describes the basic
principles of FCA and association rules. Section 3 describes
our original methodology to perform our conceptual analysis of
context in ubiquitous systems. In Section 4 we present the
results from a real field experiment illustrating the
methodology. Finally, Section 5 concludes this paper and
presents the perspectives of our work.

Il. RELATED WORK

A. Context in Ubiquitous Computing

Context-awareness stands for the ability of a system to
adapt its behavior (operations, services or content) to the
current context without explicit user intervention [6][7].
Context-aware systems thus aim at increasing their own
usability and effectiveness by taking into account
environmental context [6].

Context is a widely concept, as pointed out by Bazire and
Brézillon [8] and Coutaz et al. [9]. The most largely accepted
definition considers context as any information that can be
used to characterize the situation of an entity (a person, place,
or object) that is considered relevant to the interaction between
a user and an application [7]. The relevance of context
information is central in this definition and determines its
possible use in context-aware systems. According to Greenberg
[10], several elements may contribute to the notion of context,
and their relevance highly depends on specific situations. Every
context-aware system has to determine context elements that
will be observed according to its own goals. It is indeed
impossible to enumerate in advance a full set of context
elements that will apply to any system. This represents an
important drawback for these systems, since the relevance of a
context element indicates whether this information can be used
for adaptation purposes.

Although important, relevance of context information did
not receive enough attention on the literature, whose focus is
on context management and adaptation. Several context
management proposals can be found [2][7][11][12][13], most
of them considering context elements and their relevance as
predefined a priori during design time. The final purpose of
these works is most often adaptation [9][14], namely,
adaptation of software components [12], adaptation of supplied
content or services [14], adaptation of service composition
[13], adaptation by recommending a content or an action
according to the user’s context [15]. Whatever the purpose of
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this adaptation, it is up to the context management
infrastructure to offer all the necessary resources for handling
and interpreting context information on context-aware systems.

B. Context and recommendation

Recommendation systems are personalization mechanisms
that can help users find out interesting information or services
[15]. Context-based recommendation systems [16][17] try to
recommend content or services to users, based on context
information observed during previous uses of the system.

Indeed, context information can be seen as a major criterion
for recommendation systems [16]. Nevertheless, the notion of
context adopted by traditional recommendation systems is
often limited. For instance, Pignotti et al. [16] consider as
context only time, user’s location and history of previously
invoked services. Other works, such as [17][18][19], propose
recommendation mechanisms that are not limited to particular
context elements. Najar et al. [17] present a prediction
mechanism that intends to anticipate user’s needs,
recommending services according to previously observed
context elements, organized in clusters. Similarly, Mayrhofer
[18] uses recommendation techniques for anticipating context
information and to predict the next likely situation of the user,
while Sigg et al. [19] suggest to recommend context
information in order to fulfill context description with missing
elements based on similar previously observed contexts.

Most context-based recommendation systems use statistical
methods and similarity measures for data analysis. Typical data
analysis techniques adopted on these works include Bayesian
Networks [20] and Markov Chains [17][19] models. Although
obtained results are interesting, these methods suffer from
some drawbacks. First, classification methods often ignore
overlapping classes, preventing context elements to belong to
multiple classes simultaneously, even if a context element can
be observed in different situations. Besides, classes identified
by classification methods are not necessarily understood by
final users, which may lead to inappropriate recommendations.
Finally, these methods usually require large sets of context
data, which are not always available.

In this paper, we focus on context relevance, addressing
these issues with a methodology for context analysis based on
FCA and on association rules. On the one hand, FCA is a data
analysis method that is able to group data at different levels of
granularity and to organize them in a coherent set of
overlapping classes. On the other hand, association rules allow
discovering and quantifying relevant relations among observed
values. Although well-known in traditional recommendation
systems, FCA and association rules extraction algorithms are
not fairly applied to context data. To the best of our knowledge,
only a few works [21][22] have tried to apply these approaches
to context data. Vanrompay et al. [21] use lattices to group
common context data into communities of users, while
Ramakrishnan et al. [22] combine Bayesian Networks and
association rules to discover frequent correlation between
context elements (without recommendation purposes). Indeed,
applying these approaches to context data presents some
challenges, notably related to data collection and formatting,
due to the dynamic and heterogeneous nature of context data.
None of these works [21][22] deals with such challenges,
contrarily to our methodology. Before presenting it, the next
sections introduce underlying analysis methods.
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C. Formal Concept Analysis

FCA [3][4][5] allows performing a conceptual clustering,
which helps discovering and structuring knowledge. FCA relies
on the lattice theory, which defines a lattice as follows:

Definition 1: let < be an order relation of a set E. < defines
a total order on E if all its elements may be compared by <: V
X,y € E%, x # y=>(x <y V y <x). An order which is not total
is partial.

Definition 2: a lattice is a partially ordered set (E, <) where
each pair of elements has an upper and a lower bound. A lattice
is complete iff any part S & E has an upper bound (top) and a
lower bound (bottom).

From a binary relation between a set of objects and a set of
attributes, a Galois lattice (or concept lattice) builds a
hierarchy of clusters called formal concepts [5]. These
concepts are built from a table called formal context, which
expresses the binary relation between objects and attributes.

Definition 3: a binary relation between sets M and N is a
set of (m, n) pairs where m ¢ M and n ¢ N. (m, n) ¢ R, also noted
mRn, means that the element m is in relation with the element
n.

Definition 4: a formal context is a triple K = (G, M, 1),
where G and M are respectively the set of objects and the set of
attributes and I £ GxM is a binary relation between G and M.
(0, @) ¢ I means that a is an attribute of object o.

Derivation operations (.)' are defined for O € G and A €
M:O'={aeM/Voe0O:ola}andA'={o €G/V a
€ A: ol a}. O'is the set of attributes that are common to all
objects of O and A' is the set of objects that have all attributes
of A.

Definition 5: a formal concept of context (G, M, 1) is a pair
(O, A), where O € Gand A € M, 0 =A"'and A= 0. The set
O is called the extent of concept (O, A) and A is its intent.

Definition 6: the set of all formal concepts and the partial
order relation between them constitutes a lattice called Galois
lattice of context K.

A Galois lattice [5] clusters objects into clusters (i.e.,
formal concepts) according to their common attributes. A
lattice also specifies generalization or specialization
relationships among these concepts. Indeed, some of them
cluster objects with many common attributes (specific
concepts) whereas some contain objects that share very few
attributes (generic concepts). The most generic concept (upper
bound) contains all objects in its extent, and the most specific
one (lower bound) has all attributes in its intent.

In the methodology presented in Section Ill, a lattice
clusters context elements according to user actions and
reciprocally. The relationships between context elements and
user actions are indeed made explicit in concepts. This allows
identifying actions that occur in similar contexts. It also shows
correlations among context elements, which is useful in case of
missing data. Moreover, in order to quantify causal relations
among them, we combine FCA with association rules,
described in the following section.

D. Association Rules

Association rules extraction aims at discovering significant
relationships between attributes extracted from databases [23].
Compared to other recommendation techniques, association
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rules do not require computing a similarity measure. This is
particularly interesting when the context elements and actions
are not necessarily comparable, which is our case, since we do
not make assumption about context elements.

An association rule is defined as an implication between
two itemsets: R: X=Y,with X € I, Y € land X 7Y =@. The
rule R is said to be based on the frequent itemset X U Y and the
itemsets X and Y are called, respectively, premise and
conclusion of R.

To check the validity of an association rule R, two
measures are commonly used:

— Support: the support of rule R, denoted support(R) is
equal to the frequency of simultaneous occurrences of itemsets
XandY i.e., support(X UY).

— Confidence: it expresses the conditional probability that a
transaction contains Y, given that it contains X. The confidence
of rule R, denoted confidence(R) is measured by the ratio
support (XUY) / support(X).

The extraction of association rules consists in determining
the set of valid rules, i.e., whose support and confidence are at
least equal, respectively, to a minimum support threshold
minsup and a minimum confidence threshold minconf set by
the user. This problem is decomposed in [24]: (i) extraction of
all frequent itemsets with support greater than or equal to
minsup; and (ii) generation of valid association rules (i.e., with
confidence greater than or equal to minconf) based on the
frequent itemsets extracted previously.

We have discussed in this section some related works on
context-aware computing, pointing some of its challenges. The
relevance and volume of context data that should be analyzed
are examples of these challenges, especially for context-based
recommendation. Next section presents our methodology that
tries to overcome these challenges.

1l. METHODOLOGY

We propose a methodology for unified and conceptual
analysis of context, based on FCA and association rules. In this
methodology, the impact of context elements is studied in two
ways: by clustering context elements with FCA, identifying
relationships among them, e.g., to detect redundant data or to
complete missing data (due to measurement problems); and by
extracting association rules to make explicit and to quantify the
strength of relations among context elements themselves and
between these and user actions. Our methodology is then
divided into three steps: 1) collection and formatting of context
elements from the user environment; 2) application of FCA and
computation of lattices to structure collected context elements;
and 3) extraction of association rules for evaluating the impact
of context elements on the user actions, for recommendation
purposes. It is worth noting that we focus on discovering
user’s usual behavior in order to analyze how context elements
influence it and then to propose him/her applications (or
actions) that he/she is more likely to execute in this context.
Different from traditional recommendation systems, we are
not interested in influencing the user’s choices, but in
detecting and reproducing them, similarly to a prediction
mechanism.
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A. Data Collection and Formatting

1) Collection of Context Elements and User Activities:

The starting point of our methodology is a set of raw data
collected by sensors or recorded in log files. This step consists
in gathering data related to user activities (i.e., applications
executed on a mobile device) and environment (e.g., temporal
information, location, network connection, etc.).

Storing contextual data is necessary for computation of
lattice and association rules, as those are based on previously
observed data. This data collection should, of course, respect
privacy legislation, in particular in terms of explicit user
agreement and anonymization. No assumption is made about
the context elements we collect. Our approach considers, in a
unified way, any context element. Potential interdependencies
(or redundancies) among them will be identified during the
analysis described in the following sections.

2) Data Formatting:

Collected raw data must be formatted in order to be
processed by FCA. The input data is organized as a set of user
activities (our objects) and a set of Boolean attributes,
corresponding to observed values of context elements. During
this phase, temporal data (i.e., timestamps) are transformed into
time intervals, and location information (e.g., GPS coordinates)
into geographical zones. At the end of this pre-treatment phase,
each user activity can be associated to obtained values. Next
step aims at extracting implicit relationships among contextual
and activity data.

B. Extraction of Relationships among Data with FCA

As explained in Section I, FCA is a mathematical method
that clusters data into concepts in lattices. We use FCA to
organize contextual information into overlapping classes at
different levels of granularity. Unlike other analysis methods,
FCA can find a natural data structure, combining the user
actions to the context elements observed during previous uses.
This structure enables the connection of contextual data with
user actions and allows building a knowledge base (e.g.,
actions 1 and 2 are always executed in a similar context,
which may suggest some proximity between these actions).
Besides, the obtained concept lattice translates the hierarchical
relationships between formal concepts, and can be used for
classification and prediction purposes.

1) Formal Context Specification:

This step consists in identifying the data elements that will
become the objects and attributes in a formal context. Formal
context corresponds to a table, similar to Table I, that combines
the activities performed by a user (objects A;) and the
corresponding context elements (attributes C;). Thus, (A;, C))
indicates if the activity A; has been performed in the presence
of the context element C;. For instance, activity A,, in Table |,
has been performed in contexts C, and Cs.

TABLE I. MATRIX REPRESENTING A FORMAL CONTEXT
ttributes | C1 Cc2 C3
Obijects
Al 1 0 1
A2 0 1 1
A3 1 0 0
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2) Construction of Galois Lattices and sub-lattice:

The formal context specified above is used to build a Galois
lattice, clustering user activities and observed context elements,
as illustrated in Figure 2.

When the lattice is not too big, its graphical representation
can be interpreted visually to identify relationships between
objects and attributes. However, the lattice grows fast when the
number of objects and attributes increases. It is thus necessary
to divide it into sub-lattices, by dividing context elements into
subsets and computing the corresponding sub-lattices.

The cross-interpretation of sub-lattices allows identifying
semantic links between context elements. Each sub-Ilattice
(focused on a given context element) brings knowledge about
activities conducted in this context and about correlations with
other context elements. This information is extremely useful to
complete missing data due to problems during data capture.

However, the analysis based on FCA has some limitations.
First, the choice made when splitting context elements into
sub-lattices may hide some relationships, which become more
difficult to see depending on the way attributes have been
separated. The second limit is that causal links between context
elements and user activities are not quantified in lattices
concepts. In other words, when multiple context elements are
observed for a given activity, the lattice does not tell whether a
context element is more “important” than another. The
extraction of association rules, conducted in the following step,
answers this question and can be wused to propose
recommendations.

C. Association Rules Extraction for Recommendation

Since activities are often used together with other activities,
those can be considered as context elements as well. Indeed,
there is often a semantic link between consecutive activities.
This link is particularly interesting for recommendation
purposes and thus for to the extraction of association rules. We
have, therefore, considered for this work that any activity
conducted within an interval of 30 minutes before a given
instant belongs to the user context at this instant. These results
form an enriched formal context, which is used as input data
for the identification of association rules.

Before extracting association rules, we define two variables
used to filter input data. Indeed, activities and context elements
that are too frequent may hide interesting association rules
among less frequent ones.

Activity frequency = n° of observations in which an activity
appears / total n° of distinct values of (extended) context
elements

Context element frequency = n° of observations in which
this context element is associated to an activity / total n° of
distinct observed activities

We have used the well-known Apriori [24] algorithm for
the construction of frequent itemsets and the extraction of
association rules. This algorithm operates in two phases: it first
identifies the frequent itemsets that have a minimal support,
then analyzes them to determine association rules whose
confidence index is superior to a given threshold.

We consider that association rules with sufficient
confidence value can be used for recommendation purposes. A
recommendation such as C;,C,,C3,A4,As = Ag means that if a
user is in the context (C,,C,,C3) and has recently made actions
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A, and As, then action Ag is recommended to him/her (as it is
very likely that he/she will perform it). The recommendations
based on association rules allow anticipating the next action of
a given user based on previous usage.

We have applied our methodology to a case study,
presented in the following section.

V. CASE STUDY

In order to demonstrate our methodology, we applied it in a
real data set, collected by a capture system on a user’s tablet.
The capture system is an Android application running in the
background, which observes at regular time intervals the
applications used and their execution context, without
interfering with them. We have experimented this capture
system with a single user during 69 days. The collected data
has been stored into a SQLite database. For this first
experiment, we have decided to consider just one user in order
to better evaluate with him the results obtained with FCA and
association rules.

A. Data Collection and Formatting

1) Collection of Context Elements and User Activities:

The capture system collects information about: (i)
applications launched by the user on her/his device (e.g.,
Facebook, Maps, Dropbox, etc.). We have identified 47 distinct
applications of different categories (news, games, social
networks, etc.); (ii) geographical locations visited by the user,
which correspond to observed GPS coordinates; (iii)
information on internal and external memory states of the
device; (iv) networks to which the user has been connected
over time. The capture system periodically observes these
context elements, associating each observation to a timestamp.
According to privacy legislation, the user involved in this
experiment has been informed of the data collection process
and has a full access to collected data, since these are locally
stored in his personal device. The user also keeps full control
of the collecting application, actively launching it.

2) Data Formatting

From the raw data collected in the previous phase, we have
created the objects (corresponding to applications) and
attributes (corresponding to observed context elements) needed
to define formal contexts. These measured values cannot be
taken into account as they are, since lattices require Boolean
attributes. This is not a problem for network data, as for
example the Network_1 attribute is set to 1 if the user is
connected to that network and to O otherwise. The possible
values of (internal and external) memories are 1GB, 2GB and
3GB. We create, therefore, 6 attributes (Memintl, Memint2,
Memint3, MemExt1, Memext2, MemExt3).

In the following, we detail the processing of temporal and
geographical data, which are more complex.

3) Temporal data processing

We have transformed the measured timestamps into 6 time
intervals per day: morning (t_Morning: 6h-12h), noon
(t_noon:12h-13h), afternoon (t_Afternoon: 13h-20h), evening
(t_Evening: 20h-00h), night (t_Night: 00h-06h). These intervals
can, of course, be different depending on users and on their
behavior. Each time range corresponds to a Boolean attribute,
associated to applications used on the device.
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Figure 1. Zoom on the use of the tablet in a city.

4) Geographical data processing

We have processed collected geographical data in order to
map them to relevant zones. We have identified these zones
using R software, instead of dividing the longitude and latitude
data into regular rectangular zones that would not be
meaningful. The strength of this approach is that the number of
zones is not fixed in advance and these zones do not need to
have the same surface. Figure 1 shows the locations observed
in our experiment. We may notice that most locations belong to
a zone, whereas others places are visited much less frequently
by the user. The mapping between each point and applications
used at this location is then achieved later according to the
identified geographical zones.

We identify all points in the dataset, which belong to a
dense zone. Points that are not associated to a dense zone are
then studied, in order to see if new dense zones appear. At the
end of this process, points that are not associated to any zone
are considered as movement locations (on the path between
two zones), corresponding to a new zone. We have finally
labeled each zone (Location_1, Location_2, etc.).

B. Formal Concept Analysis

Several tools exist for building Galois lattices, such as
Lattice Miner [25] and Conexp [26]. We have used Conexp
with the formal context described in previous section and built
the associated lattice, illustrated in Figure 2.

As explained in Section 1l1, the direct interpretation of the
whole lattice may be difficult. We have therefore divided the
original formal context and built sub-lattices. We have built the
3 sub-lattices corresponding to attributes related to location,
networks and time periods respectively. Figure 3 shows the
sub-lattice built from location attributes. It contains concepts
corresponding to groups of applications used in various
locations. This sub-lattice is much more readable than the
whole lattice of Figure 2 and can be interpreted visually.

In order to know the applications that are used in a given
geographical zone (e.g., Location_2), we only have to find the
corresponding concept in the formal context and identify the
applications in its extent, as well as all inheriting applications
(below that node). For instance, the applications used at the
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Figure 2. Global concept lattice (with all context elements).
Location_2 are ConnectBot, camera, Drive, E-mail, Calendar,
Chrome, TouchWiz, etc. Applications that are common to two
locations appear in a new node, which inherits from original
nodes. The applications that have been used both at Location_2
and at Location_3 are Calendar, Chrome and TouchWiz. The
lower a concept is in the lattice, the more specific it is, i.e., it
contains more attributes in its intent. We proceed similarly to
build the sub-Ilattice related to connection networks (Figure 4).

It should be noted that dysfunctions of the capture system
may result in missing information. Some applications could
thus not be associated to any context attribute. Therefore, they
only appear in the upper bound of the lattice, which contains no
attribute in its intent (cf. Figure 3 and Figure 4). For example,
no location could be associated to the applications: Alarm,
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Google+, Skype, Youtube... Likewise, no access network has
been captured for the calculator application.
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Figure 3. Sub-lattice corresponding to the locations context.
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Figure 4. Sub-lattice corresponding to the network context.

We notice a strong relationship between Location_1 and
Network_1 contexts, through the numerous intersections
between these context attributes in terms of related applications
(Maps, Gmail, Agenda, etc.), as shown on Figures 3 and 4.
This relationship has been validated by the user, who
confirmed that indeed Network 1 is physically located in
Location_1. Intersections like this one allow recovering
missing information, i.e., information that could not be
captured. We can, for instance, infer the access networks
associated to the calculator application (on the top of the lattice
in Figure 4), since it is often used in Location_1, which can be
associated with the Network 1 context.

C. Association Rules Extraction for Recommendation

During this step we have used an extended formal context
as an input, in which we have considered recent applications as
part of the user context, in addition to temporal, geographical
and network connection attributes. We have also discarded
very frequent applications, which do not bring relevant
information, such as system applications. The frequency
diagram of remaining applications is presented in Figure 5;
applications with high frequencies are used in a significant
proportion of contexts. This is the case for Chrome, with a
frequency equal to 0.65.

Figure 6 shows the frequencies of context elements. When
the frequency is high, the corresponding context element is
frequently associated to applications. For example, Location_1
(which is the user’s home) has a frequency of 0.65, which
means that many applications are used from there.

We have applied the Apriori algorithm [24] to the extended
and filtered applications and context elements. Apriori first
computes the set of frequent itemsets together with their
support measure, such as:

El= [E-mail, Gmail, Rai.Tv, 20minute-android, t_Evening,
Network 1, Google+], supp:11.62%

E1 is a frequent itemset (both context elements and
applications) with a support equal to 11.62 %. E1 is a set of
context elements for the user.

We have obtained about a hundred frequent itemsets, such
as the ones shown in Table 1I. We have only kept the itemsets
with a support superior to 10% for the extraction of association
rules. The choice of a low support value allows considering a
large fraction of frequent itemsets (further filtering is made
later, as explained in the following). Among all generated
rules, user has rejected only a small set (about 23%), most of
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Applications frequency diagram
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them with lower confidence values. When considering
confidence above 75%, rejection decreases to 18,5%, which
represents a promising result for us.

TABLE II. EXAMPLE OF FREQUENT ITEMSETS.
Flid Frequent itemset Supp

[t_Evening, Chrome, Facebook] 13.95%
EIF69

[t_Evening, Networkl1, Maps, 9GAG] 11.62%
EIF95

[Network1, LaStampa.it] 25.58%
EIF100

[t_Evening, Localisation1, Network1, LaStampa.it] 20.93%
EIF101

[t_Evening, Network1, Gmail] 23.25%
EIF106

[t_Evening, Networkl, Chrome] 34.88%
EIF112

[t_Night, Chrome] 37.20%
EIF117

[Network1, Chrome] 46.51%
EIF118

TABLE IlI. EXAMPLES OF RECOMMENDATIONS

Recommendations (association rules) Conf
R1 [E-mail, Gmail, t_Evening, Network1] = [Google+] 83.33%
R43 [Network1] = [Google+] 13.51%
R57 [E-mail, t_Evening, Network1] = [Google+] 83.33%
R71 [t_Night, Localisation1, Chrome] = [Facebook] 35.71%
R82 [Network4] = [Facebook] 83.33%
R86 [t_Evening, Network4, Chrome] = [Samsung Apps] 83.33%
R95 [t_Evening, Networkl, Maps] = [9GAG] 100.0%
R101 | [t_Evening, Localisation1, Network1] = | 45.0%
[LaStampa.it]

R109 | [t_Evening, Localisationl] = [Gmail] 40.90%
R123 | [t_Afternoon, Localisationl] = [Chrome] 61.11%

From these itemsets, we have extracted all association
rules. Then, we have eliminated (filtered) all rules whose
conclusion is a context element, as our goal is to recommend
applications. We have also filtered all the rules that contain
incompatible contexts in their premise, e.g., with two different
locations at the same time, e.g., [t Afternoon, t Evening,
Network1] => [Chrome]. This rule will never be used as the
user will never be simultaneously in the afternoon and in the
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evening. Table 111 shows a sample of recommendations for our
case study (with different confidence values).

We have obtained in total 144 recommendations, 38 of
which rely on association rules with a confidence equal to 1:
these recommendations correspond indeed to the behavior
identified by the user himself. Moreover, 103
recommendations have a confidence greater or equal to 50%.

V. CONCLUSION AND FUTURE WORK

In the approach presented in this paper, we have used FCA
for the management of context and association rules for
making recommendations. We have described existing context
management approaches and shown their limitations. We have
presented our methodology for context management, based on
the analysis of formal contexts, the construction of Galois
lattices and the extraction of association rules, in order to study
the relationships between user actions and contextual
information and to be able to give recommendations to users.
We have described FCA in mathematical terms for explaining
our method and the different underlying notions. Based on this
theory, we have proposed a methodology for context analysis
consisting of 3 steps. A data filtering and formatting are
performed first in order to extract a formal context and
thereafter build a lattice. The itemsets of this lattice are then
interpreted with association rules to make appropriate
recommendations and facilitate decision making. However, if
the global lattice is too large, a decomposition into sub-lattices
allows performing a visual analysis and making both an
individual interpretation of each sub-lattice and a cross
interpretation.

We have applied our methodology to a case study based on
real data: we have used the data obtained by a capture system
installed on the tablet of a user. The results have provided
important information on the context of application usage, as
well as relations between the different context elements. We
have thus deduced information about the applications on all
dimensions (contexts). We could also make appropriate
recommendations with association rules. We could also
complete the missing data due to occasional dysfunctions of
the capture system.

The approach and solution proposed in this article open
many perspectives for future work. The first one consists in
devising mechanisms to automate cross-interpretations and
associated recommendations. We will apply them to the
concepts generated by the Galois lattice and all links between
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these concepts, so as to automatically deduce an interpretation
and recommendations with association rules.

We have used so far a limited number of context elements
(geographical location, time, network connection and device
memory). In the future, we will study the relevance of the other
types of context elements to extend our approach. The same
applies to users. Indeed, we are currently extending our case
study to several users with different profiles (age, professional
activity, etc.). We will also extend our experiment to include
both automatic and non-automatic data collection, in order to
identify other context elements that could be observed.

As future work, we will try to build the relations between
actions and contexts themselves, and the relations between
users’ profiles. Thereby we seek to model a user profile (age,
sex, student/employee, needs), according to available
information, used applications, and moments, and then add
information about the applications according to the different
categories (Games, News, Entertainment, Economics,
Education, Finance, Books, Weather, Sports, Travel), then
define recommendations (Marketing, Increase sales, increase
users’ satisfaction, increase the audience). With this additional
information we can provide new predictions and recommend
new actions.

We will also apply our methodology to other case studies
with more users, and we will evaluate the recommendations
from them. In the longer term, we wish to manage context in
real time, which will raise scalability issues due to the volume
of data to be analyzed and to temporal constraints. A possible
track consists in using distributed approaches for the
construction and the update of the Galois lattice.
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Abstract—The penetration of handheld devices (especially smart-
phones) is predicted to be over one billion in the next five
years. These devices are increasingly equipped with new sensors
offering a great potential for developing context-aware mobile
applications that can enhance user experience. Unfortunately, the
data provided by these sensors are of low-level (raw data) and
diverse, ranging from physical to virtual. This makes embedding
contextual information into mobile applications a difficult task.
Presenting these raw sensors’ data in a unified format, augment-
ing them into useful high-level context information and offering
them through a well formalized standard middleware service can
make this task easier. In this work, we present the architecture of
a middleware platform that provides an open standard interface
offering high-level information to the application layer. This
platform maintains user context information in a finite state
machine through state engines. State engines that represent user
states can be added and removed any time and hence the openness
of the platform originates. The platform uses layered approach
and is composed of two relocatable layers: data acquisition-
augmentation (pre-processing) layer and decision layer. A case
study was performed to validate the functionality of the platform.

Keywords—Context Awareness; Middleware; Mobile Applica-
tions.

I. INTRODUCTION

Most today smart devices have built-in sensors that mea-
sure motion, orientation, and various environmental conditions.
These sensors are capable of providing raw data with high pre-
cision and accuracy. Every smartphone nowadays is equipped
with a set of small sensors. These sensors can be hardware-
based embedded in the smartphone (e.g., acceleration sensor)
or software-based that derives their data from one or more
hardware-based sensors (e.g., linear acceleration sensor). A
third category of sensors could be introduced, which is the
logical sensors (e.g., calendar events).

Providing mobile applications with high level sensor infor-
mation can enhance the efficiency of these applications toward
power saving and user experience. Examples are many. For
instance when the user is traveling, application that needs
synchronization with cloud services (data upload/download
through mobile network), can postpone these jobs until the user
is at home or at work in order to save battery power even if
the mobile network provides a high bandwidth data connection
over LTE (Long Term Evolution) for instance. Because once
the battery of the mobile is drained, recharging the phone
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is difficult while traveling. Another example is making the
phone silent when the user is sleeping, which enhances the
user experience. A power friendly operating system process
scheduler can swap processes from memory to persistent stor-
age while taking into consideration the user state. A reminder
application can notify the user events not only based on time
and dates but also based on his location and according to
what he/she is doing. For instance, an alarm can be set based
on date time and user states; one can choose ringing when
sleeping only, awake only, or both. Traditionally, applications
have input from the user, persistent storage, and recently from
the network via Remote Procedure Calls (RPC) for message
passing. But offering meaningful user context information
originally gathered from different physical and virtual sensors,
provides a new input source that, if standardized, will provide
a new brand of applications. Furthermore, the history of these
high-level user context information can be used as a user
signature to authenticate the user to his/her device.

In this work, we present the architecture of a middleware
platform that provides an open standard interface offering
high-level information to the application layer. This platform
maintains user context information in a finite state machine
through state engines. State engines, that represent user states,
can be added and removed any time, and hence the openness
of the platform originates. The platform uses layered approach
and is composed of two relocatable layers: data acquisition-
augmentation (pre-processing) layer and decision layer. We
also present a case study that decides about the current user
location, its purpose is to test the validity of the middleware
by mapping the different components of the application to the
different SCAMMP modules.

The rest of this document is organized as follows: Section
II presents the architecture of the middleware platform. Section
IIT describes the different blocks of the decision layer. Section
IV explains the modules of the Data Acquisition-augmentation
Layer. Section VI explores a set of related work and compares
them with our work. Section V presents a case study as an
evaluation of the functionalities of the different SCAMMP
components. Finally, Section VII concludes the paper and
presents the future work.

II. ARCHITECTURE

Fig. 1 depicts the general architecture of the middleware
platform. The application layer represents any mobile ap-
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plication that might embed context-aware information. The
Decision Layer located at the top of the middleware platform
(SCAMMP) provides the application layer with an Application
Programming Interface (API) to access high-level context-
aware information. This information is stored in a finite state
machine and represents in a real time fashion the different user
states. Hence, any application can easily integrate user context
information. At the bottom is the Acquisition Layer, its main
role is to represent the data captured from different sensors in
a unified XML format.

SCAMMP Platform l

L L L\

Figure 1. SCAMMP Architecture.

Each layer provides services to the layer above through
a well-defined set of commands (protocol). At each layer,
modules can be added and removed dynamically, hence guar-
anteeing the openness and the scalability of the platform. The
communication between the different layers is accomplished
as follows: The lower layer sends notification (using push
mechanism) to the upper layer each time a sensor notification
is received signaling the availability of valid data. If the upper
layer is interested, it issues a request asking for the new
update using a predefined protocol. Moreover, at any time the
upper layer can issue a command to the lower layer asking
for data updates. The separation of the system into different
layers offers a great flexibility for layer hosting and hence the
relocatabilty of the platform is originating.

III. DECISION LAYER

The main task of the decision layer is to maintain a finite
state machine that reflects the different user states in a soft real
time. Fig. 2 depicts the different components that build up this
layer. All components should reside in the same address space
and hence, intra-communication can be done through shared
variables.

The API component represents the interface to the applica-
tion layer and the controller component provides an interface
to the lower layer, namely the data acquisition layer. All
remaining components have no direct access outside this layer.
This layer can be hosted on the mobile device or on the cloud;
it can be relocated depending on the available bandwidth. The
history of the user states can also be uploaded on the cloud.
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Figure 2. The Architecture of the Decision Layer.

A. API

The API component is the only interface provided to the
application layer to communicate with SCAMMP. A set of
pre-defined commands (protocol) are used as a communication
mean between the application layer and the SCAMMP. In
fact, the current and the history of the different user states
will be made available to the application layer. For instance,
currently the user is at home (state) and is sleeping (attribute).
The API component has access to the state repository where
the current and the history of the different user states can be
found. The communication protocol can be simple, such as the
HTTP, where any application at the application layer can send
a request and receive response. There are two types of requests
that can be sent to the API component, one that requests a
list of the available user states and their attributes (names and
descriptions) and one that requests the current or the history
of the different user states for a specific period of time.

B. Decision engine

The decision engine is responsible for updating the dif-
ferent user states (along with the corresponding attributes).
The kernel of the decision engine is based on a mathematical
model that decides about the current user state. The decision
is based on input from the different state engines. Each time a
state engine makes an update, the decision engine is informed
in order to recheck the user state and eventually update it.
The outcome of this engine will be made available to the
application layer through the API component.

C. Finite state repository

The finite state repository is a storage system. It contains
three types of data, two of them are available to the application
layer through the API component and the third one is only for
internal use.

The first data is an XML entry list that contains an entry of
every registered state engine. The second data is an XML entry
list that stores the current and the history of the different user
states. The third data is also an XML entry list that contains
the output of every state engine. It is only for internal use and
is available for the decision engine. Because the history of the
user state could be huge after a while, it can be archived and
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uploaded to the cloud, while still be available to the application
layer.

D. State engine

Every user state can have many attributes, for instance,
home is a user state and sleeping is its attribute. Every state
engine is attached to one or more sensor agents of the lower
layer. The finite state engines take input from the sensor agents
through the controller, and produce output in the finite state
repository. The data produced by the finite state engine are
only for internal use, namely the decision engine use them as
input. The main task of the state engine is to calculate the
certainty of a certain user state and it is left to the decision
layer to decide which is the current state of the user.

Each time a sensor agent sends a notification to announce
the availability of new sensor data, the corresponding finite
state engine will be informed via the controller. It is up to the
state engine to decide whether to request or not the data. A
new finite state engine should be introduced to the controller
in order to be registered. During the registration of a new state
engine, a list of the corresponding sensor engines of the lower
layer needs to be specified.

E. Controller

The controller’s main role is to maintain the communica-
tion with the lower layer and hence isolating the decision layer
form the data acquisition layer. It receives notifications form
the sensor agents of the lower layer and forwards them to the
corresponding state engines. It sends requests to the lower layer
on behalf of the different finite state engines and forwards the
response to the corresponding finite state engines. The second
role is to maintain a list of the active finite state engines. Each
time a new state engine is introduced, it has to be registered
at the controller.

IV. DATA ACQUISITION-AUGMENTATION LAYER

The main role of the Data Acquisition-augmentation layer
(see Figure 3) is to provide a unified format of the data
collected from different sensors.

%
e

———

v A

Sensor
3

Figure 3. Architecture of the Acquisition layer.
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Every sensor whether physical or virtual will be attached
to a single dedicated agent. Once a sensor has produced a
new data, the corresponding engine will decide according to a
certain threshold whether to forward a notification to the upper
layer or not; if yes, the agent will collect the data and store
it in the data repository in a unified XML schema (see Figure
4).

Figure 4. Unified Agent Data XML schema.

These data will be made available to the upper layer
through the controller.

A. Sensors

Most smartphones nowadays are equipped with many small
sensors. As previously mentioned, some of these sensors are
hardware-based and some are software-based. Hardware-based
sensors are physical components built into handsets or tablet
devices. They derive their data by directly measuring specific
environmental properties, such as acceleration, geomagnetic
field strength, or angular change. Software-based sensors are
not physical devices, although they mimic hardware-based
sensors. Software-based sensors derive their data from one or
more of the hardware-based sensors and are sometimes called
virtual sensors or synthetic sensors. The linear acceleration
sensor and the gravity sensor are examples of software-based
sensors. Another category of sensors is logical sensors, such
as the tweets and the calendar events.

B. Agents

Most popular mobile operating system (OS) provides sen-
sor framework as an API. For instance, Android-powered
mobile devices provide raw sensor data by using the Android
sensor framework. The sensor framework is part of the android
hardware package and includes many classes and interfaces
(SensorManager, Sensor, SensorEvent, SensorEventListener,
etc.). The agents encapsulate the OS framework to provide
a homogeneous sensor data representation. A unified XML
schema is used by all agents to represent the captured sensor
data. The main role of the agent is to convert the raw sensor
data into a unified XML format (see Figure 4). Examples are
illustrated for the three categories of sensors (physical, virtual
and logical) in Figs. 5 (for the accelerometer sensor), 6 (for
the Battery sensor), and 7 (for the calendar sensor). This is
done using a threshold that is based on the difference of two
consecutive carried data. For every sensor (whether physical,
virtual, or logical) there will be a dedicated agent. The internal
implementation of the agent is sensor-dependent.
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<AgentData id="1"
time-stamp="10000"
accuracy="1">»

<values pumOfValues="3">
<value name="x"
unit="m/="2">9,45</value>
<value name="y"
unit="m/="2">1,34</value>
<value name="z"
unit="m/s"2"»2.7</valuer
</wvalues>
</LgentData>

Figure 5. Agent captured data of the Accelerometer sensor.

<hgentData id="2"
time-stamp="10390"
accuracy="1":

<values numlfValues="2">
<value name="Level"
unit="unitless">88</value>
<value name="Status"
unit="unitless">discharging</value>
</values>

</hgentData>

Figure 6. Agent captured data of the Battery sensor.

<AgentData id="3"
time-stamp="00"
accuracy="1">
<values numOCfValues="3">
<value name="eventName"
unit="unitless">Meet Manager</valus>
<value name="from"
unit="hh:mm">11:30</value>
<value name="to"
unit="hh:mm">12:10</value>
<value name="date"
unic="dd/mm/yyyy">10/12/2014</value>
<value name="reminderTime"
unit="minutes">60</value>
</wvaluess>
</hgentData>

Figure 7. Agent captured data of the Calendar sensor.

Each time a new agent is created, it has to be registered
in the controller repository using a unified XML format (see
Figure 8). Fig. 9 depicts the content of an agent’s registration
file containing three different agents.

Figure 8. Agent directory XML schema.
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<hgents>
<hgent>
<id»1</id>
<namexhcocelerometer</name>
<typerphysical</type>
</hgent>
<hgent>
€id>2</id>
<name>Camera<,/name>
<typerlogical</type>
</hgent>
<hgent>
€id>3</id>
<name>Calender</name>
<type>virtualkftype>
</hgent>
«/Lgent=>

Figure 9. Agents registration file.

C. Controller

The controller is the interface of the data acquisition-
augmentation layer to the decision layer. The controller roles
are to:

e  Maintain a repository that has an entry for every
registered agent using the unified XML format (see
Figure 8)

e  Receive notifications from the agents and issue simple
commands to the agent, such as switch the sensor data
acquisitions on and off.

e  Forward notifications to the upper layer once received
from the agents.

e  Have read access to the repository that holds the data
stored using a unified format (see Figure 4) collected
from the different agents.

V. CASE STUDY

The main goal of SCAMMP is to provide an open standard
middleware that offers user context-aware information through
an API to the application layer. Hence, any application that
wishes to integrate context-aware information can use this
API . In order to evaluate SCAMMP, we consider one case
study that decides about the current user’s location. By design,
SCAMMP is intended to host decision logic . Thus, we decided
to integrate user-location logic in order to evaluate SCAMMP
by mapping the different components of the application in the
different SCAMMP modules. It is important to mention that
this mapping is done statically in order to evaluate the func-
tionality of SCAMMP; The intra- and inter- communication of
the different SCAMMP entities is simulated (done manually
since the system is not fully implemented yet).

A. Data Acquisition-augmentation layer mapping

We define three agents required to determine the user’s
location. These agents embody the following sensors: Location
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(hardware/software sensor), network connection (software sen-
sor) and calendar (logical sensor) sensors. They are considered
as input for the “Location State Engine”. These agents convert
the raw data generated by the embodied sensors into a unified
XML data as per the schema defined in Fig. 4.

Location Agent: Both Android and IOS operating systems
offer a location framework that determines the location of
the device. It is a software-based sensor that uses the GPS,
cell tower information, and connected Wifi network to detect
the user’s location. It returns the location using the attributes:
longitude, latitude, altitude, accuracy in meters, and time. Fig.
10 is a sample data produced by the Location Agent.

<?xml wver n="1.0" encoding="utf-8"?>
<AgentData id="4"
time-stamp="1000"
[+
alues="3">

accurac

<values numl
<value name="longitude" unit="degree">35.528873</value>

unit="degree">33.8662331</value>

unit="meter">0</value>

<value name="latitude"

<value name="altitude"
</values>
</BgentData>

Figure 10. Location Agent Data.

Network Connection Agent: This agent determines the type
of network the user is currently connected to (e.g., WiFi and
Mobile Data network). This information can be obtained from
the ”Connectivity Manager” in the mobile operating system.
The agent’s role is to send a notification whenever the user
switches from one type of connection to another. The returned
data includes: connection type, connection SSID for Wifi
networks, and the set of cell towers the device is connected
to. Fig. 11 represents real sample data for a Wifi network
connection with SSID ’Alfa’.

<?xml wversion="1.0" encoding="utf-8"7>
<hgentData id="5"
time-stamp="1000"
accuracy="100">

<values numOfValues="2">
<value name="type" unit="unit-less">Wifi</valus>

unit="int">alfa</value>

<value name="ssid"
<fwvalues>
</AgentData>

Figure 11. Network Connection Agent Data.

Calendar Agent: This is a logical agent that can be either
local or hosted on the cloud. The information collected from
the embodied sensor can be used (at the decision layer) to raise
the certainty of the location obtained from other agents. Fig.
12 is a sample real data presenting a calendar event named
’Meet Manager’.

B. Decision layer mapping

The agents presented above are attached to a single engine
called “Location State Engine” at the decision layer. This
engine’s kernel can determine user’s location (Home, Work, or
elsewhere) using Relational Markov Model [7], and K-Nearest
Neighbors (KNN) Algorithm [8].
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<hgentData id="3"
time-stamp="93262"
accuracy="100">

rom">11:30</value>

it srom™ nam o">12:10</value>
it="dd/mm/yyyy" name="date">10/12/2014</value>
<value unit="minutes" name="reminderTime">60</value>
</values>

</AgentData>

Figure 12. Calendar Agent Data.

C. Simulation

The engine will remain for a period of time collecting
the locations that the user frequently visits (learning phase).
It associates for each location the active network connection
of the device and the time of identifying this location. After
collecting data, the location history is analyzed using a simple
heuristic to determine the user’s home and work locations. This
heuristic will work only for users with fixed work location,
since it is most likely that a user is at home at night time,
and at work in weekdays in the middle hours of the day.
To overcome this drawback many works have been done to
obtain personal significant places from raw location data using
Relational Markov Model, and K-Nearest Neighbors (KNN)
Algorithm. We choose to use KNN as a classification method,
for this sake we recorded the locations of a mobile holder for
3 days in a frequency of one hour. Each location is classified
by one of the labels {0,1,2} corresponding to {Home, Work,
Elsewhere} respectively. Table I presents a sample of the
collected data.

TABLE I. TRAINING DATA SAMPLE

Date Time Longitude Latitude Location
4-9-2014 | 10:06:45 | 35.5263591 | 33.8657569 1
4-9-2014 | 11:05:37 | 35.5181525 | 33.8368607 2
4-9-2014 | 12:45:07 | 35.5638238 | 33.8653605 1
4-9-2014 | 14:45:40 | 35.5291208 | 33.8660798 1
4-9-2014 | 15:03:26 35.528873 33.8662331 1
4-9-2014 | 16:19:06 | 35.5146795 | 33.8498035 0
4-9-2014 | 17:21:33 35.514577 33.849815 0

During the training phase the “Location State Engine”
uses only the Location Agent, it transforms the training data
(longitude, latitude) into a matrix. This matrix is the input of
the processing phase where the KNN classifier is obtained. As
a simulation, we used Matlab [9] to create the classifier. The
produced classifier predicted incorrectly 3% of the training
data for k=3. The output of the state engine is an XML
file dedicated for internal use (see Figure 13), it is used by
the decision engine to aggregate outputs from different state
engines and provide the final users state through the API.

After setting the classifier, and in order to save battery
power, the “Location State Engine” can use the active net-
work connection to decide the user’s location without using
the Location Agent. Since the device usually connects, the
accuracy of the decision is raised by the calendar events. So
if an event points that the user created a shopping checklist
or have a meeting at a specific hour, the engine could confirm
his location in the shop or at work according to the time.
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<StateEngineData id="1"
time-stamp="293722"
accuracy="80">
<values numlfValues="1">
<wvalue :ane="Locatioj">ﬂome<f?a;:e>
</values>
</StateEngineData>

Figure 13. State Engine output sample.

VI. RELATED WORK

The multiplicity and diversity of sensors embedded within
mobile devices makes context aware applications difficult to
develop, so middleware solutions were proposed to provide an
abstraction layer between the operating system and applica-
tions. In this section, we review some of proposed middleware
solutions of the context-aware systems.

Baldauf et al.[1] in their survey over context aware sys-
tems, concluded that there is a common layered conceptual
framework for most systems: Starting from the low level
(Sensors Layer) passing through the Raw Data Retrieval Layer
and Preprocessing Layer that raise the level of abstraction of
context data. Then the Storage and Management Layer that
provides an interface for the Application Layer to obtain what
is needed from the collected data. Although most systems
have a common architecture, but they differ in the kind of
target applications they serve. Some of the architectures gather
information for general context-aware applications, such as
smart homes, intelligent vehicles, and context aware hospitals.
Other systems, including SCAMMP, are specialized for mobile
devices.

Henricksen et al. [2] proposed the PACE middleware that
supports heterogeneity, mobility, traceability and control, and
deployment and configuration of new components, which are
some of the requirements for context-aware middleware. On
the other hand, it doesn’t achieve the scalability requirement.
This middleware is developed for context-aware systems in
general rather than mobile devices. The middleware is divided
into 3 layers: Context Repositories Layer, Decision Support
Tools Layer, and Application Components Layer. Dey et al. [3]
presents a framework that supports the rapid development of
general context-aware applications. Using the Context Widget,
Interpreters, Aggregators, and Services, it separates the context
acquisition from the use of context in the application. The
Context Toolkit was implemented to instantiate the frame-
work, but it is limited in scalability and ease of deployment
and configuration. Another generic context-aware framework
is CMF [4]. It is a scalable context-aware framework that
enables processing and exchange of heterogeneous context
information. The Context Source uses reasoning techniques to
integrate data collected from different sensors, and offers them
to the Context Provider. The framework takes benefits from
user profiles stored in the User Management component. The
sentient object model is proposed by the CORTEX [5] project
for the development of context-aware applications in mobile
ad hoc environments. A sentient object is a mobile intelligent
software component that senses the surrounding environment
via sensors and other sentient objects. It consists of three parts:
Sensory Capture, Context Hierarchy, and Inference Engine.
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The model was improved more in [6] by adding the reflection
capability and the Service Discovery component. It was also
tested by building an intelligent vehicle application.

All the referenced approaches are similar to SCAMMP
in the way they collect data from different sensors, raise its
abstraction level, and offer context information for applica-
tions. But SCAMMP is a standard, relocatable, and scalable
middleware for applications targeting handheld devices. Using
the layered approach allows any of the layers to be hosted on
cloud. In addition, the collected data can be stored on a remote
server to overcome the storage limitation. The scalability of
the middleware is obtained by using a unified XML schema to
register additional state engines and physical, virtual, or logical
sensors. The provided API feeds applications with high level
context information in a finite state model that represents the
user’s state (Home, Work, Traveling, etc.).

VII. CONCLUSION AND FUTURE WORK

The main goal of SCAMMP is to provide an open and
standard middleware, that offers user context-aware infor-
mation to the application layer through a well-defined API,
which can be accessible by any future application wishing to
integrate context-aware information. SCAMMP is open in a
way that new user state engines can be added dynamically. It
is relocatable allowing, for instance, the decision layer to be
hosted on the cloud. It uses standard protocol for inter-layer
communication and URI for name spacing. These different
aspects (standard, open, and relocatble) distinguish SCAMMP
from the currently proposed middlewares. Our current and
future works are the detailed design and implementation of
SCAMMP, and its evaluation through different case studies.
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Abstract—Context-aware services using smartphone have been
proliferated for ubiquitous computing. However, the capacity
of smartphone battery is extremely limited so that the services
cannot be effectively used. In this paper, we propose a low-
power context-aware system using tree-structured Bayesian
network. Bayesian network, one of the probabilistic models, is
known to handle the uncertainty flexibly. A well-known
problem of the probabilistic model, however, is high time
complexity, which leads to significant consumption. To reduce
the time complexity, we propose a tree-structure learning
method. The key idea lies in how to consider the relation of
each node. For the reason, we conduct the spanning tree based
on the mutual information among nodes. The data for
experiment were collected from Android phone for two weeks.
The amount of the collected data is 7,464. The accuracy of
proposed method achieves 94.13%. The energy consumption is
measured using the power tutor application.

Keywords-Low-power consumption, context-awareness, tree-
structure Bayesian network, Structure learning.

l. INTRODUCTION

Recent proliferation of the smartphones leads to
developing a large variety of applications and investigating
on the use of various sensors through context-awareness.
Previous researchers focus on the accuracy of context-
awareness using all possible sensors [1]. The battery capacity
of smartphone is well behind the development of service
application. In a typical case, the user has to carry an extra
battery or charge it frequently. There is the critical issue of
how to reduce the battery consumption for the context-
awareness in smartphone.

In this paper, we propose a low-power context-aware
system using tree-structure Bayesian network. Bayesian
network is one of the powerful probabilistic methods for
context-awareness [2]. It can infer context in uncertain
situation or with the incomplete data. However, the
probability model generally has high time complexity,
because the model has to calculate the probability of each
node every time. It causes the significant consumption for
context-awareness in smartphone. We propose a tree-
structure learning method to reduce the time complexity.

We compare the accuracy using different structure
learning methods and evaluate the time complexity of the
proposed method. In addition, we verify the low-
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consumption feature of the proposed method in a real
smartphone environment.

The paper is organized as follows. Section 2 presents the
related works for context-awareness, battery problem, and
Bayesian networks. Section 3 describes in detail the
proposed low-power context-aware system. Finally, section
4 reports the experiments conducted to compare the power
consumption of the proposed method and the monolithic BN.

Il.  RELATED WORKS

A. Context-aware service in smartphone

Context-aware services aim to provide the convenient
services to users who are in the contexts recognized. Context
is all the information related to the interactions between user
and applications [3]. Interactions are becoming important as
research in pervasive computing progresses. Context-aware
services in smartphone recognize the situation and provide
services. The applications are developed using various
Sensors.

Lee and Cho proposed a method using the KeyGraph and
Bayesian network to infer mobile life log [4]. Ravi, et al.
proposed battery management service [5]. The service
recommends the battery charging time depending on current
state. Phithakkitnukoon and Dantu proposed a three-step
approach in designing the model based on the embedded
sensor data for controlling alert mode [6]. Lester, et al.
presented the approach to building a system that exhibits
these properties and provided evidence based on data for 8
different activities; Sitting, standing, walking, walking up
stairs, walking down stairs, riding elevator down, riding
elevator up, and brushing teeth [7]. Santos, et al. described
the architecture, operation and potential applications of a
prototype system developed within the User-Programmable
Context-aware Services (UPCASE) project [8]. A lot of
applications have applied to the context-awareness. However,
these previous works lack of dealing with the power
consumption of smartphone.

B. Bettery lifetime problem

Fig. 1 shows the key features of mobile devices.
According to the TIME Mobility Poll, conducted in June and
July 2012, the main issue for mobile users is battery life. 62
percent of American mobile users wish for improvements in
that area. Device size does not seem to be a problem for most
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of them, as only 5 percent of American users want a smaller
device. Because the battery life is short, the user has to carry
an extra battery or charge it frequently. There is the critical
issue of how to reduce power consumption for context-
awareness.
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Figure 1. Key features of mobile devices by TIME Mobility Poll.

Many researchers have proposed low-power application
using context-awareness for solving the problems. Seo, et al.
proposed a context-aware configuration manager for
smartphones [9]. The system changes the configuration of a
smartphone according to the user-defined policy rules.
Bareth and Kupper proposed a hierarchical positioning
algorithm [10]. The algorithm dynamically deactivates
different positioning technologies and only activates the
positioning method with the least energy consumption.

Miraoui, et al. proposed limited resources-aware service [11].

The system changes the services considering the current
resources of mobile phone. These researchers lack of
reducing the power consumption of the context-aware
module. In this paper, the learning method maintains the
advantage of probabilistic model and reduces the time
complexity for the power consumption.

C. Bayesian networks

Bayesian network is devised as a powerful technique for
handling the uncertainty. Bayesian network has a structure of
a directed acyclic graph which represents the link relations of
the node, and has conditional probability tables (CPT).
Assume that a node is independent of each other.

PU)=P(AL Ay AY)
= P(ADP(A [ A)..P(A [ AL Ay, Avy)

=TTPA 1 pa(a)).
i=1

)

The conditional probability distribution of variable A can
be represented as P(A| pa(A)) , where pa(A) denotes the

set of parent variables of variable A, where U is a set of
node, and the joint probability distribution is computed by
the chain rules as (1).

There are two approaches to identify the structure and
parameter of Bayesian network. The first approach is to learn
model from the data on problem domains. The structure
learning is useful if we have a lack of understanding about
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the system. The method requires the sufficient amount of
data, but it is not easy to obtain reliable data in many real-
world problems. The second one can be construct it based on
the domain knowledge. The experts identify the structure and
set of parameters according to their knowledge, if we do not
have enough data in the domain.

The time complexity of the Bayesian network is
calculated using the LS algorithm as follows [12]. Here,
n represents the number of nodes, k represents the
maximum number of parents for each node, r denotes the
number of values for each node, and w represents the
maximum number of clique.

CMPX =O(k3n* +wn? + (wr" +r")n) )

D. Structure design of Bayesian network

TABLE I. RELATED WORKS FOR REDUCING INFERENCE TIME
Authors l}l(ecessny of Extra Description
nowledge procedure
Using only relevant
Pearl [13] X o CPT about current
inference
Heckerman Removing the
and uncertain interaction
0 X
Breese between causes and
[14] effects
Zhang and Removing weak
Poole X X dependencies
[15] before inference
. Removing weak
Kjaerulff X (0] dependencies before
[16] ;
inference
Koller and 0 X Applying object
Pfeffer [17] concept to BN
Oude. et al. Hierarchical m_odular
[118] 0 X approach designed
for multiple agents

Bayesian network is a robust tool for practical problems
which involve high level of uncertainty. However, utilizing it
in the large-scale domains is difficult because considerable
effort is put on designing and maintaining the network.
Besides, it is unable to entirely apply on ubiquitous devices
since lots of computation power and resources are required
in the inference process. For these reasons, there have been
many studies on reducing the time complexity. Table |
shows two types of the related works for reducing inference
time. First, the necessity of knowledge implies that the
network is not designed automatically. Second, when the
system infers, it needs extra procedure for modifying the
network structure.

The Noisy-OR model was proposed by Pearl [13]. The
model can compute the distributions required for the CPT
from a set of distributions, elicited from the expert, and the
magnitude which grows linearly with the number of parents.
Heckerman and Breese proposed an extended version of the
method called Noisy-MAX Gate [14]. This method showed a
collection of conditional independence assertions and
functional relationships and removed the representation of
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the uncertain interactions between cause and effect. Zhang et
al. removed weak dependencies before inference [15]. The
method evaluated the relation of each node with query node
and modified the structure of network through removing the
nodes and edges. Kjaerulff presented a method for reducing
the computational complexity through removal of weak
dependences [16]. Koller and Pfeffer proposed a method
where Bayesian network is applied to an object concept
called OOBN [17]. This method used a Bayesian network
fragment to describe the probabilistic relations between the
attributes of an object. Oude divided BN model into several
smaller multi-level modules and inferred each module
sequentially from the low level to the high level [18]. Its
composition is similar to MBN, but it restricts the networks
in hierarchical structure.

The previous works in the table have problems. If the
design method needs domain knowledge, it requires the time
to analyze the domain. If the system needs extra procedure, it
consumes extra battery. To solve these problems we propose
a tree structure learning method.

IIl.  LOW-POWER CONTEXT-AWARE SYSTEM

In this paper, we propose the low-power context-aware
system. The proposed method considers for the power
consumption of inference module.

Data collection Context-aware module

module
Accelerom N Context
eter management
-'

=

Light >

Bayesian network
DB

Gyroscope — ¥ Network learning module

Parameter
learning
L Collected data
DB

Figure 2. System architecture

Battery |

Data preprocessing module

Time Rt

Mobile log >
Tree-structure
learning
App log P

Fig. 2 illustrates the system architecture. The system
consists of four modules: Sensor collection, data
preprocessing, network design, and context-awareness. In
this system, we do not use the sensors that require high
power consumption. The sensor collection module obtains
the continuous sensor data in smartphone. The data are sent
to the data preprocessing module that discretizes them using
decision tree. The network learning module trains the
structure and parameter of the BN. The context-awareness
module infers user situation using the tree-structure Bayesian
network. If the result of inference is higher than the threshold,
it is the current situation.
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A. Sensor data preprocessing

The proposed system focuses on how to reduce the
power consumption for context-awareness using sensor
information. Therefore, the other source that generates the
energy consumption such as memory, synchronization, and
so on, is not considered in the system. Abdesslem, et al.
measured the energy consumption of different sensors as
shown in Table Il [19]. Each sensor runs continuously on a
Nokia N95 8GB smartphone until the battery was depleted.
In this research, the power consumption of GPS is 623mW,
and it is 6 times more power consumption than the
accelerometer sensor.

TABLE I1. POWER CONSUMPTION IN SENSORS
Sensors Battery life (hrs) Coﬁg’j;asgoﬁlo‘(’vni\r,v)
Camera 35 1258

IEEE 802.11 6.7 661
GPS 7.6 623
Microphone 13.6 329
Bluetooth 21.6 211
Accelerometer 45.9 96

We select the sensors which can use during half-day
because of the battery life time.

X axis  Yaxis  Z axis  OrientaticPitch  Roll
022984 8389083 8283937 78.09244 577119
2.27928 7.9675%03 5477933 8218597 -49.7656
0191536 548751 5822699 63.09831 -43.964 -5.35287 312 036 4212
-3.00712 5315126 1L21444 TL23709 -18.1507 -19.5634  -17.34 L44  -44.83
1436521 3533842 5554548 5531022 -30.242 -6.72346  -37.56 -7 -3558
016281 -3.75411 9844957 63.49014 8.344509 2910431 -4L76 3024 25.8
1647211 7.31668 -L78129 13.79346 284995 3.336133 306  3ILEB 3276
35913 2911349 262405 250.4009 312422 54.0916  27.66  25.62 7.78
767102 10.52714 -L34409 2440992 -52.0354 -36.8056 354 156 2448
-2.78685 13.61933 -6.6063 284.0452 -74.0856 947077  4LZ2  -165  -1.56
5.77481 9.433155 -3.47638 2721701 -68.8965 -21.1027 378 -22.08 [¥7
819775 4520253 3926491 267.149 -77.119 -12.7805 4044 1464 1164
133692 9356541 0.938527 291223 56512 26.1563 3708  -15.06  10.68
775673 BA6SE38 -2.16436 2483102 -66.5607 -23.3265  42.36 286 78
14.1545 13.54161 -3.07416 2583507 -45.9125 -44.0226 365 642 1458
-7.87214 5161053 -110133 284.9868 -57.2688 -23.4543 426 45 504
6.42604 1198059 -LS7705 256.9636 -38.9338 -49.3785  37.38  -102 1836

Magnetic] Magnetics Magnetic: Proximity light  Gyrol  Gyroz  Gyro3
656882  -37.38  -1848  -285 4435 0.060781 -0.67562 -0.12126
35679 417 135 2412 7461 0.376598 3.172834 0.534202
3754 0460896 2666427 -0.57973
4353 -2.03082 -1.85245 -162215
10003 -0.91935 0572381 0.939511
11076 1686599 0.640798 0.586125
121 283105 -2.25104 1138653
304 216613 1440115 1304503
147 L3842 484844 1579697

8 1054048 -15109 1498758

80 -3.43551 -2.70033 -118752

4 L169502 5180137 -0.91996

31 245813 -6.2405 -0.98471
2 1465436 1430206 -0.40897
12 -187749 -3.80203 189299
3 237657 -1.95752 2.866791
4 -0.99632 0311541 -0.74037

Figure 3. An example of the sensor data collected

Fig. 3 shows an example of the sensor data collected. If
these continuous data were used as the states of the input
values, the time complexity of network would be very high.
It affects to increase the size of CPT because it is related to
the number of the states of values [2]. In other word, if the
continuous values map to the states of the value, the number
of state is almost infinite. For this reason, the states of sensor
data are preprocessed.

TABLE III. DEFINITION OF INPUT AND OUTPUT
Type Sensors Values
Sensor: Accelerometer: X_axis {Low, Middle, High}
Sensor: Accelerometer: Y_axis {Low, Middle, High}
Sensor: Accelerometer: Z_axis {Low, Middle, High}
Sensor: Accelerometer: . .
Input Orientation {Low, Middle, High}

Sensor: Accelerometer: Pitch
Sensor: Accelerometer: Roll
Sensor: Magnetic:1
Sensor: Magnetic:2

{Low, Middle, High}
{Low, Middle, High}
{Low, Middle, High}
{Low, Middle, High}
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Sensor: Magnetic:3
Sensor: Proximity
Sensor: Light
Sensor: Gyro:1
Sensor: Gyro:2
Sensor: Gyro:3

{Low, Middle, High}
{Low, Middle, High}
{Low, Middle, High}
{Low, Middle, High}
{Low, Middle, High}
{Low, Middle, High}

{Sleeping, Exercising,
Moving street, Having
meal, Shopping,
Studying, Viewing}

Output User: Situation

There are two discretization techniques. First, the range
of input values can be divided into a predefined number of
intervals of equal width. Second, it can be divided using
statistical methods. A decision tree is one of the powerful
and popular tools for making rules. All the continuous input
such as accelerometer, gyroscope, and so on make the rules
with a range of the division using the decision tree, because
the input data do not need to change into the semantic data. It
just needs to divide three ranges: Low, middle, and high.

The General Social Survey (GSS) collected the data on
social trends in order to monitor changes in the living
conditions [20]. The survey defined the category of situation.
The output of network is defined with referring to the survey.
Table 111 represents the input values and output values.

B. Tree-structure learning

The purpose of tree-structure learning is to reduce the
time complexity by considering the relation of each node.
The proposed method does not need the extra computational
time for modifying the structure. In addition, the method
does not need expert’s knowledge because of learning from
the collected data. Fig. 4 shows the flowchart of the proposed
method. The learning method consists of six steps.

Calculate mutual

information

Select maximun weight
edge N; to N;

‘ Set edge to weight ‘
Make maximum
weighted spanning tree
Make sub-trees
Link sub-trees using
intermediate nodes

Link intermediate nodes
to class node

Delete edge N, to N;

Select all no

node?

Figure 4. Flowchart of tree-structure learning method

First, we calculate mutual information with the relation
of class. The mutual information is to calculate the relation
between the attribute X and attribute Y from data as (3).

>

n EN;.njEN;cEC

i (NisN;/C) = P(n.n p(ni/e)p(n;/c) ©

i le)IOQ
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The attributes N; and N jare used for input nodes in the

network. The class C represents the output node in the
network.

Figure 5. Creation result of maximum spanning tree

Next, maximum spanning tree is created using the
calculated mutual information. The mutual information sets
the weight of spanning tree. The tree randomly selects one
node. Then, it selects another node that has maximum weight
from the node. If the link does not create cycle, the node is
selected. This procedure is repeated until all nodes are
selected. Fig. 5 shows this step. In this figure, node 1 is root
node. That is selected randomly. Nodes 6, 3, and 14 have the
higher degree of association to the node 1 than other nodes.
Nodes 7 and 5 have the highest degree of association to node
6.

Input:
Node N, Mutual information Iij

Output:
Maximum spanning tree

Setting the link weight to I; ;
Select node N; ;
While (Not all nodes N are selected)
Link Njto N, Ij; has the maximum weight;
If (Cycle is created by the link)
Delete link N to N j ;

Return to the first step;

Figure 6. Creation algorithm of maximum spanning tree

Level 1
Level 2
Level 3
Level 4
Level 5

Level 6

Figure 7. Grouping the maximum spanning tree
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Fig. 6 shows the creation algorithm of maximum
spanning tree. The network can maintain the relation of each
node though this algorithm. Third, the method constructs a
sub-tree through grouping some nodes by considering the
relation of each node. Fig. 7 shows how to make sub-trees
when the group level is 1. The group level means how many

depths can be grouped.
@0 ® O

Figure 8. Creating tree-structured network

The group links to an intermediated node, which is used
for considering relation of the grouped nodes. Finally, the
class node links all intermediate nodes. Fig. 8 shows the final
step. The parameters of the network are trained using
Maximum Likelihood Estimation (MLE) [2].

IV. EXPERIMENTAL RESULTS
A. Experimental setting

The data were collected from three graduate students for
two weeks. We used the Samsung Galaxy S3. Android

phone collects sensor data twice per a second, and the

amount of the collected data is 7,464.
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Figure 9. Learned tree-structured network

data: Accelerometer, magnetic, gyroscope, light, orientation,
pitch, and roll. Fig. 9 shows the tree-structured network
using the proposed structure learning method. The network
consists of fourteen input nodes, four intermediate nodes,
and one output node. The monolithic BN is also trained

using EM algorithm [2].

B. Time complextity

This experiment verifies that the proposed method has
lower time complexity than other methods. We calculate it
using LS algorithm. We compare monolithic BN (BN), Tree-
agumented BN (TAN) and the proposed method. It is
assumed that the number of clique w equals numbers of
parents k . The maximum number of states is 7. The
maximum number of parent node of monolithic BN is 7
while the maximum number of parent node of the proposed
BN is 1. The number of state of the intermediate module
changes 2 to 15. Fig. 10 shows the time complexity of each

method.

1E413
131E+12
1E+12 IT
[
1E+11 I'
1E+10 f
|
|
‘E’ 1E+09 If
[}
- /
2 100000000 |
€ |
E 10000000 |
£ |
£ 1000000 |‘I
100000 ‘.‘
|
10000 |
1971
o l0 124 145 165 187 208 229 250 271 292 313 33
82 82 S
100 e
10
1
12 13 14 15 TAN BN

2 3 4 5 6 7 8 9 10 1
Type of network

Figure 10. Time complexity usng EM algorithm
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Figure 11. Comparison of energy consumption

We collected on seven situations: Sleeping, exercising,
moving street, having meal, shopping, studying, and viewing.
When they collected the data, the smartphone was put into
their pocket. The students selected the situation and
conducted it. We learned the network using seven sensor
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The experimental result shows that the time complexity
is slightly increased according to the number of states in the
proposed network. However, the time complexity of the
monolithic BN is dramatically increased in comparison with
the proposed network. To verify the relation between
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reducing the time complexity and reducing the energy
consumption, we measured the energy consumption using
power tutor application [21]. The application infers 100
times per a second. Fig. 11 confirms the difference of the
time consumption of the monolithic BN (BN) and the
proposed BN (PBN). Although the monolithic BN consumes
the 1,954J for an hour, the proposed BN consumes the 960J
for an hour.

C. Comparison of accuracy

We conduct 10-fold cross validation to calculate the
accuracy of each network as shown in Fig. 12.
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Figure 12. Accuracy of the networks

As a result, although the proposed method has slightly
lower accuracy than monolithic BN, there is the relatively
small difference of the time complexity. If the system selects
eight or nine as the number of states, the accuracy of the
network is 93.72%, although the system can have better
battery life than monolithic BN.

V. CONCLUDING REMARKS

In this paper, we have proposed tree-structure learning
method for a low-power context-awareness. The method
does not require the extra computational time and the domain
knowledge considering the relation of each node. The system
is aware of seven situations. To verify the efficiency of the
proposed system, we compare the accuracy of the proposed
method against the monolithic Bayesian network and
calculate the time complexity. In addition, we confirm the
power consumption using power tutor application and verify
that the system has lower consumption than the monolithic
BN. We will improve the method through modular approach
by considering the relation of nodes. The system will be
applied to various context-aware service applications.
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Abstract—Virtual worlds has emerged as an environment of
great interaction and immersion, where students have at their
disposal different types of tools which are necessary for carrying
out its activities. The objective of this paper is to present a
proposal for developing an immersive environment for teaching
Computer Networks that fits to the context and cognitive profile
of the student. For this, the OpenSim [1] virtual world and the
environment Moodle [2] are connected by the technology Sloodle
[3]. In the immersive environment, agents with rules of Artificial
Intelligence (AI), which offer support to learners according to
these cognitive characteristics and their level of expertise.

Keywords—Virtual World; Artificial Intelligence; Cognitive Pro-
file; Expertise; Computer Networks.

I. INTRODUCTION

With the increasing use of Information and Communication
Technologies (ICT) in the educational scenario, several needs
were emerging and making necessary a reflection on the new
paradigms of computing in education. In this context, many
studies have been conducted in immersive virtual environments
to be able to provide the student interaction with learning
objects and the ability to be immersed in the environment
[4]1[51(6].

Through the virtual worlds, for example, Second Life [7],
OpenSimulator [1] and OpenWonderland [8] it is possible to
create immersive virtual environments. However, the creation
of immersive environments focused on education requires
many factors to be considered, such as educational objectives
and teaching strategies based on well-defined learning theories,
friendly design and objects that are able to encourage the
interaction and collaboration among users.

This paper aims to present an immersive virtual environ-
ment in development, which not only includes features of
an educational environment, but too characteristics of con-
text awareness, because it provides personalized assistance to
students according to their cognitive profile and their level
of expertise. For that, Intelligent Pedagogical Agents (IPA),
has been implemented through rules of Al, since, according
to Soliman and Guetl [9], in an Immersive Virtual Learning
environments, it is expected that the learner will have great
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flexibility, faced with numerous learning opportunities and
therefore it requires intelligent support and guidance.

Immersive experiences tend to further the engagement
between students with the objectives established in the en-
vironment; thus, it is also possible to claim that the IPA could
contribute significantly in helping the students, because accord-
ing to Soliman and Guetl [9], IPA can act as a teacher, learning
facilitator, or even a student peer in collaborative settings.
The TPA will guide the learner in the virtual environment,
explain topics, ask questions, give feedback, help the learner
collaborate with others, provide personalized learning support,
and act upon the learner in different times and in virtual places.

This paper is organized as it follows: theoretical references
are presented in Section II, which exposes some concepts about
immersive virtual environments and artificial intelligence; in
Section III, a metodology is presented. Section IV presents
the proposal and related work. Conclusion and future work
are discussed in Section V.

II. THEORETICAL FOUNDATION

This Section aims to identify the main concepts related to
the use of Al in Immersive Environments for supporting the
processes of teaching and learning.

A. Virtual Worlds

Also known as immersive virtual environments or meta-
verse, virtual worlds are tools that simulate the real world
environment in three dimension (3D), providing the user with
a controlled environment experience with many possibilities.
According to Bainbridge [10], they are defined as persistent
online computer-generated environments where people can
interact in a comparable way to the real world, either for work
or for leisure.

Virtual worlds allow performing many activities, including
training and tasks of educational character. According to
Valente et al. [11], 3D virtual worlds enable the inclusion
and practice of activities for experiential learning, simulation,
modeling of complex scenarios, among others, with oppor-
tunities for collaboration and co-creation that cannot easily
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be experienced on other platforms. Medina [12] reinforces
this by stating that the learning gained through the personal
experiences of the participants and their interactions with
other participants, becomes more productive, dynamic and
consolidated.

We can quote as examples of metaverse Second Life,
OpenSim and OpenWonderland. This project will work with
OpenSim because it is open source, it has extensive documen-
tation, and also, according to Voss et al. [13], it allows the
creation of the virtual world, in which all desired objects are
placed, such as the creation of classroom, chairs, interactive
scripts, among others. Also, this tool is used by the research
group in which the authors of this paper belong to.

B. Artificial Intelligence

Artificial Intelligence is an area of computing that for years
has been devoted to propose methods, techniques and tools that
may be able to represent human knowledge in artificial sys-
tems. Besides, according to Liu et al. [14], artificial intelligence
is the science of research, design and application of intelligent
machines or intelligent system to simulate intelligent human
capabilities and extension of human intelligence.

Filho [15] suggested that these methods and techniques
should allow the computer to simulate the behavior aspects of
intelligence, such as playing chess, proving logical theorems,
understanding specific parts of a natural language, for example,
Portuguese, among others.

However, other authors such as Liu et al. [14], Pollock [16],
and Singh and Gupta [17], state that the AI should also be
able to be aware of and demonstrate cognitive skills (problem
solving, reasoning, and be autonomous to the point of being
self-taught) and not just replicate knowledge.

C. Intelligent Agents and IPAs

Intelligent agents in the educational context are widely
used as tools to support students with the goal of supporting
the student interaction with the environment they are situated,
providing personalized learning. In this context, Tyugu [18]
understands that intelligent agents are software components
that possess some features of intelligent behavior that makes
them special: proactiveness, understanding of an agent com-
munication language (ACL), reactivity (ability to make some
decisions and to act).

Some authors such as Guetl and Soliman [9] and Garrido
et al. [19] define intelligent agents used in education as IPAs,
which, according to Guetl and Soliman [9], IPAs combine
different characteristics including artificial intelligence capa-
bilities to enrich the learning environment. Already Garrido et
al. [19], states that they are software agents, which have ed-
ucational purposes. They are able to communicate, cooperate,
discuss, and guide other students or agents.

Moreover, Soliman and Guetl [20], elect five Pedagog-
ical Agents Functional Requirements, which are: Learner
interface requirements, Autonomy, Cognitive abilities, Agent
Social Abilities, Environment and Context Awareness. For
the development of this research, were approached three of
these concepts: Autonomy, Cognitive Abilities, Environment
and Context Awareness. The autonomy of the IPA is critical
because that is how you will give origin to the processes of
learning in virtual worlds, through interactions, explanations
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of classes, 3D objects or scenes. Another interesting point
related to this research is the question of Context Awareness,
because, according to Soliman and Guetl [20], inside a virtual
world, this is related to the ability of the agent being able
to discovering, constructing or suggesting learning resources,
scenarios or scenes that are suitable to learner abilities and
goals.

D. Context Aware

Context aware computing is characterized by performing
the collection of various information involving the user, i.e.,
computational context of the user, physical and time. Thus,
information is collected about the environment, in which its
location and computational device used. According to Dey
[21], context is any information that can be used to characterize
the situation of entities that are considered relevant to the
interaction between an user and an application.

Systems that use context information to provide personal-
ized services to users, such as the adaptation of content and
tools according to the user preference, may be considered
a sensitive environment to the context. For Baldauf et al.
[22], these are able to adapt their operations to the current
context without explicitly requiring the user intervention, thus
seeking to maximize their usability and effectiveness, taking
into account the environmental context. Possible applications
are the tour guides, restaurants, smart homes, among others.

According to Knappmeyer et al. [23], context area can be
considered as an interdisciplinary field of research involving
artificial intelligence, mobility, human-machine interaction,
among others, in which, many researches have been conducted
to overcome existing challenges.

In this aspect, information about the context of the cog-
nitive profile of the user and their level of expertise will
be used, which will be incorporated into the API from the
implementation of rules on Artificial Intelligence, as described
in Section IV.

III. METHODOLOGY

The development of this study arose from the need of a
tool that can contribute and assist students in their learning
process in the discipline of Computer Networks. This research
proposes a different approach to the theory-practice relation-
ship in the discipline of Computer Networks approach through
an immersive virtual environment. For this purpose, a set of
steps that the environment should suit were developed, as it
follows:

The first phase was characterized by a survey of the theoret-
ical reference about the topic, where also the technologies that
would be used in the development of this work were defined,
as shown in Figure 1.

The technologies discussed were WampServer [25], Moo-
dle [2], OpenSimulator [1], Sloodle [3] and Firestorm [26]:

e  WampServer was selected because it is free, hosts
the necessary applications for the operation of tech-
nologies and includes three elements: MySQL, PHP
and Apache. It creates a local server that will host
the MySQL database application of OpenSim and the
learning environment Moodle.

e Virtual Learning Environment (VLE) Moodle was
selected because it is open source and widely used
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Figure 1. Technologies used. [24]

by the research institution of the authors, as well
as OpenSimulator. Moodle materials and activities
related to the discipline of Computer Networks were
available and they were displayed to the students
through Sloodle technology.

e Sloodle technology was chosen because it is open
source and its performs integration between OpenSim
and Moodle, thus enabling the display and interaction
of materials available on the VLE for users of Open-
Sim. As for the Firestorm viewer, which is used in the
projects of the research group of the authors, it has the
function of making the connection to the virtual world,
plus allowing importation of several objects, as already
discussed by Nunes et al. [27], which highlighted the
importance in choosing a viewer.

The second phase addressed the implementation of immer-
sive virtual environment in OpenSim. In addition, a course
was created in Moodle, inserting contents about Computer
Networks.

As the research is still in progress, other phases will be dis-
cussed: lesson plan, learning objects in 3D, instructional design
and theories of learning in immersive virtual environments,
and finally, evaluating the environment with undergraduate
students.

IV. PROPOSAL

This study presents a work in progress, which involves the
development of an immersive virtual environment for teaching
Computer Networks. In this environment, it will be used
context information of students for the adaptation of materials,
tools and activities to their cognitive profile. This same context
information will also be used to define the level of expertise
of the student. Such context information is very important
for the process of teaching and learning of students, because
through the adaptations of contents to the students and the
support offered by the intelligent agent, it is possible to offer an
appropriate, personalized and objective support to the learner.

In addition to the cognitive profile information and level
of expertise, this environment also aims to gather information
about the progress of the process of student learning through
Sloodle Tracker, where it is possible to monitor the progress of
students within the immersive environment. With this tool, it
is possible to obtain location information of the student within
the environment and monitor their activities. In this sense, it
is intended to make the intelligent agent follow the student
activities and offer him support in cases of difficulty.

Thus, the environment will advance to collect information
about the cognitive profile and level of expertise (Figure 2).
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Later, it will collect information about the student learning pro-
cess. From this information and with the formulated context,
it will be possible to implement via Al, rules so that the IPA
can offer adequate support to the needs of the student, thus
providing a personalized education.
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Figure 2. Structure of the proposal.

To this end, in addition to the IPA, the immersive envi-
ronment as a whole offers five regions, which are: Serialist,
Holistic, Reflective, Divergent and Computer Networks. From
this perspective, when the student accesses the immersive vir-
tual environment, he will be directed to the area of Computer
Networks (Figure 3), in which the person has to answer a
questionnaire, so one can set his cognitive profile. Then, the
student will be teleported to the region that fits its cognitive
profile; but, it is important to note that the student will not be
prevented from viewing the other regions, providing freedom
of choice to the user.

Figure 3. Immersive virtual environment.

Furthermore, immersive environment will also use infor-
mation from the user’s context to make adjustments to the im-
mersive environment and IPA characteristics. This is essential
to the process of personalized teaching and learning. Also, it is
essential to identify the cognitive profile of the student and his
level of expertise. In addition,in order to provide an adequate
level of education based on the experience of the student, it is
also possible to focus the teaching on the student’s preferences
and/or needs.
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V. CONCLUSION AND FUTURE WORK

With the integration of new educational technologies in
the teaching context, new paradigms of teaching and learning
that are transforming traditional education scenario emerged.
Thus, the creation of new methods and instructional strategies
that address the extent of teaching beyond the classroom
environment and the use of technology in education become
necessary.

Given this context, this paper has proposed a work in
progress toward the teaching of Computer Networks. To pro-
vide resources and establish an immersive virtual environment
to the students, integration of Moodle with OpenSim has been
accomplished by Sloodle tool. These immersive environments
allow educators to create new teaching alternatives, through
simulations of equipment and performing experiments.

In this research, it was observed as a general result, the
existing potential in immersive virtual environments focused
on education. This case could corelate theoretical concepts
with practice, not only because of the immersive environment,
but also because of the personalized support offered by the
IPA, the content presented in Computer Networks, and the
tools available to the student.

Moreover, the fact that the immersive environment uses
context information of the user to perform the adaptation
of their characteristics is fundamental to the process of per-
sonalized teaching and learning, as well as to identify the
cognitive profile of the student. It is also capable to identify
their level of expertise and thus, in addition to it, provide an
adequate education for the level of the student experience. It
is also possible to do a more focused teaching based on their
preferences and/or needs.

According to what has been presented, this study proposed
to cover as future work the implementation of other features
and functionality in the immersive virtual environment.

It will be validated with the use of the students that
are taking Computer Networks at the undergraduate level. A
comparison will be performed based on the knowledge level of
the students before and after the use of the environment. This
way we can show and prove the efficiency of the use of virtual
worlds for education. The control group for this comparison
will be the students who did not use the virtual lab. There is
also the intention to tailor the user interface environment using
instructional design concepts supported by theories of learning
and their use in virtual worlds.
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Abstract—Management of the problems occurred in environments
that make use of the Information Technology (IT), together
with the need for the quick response from the support teams
area, a challenge for today. With this, organizations require
systems to manage these incidents, as a Service Desk to centralize
these records. The objective of this work is to integrate a
system of Mobile Service Desk to a recommendation system that
stores past interactions and automatically suggests as a possible
solution for new similar incidents in the managed environment.
As a contribution of this work, an algorithm was compared for
similarity analysis and it has been integrated to the tool that
showed the best results.

Keywords—Mobile Service Desk; Recommendation System; Sim-
ilarity Analysis Algorithms

I. INTRODUCTION

The increasing dependence of organizations on the use of
Information Technology (IT) is making the management of IT
services within these environments an increasingly important
activity [1]. In case of any problem in these managed local
places (e.g., computer, printer, software, networks, or any
device that causes abnormal functioning of IT services), the
expectation is that the user has a quick response of the team
support, so the damage can be minimized [2].

The concept of service to users of IT service, which was
originally named Help Desk [3], was created; this way, the
problems could be centralized and subsequently solved by
technicians responsible for these tasks. However, today, this
area has absorbed other services and proceeded to call up of
Service Desk, in the case of an extended version of the Help
Desk and offering a greater amount of services [4].

A challenge that reaches those responsible technicians for
these management environments is that, in many organizations,
there is a high turnover of human resources. In 2010, according
to the Research Institute Gartner [5], the turnover of IT
personnel around the world was only 3%. In 2011, it jumped
to 5%. Thus, the departure of an employee is a loss of human
capital and generates a replacement cost (i.e., recruitment,
selection, hiring and training) which can be high. In addition,
there is the difficulty of transferring knowledge and experience
among employees of this area [6].

A possible alternative to the problem of turnover is the
integration of a Service Desk tool to a recommendation system,
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where the technical solutions applied in previous situations
are retained in the database system, and when a new calling
with similar features occurs, they are presented as a possible
solution to the incident.

This work is part of a project that aims to design and imple-
ment a Service Desk tool mobile, called Mobile Service Desk,
which has features of context awareness (e.g., geographical
position, expertise and time), and it equipes this tool with a
recommendation system. Thus, the intellectual capital gener-
ated through the services performed by the support staff which
is retained in the system and it is recommended as a possible
solution for new similar callings. This paper outlines the design
and validation of the recommendation system integrated into
the tool.

The paper is structured as follows: Section 2 presents the
related work in the field of Service Desk. Section 3 explains
the concepts of Service Desk, recommendation systems and
pre-processing text. Section 4 discusses the proposal for the
relationship between calls, which serves as a basis for rec-
ommendation system. Section 5 presents the methodology
employed in the development of this work. Section 6 treats
the implementation of the recommendation system integrated
into the Service Desk. Section 7 presents the results obtained
with the work. Finally, Section 8 contains final considerations
of this paper and future work.

II. BIBLIOGRAPHICAL REVISION

This section is a literature review of the terms related to
this research and also serves as a basis for the development
of this work, such as Service Desk systems, pre-processing
techniques and algorithms analysis of similarity, that provides
support to the system that recommends similar calls.

A. Service Desk Systems

With the increasing business demand and globalization,
more and more organizations need to ensure the quality of
services performed to obtain better chances on the market.
Thus, the goal of a Service Desk is to provide IT users with
a Single Point of Contact (SPOC), vital to the realization of
effective communication between users and teams that manage
IT in an organization [7].
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Its primary mission is to restore the normal operation of
services of the users the fastest as possible, minimizing the
business impact caused by IT failures [8]. In addition to it,
the customer service keeps users informed about progress in
solving incidents, changes and related events [4].

Operation of a Service Desk system occurs through the
opening of calls or tickets. From this point on, whenever there
is an open call, it is managed to be serviced. Moreover, these
systems can also be based on some practical methodology
for maintaining IT services, for example, the Information
Technology Infrastructure Library (ITIL) [9].

B. Recommender Systems

A recommendation system combines computational tech-
niques to select custom items based on users’ interests and
as the context in which they live. According to Adomavicius
and Tuzhilin [10], this issue has become an important area
of research from the early work on collaborative filtering
emerged in the 90s. According to the authors, the interest
in this area remains high, because it has a large number of
research problems and also for the abundance of applications
that help users deal with information overload and provide
recommendations, customized content and services to them.

Based on how the recommendations are made, these sys-
tems are generally classified as follows: (i) content-based,
which seeks to recommend items similar to those that have
been an interest to the user, (ii) collaborative filtering, which
operates identifying users with similar preferences to present
and recommend items that were of interest of that similar user,
and (iii) hybrid-approach, resulting from the combination of
collaborative and content-based methods [11].

The method based on content (i) calculates the utility of
an item s for user c, based on the utility of "similar" items to
the same user c. The calculation of similarity between items
is performed through the use of a set of attributes that charac-
terize each item [10]. To enable this type of recommendation
it is necessary to find associations between these items [12].

The goal of collaborative filtering (ii) is to recommend new
items or predict the utility of an item for a given user, based
on the data from the similar users to it. Thus, the user will
receive recommendations for items that people with similar
preferences to it, preferred in the past. This method is divided
into two categories: the first is called memory-based, and the
second is called model-based. The calculation of the value of
an item s in relation to a user ¢ is made from the utility of the
same item for other users ¢, similar to the user ¢ [10].

The hybrid method (iii) is defined as a method that com-
bines both strategies based on content recommendation, as for
the collaboration-based strategies [11]. The advantage of an
approach that unifies the others is to significantly increase the
chances of getting correct answers on their recommendations
and to eliminate the limitation of both approaches.

C. Pre-Processing Text

Text mining techniques, which can also be found in the
literature as text data mining or knowledge discovery of textual
data bases, in general, refer to the process of discovering
knowledge in unstructured text documents. This technique can
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be seen as an extension of data mining or knowledge discovery
in a structured databases [13].

In a Service Desk system, text mining techniques can be
applied in the description of open calls by the user, in order to
perform a pre-processing of texts to later analyze the similarity
between them and identify similar cases of past interactions
stored in database. This can be accomplished by using some
text mining techniques, for example, by removing stopwords,
and stemming algorithms for the similarity analysis.

A set of strings that compose a document consists of a few
words (tokens) that have no semantic value, being useful only
for the text that can be understood in general. In a system of
data mining, such as words that are considered stopwords and
belong to a stoplist. With a well organized stoplist is possible
to eliminate up to 50% of the total words in a text [14].

An example can be seen through the phrase "I have
problem in my printer."; by applying the technique of removing
stopwords results in "Printer problem" resulting in around 66%
of the words that compose the phrase being removed.

Stemming aims to reduce each word until its radical
is obtained by removing suffixes that indicate variation in
form of the word as plural, verb tense, adverbs, gender and
accentuation. According to Krovetz [15], the use of stemming
improved in 35% the recovery of information in some datasets.

Radicalization is a process that involves different algo-
rithms according to the language in question, as there are
differences in how words are formed, so that the application
of a specific technique can produce mixed results according to
the language of the texts [16].

According to Viera and Virgil [16], the approach that is
best known for the Portuguese language is that of Orengo and
Huyck [17]. There is also the algorithm of Porter [18], for the
Portuguese, following the same rules developed by the same
author for the English language.

1) Orengo Algorithm: The algorithm Orengo and Huyck is
developed specifically for the Portuguese [17]. This algorithm
consists of a series of eight steps, performed in accordance
with a predefined order by the algorithm, such as the longest
suffix that must be removed first. This algorithm was developed
based on the most common suffixes found in Portuguese [19].

The Orengo algorithm presents eight steps that are as
follows: (i) reduction in the plural, that removes the end s
indicative of plural words that do not constitute exceptions to
the rule, making modifications as necessary; (ii) reduction of
the female, that removes the final a of female words based
on the most common suffixes; (iii) reduction adverbial, that
removes the final minded of words that do not constitute excep-
tion; (iv) reduction in grade, removes most common indicators
of augmentative and diminutive; (v) nominal reduction, which
are removed 61 suffixes for nouns and adjectives; (vi) verbal
reduction, which reduces the number of verbal forms to their
radicals; (vii) removing vowels, where it is removed the vowels
a, e, o, of the words which were not addressed by the previous
two steps; (viii) removal of accents, which are removed the
diacritical signs of the words.

2) Porter Algorithm: Porter’s algorithm, originally pro-
posed for English, is based on the idea that the suffixes in
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English are mainly composed of a combination of smaller and
simpler suffixes [18]. The algorithm consists of a series of
five steps, in which some rules are applied to remove suffixes
in each step. If a suffix combines with the word, the suffix
is removed if the rules that were defined for that step are
applicable [19].

In consonance with Viera and Virgil (2007), Porter’s al-
gorithm adapted to the Portuguese language is also based on
rules. Five steps are performed by him: removal of suffixes;
removal of verb suffixes, if that first step is not carried out there
isn’t any changes; removing the suffix (i) if it is preceded by
(c); removal of residual suffixes os, a, i, o, d, i, 6; removal
of suffixes (and), (is) and treatment of cedilla; after all, the
nasalized vowels should be return to its original shape [16].

D. Similarity Algorithms between Strings

In literature, there are several techniques for calculating the
similarity between strings, such as the inverted index model,
Levenshtein Distance algorithm, natural language processing,
algorithms of Boyer-Moore, Karp-Rabin, Jaro-Winkler, among
other techniques that can be seen in [13][14][17][20]. In the
next sections, some of these algorithms are presented.

III. RELATIONS BETWEEN TICKETS: PROPOSAL

One of the features of Service Desk proposed in this paper
is that it presents solutions of past problems for the new
incidents that the support will have to answer, in order to find
a way to solve this new incident by applying a method already
used in another similar call.

Thus, the technical support team can have at your fingertips
a possible solution to the problems that need to answer. For
this to be done, when a user opens a call in Service Desk
system, the system should automatically relate it with other
previous records in the system that have already been solved.

In this work, five stages that compose the pre-processing
text are applied, as proposed by Avila [21], which serve as an
initial step for further analysis of similarity between strings.

The first is the removal of invalid characters, such as quota-
tion marks, brackets, parenthesis, among others, that need to be
removed. After this, the replacement of accented character is
performed, which is substituted by the respective non-accented
character. The third step is the exclusion of repeated words,
to avoid unnecessary comparison of a duplicate word several
times. Also, a lowercase is applied, to prevent words with
the same meaning that start with uppercase characters, will
be differentiated from a similar word starting with lowercase
characters.

The fourth step is the removal of stopwords, to prevent
words like articles, adverbs, pronouns, prepositions, among
others that have no semantic value, being only useful for text
that can be understood, in general; Finally, stemming algorithm
from Orengo and Huyck [17] is applied; this was chosen
because it has been developed specially for the Portuguese
language, to reduce morphological variants of the words, as
singular forms, plural, verb conjugations, for its root or radical,
by removing suffixes and prefixes.

After the execution of the steps for pre-processing in the
opening text of the call, there will remain a set of strings that
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will be analyzed with previous case in order to determine the
similarity between calls. For this, the similar_text() algorithm
was used; the justification of using this algorithm is detailed
in Section VI, which presents the comparative analysis of the
algorithms for similarity between strings.

With the determination of similarity between calls, the sys-
tem recommends possible solutions to a new incident. Thus, at
the time the technician will accomplish its service, the system
must have the knowledge of solved cases where the opening
text of the call has similarity to the current incident. This paper
proposes a method for content-based recommendation system,
where the contents and characteristics of the calls are analyzed
in order to determine what level of similarity they have and
then recommend cases already solved to a similar that has not
been answered.

Figure 1 shows in flow chart form the operation of the
recommendation system of solutions proposed in this work.

Open Ticket

S Text Ticket
D Preprocessing

Ilobile Service Desk

S
Solutions of Similar
% Incidents Resolved Algorithm for Analysis
Incidents of Similarity

Figure 1. Operation of Recommendation Solution System

Then, the techniques of preprocessing text, as addressed in
Section 4, are applied. These techniques analyze the similarity
of the resulting text with cases already solved in order to
obtain a possible solution to the incident and submit it to the
technician at the time that it is to serve you.

Figure 2 shows the operation flow of the proposed system.
From the opening of a call by the user, the system automat-
ically links this with previous calls; with it, it is possible to
suggest the support team possible solutions related to the call
opened. To connect the calls, the use of text preprocessing
algorithms and similarity analysis have been proposed.

User opens a call in the systemafter and the system searches
if there are similar calls. If there is any information relating
to that call, it will be displayed by the system. Otherwise, it
transforms this new information in context to the system and
writes the solution of the problem to be used in the future.

IV. METHODOLOGY

The recommendation concerns the use of mobile devices
and systems research in order to propose a system for Service
Desk were stimulated by the observation of the behavior of
the User Service Center (USC) of a federal university. During
the observation period (i.e., between October and December
2012), an informal interview each month, with some technical
supervisors and the USC was performed.

Through interviews, some questions were raised, such as:
(i) operation of the current system of USC as the opening of
a call; (ii) the existence of some kind of prioritization and
classification of calls; (iii) the existence of a division of the
technicians as to their knowledge; (iv) how is the distribution
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Figure 2. Operation of Mobile Service Desk

of the distance calls that the technicians need go to solve; (v)
whether the solutions of the incidents are stored; (vi) number
of technicians who work.

Besides these questions, along with USC, a dataset contain-
ing real calls of the system was fetched, in order to use them
to compare the algorithms for similarity analysis. The dateset
is useful to evaluate the time it takes to process a comparison
of similarity with other records and evaluate the quality of
the results obtained by each algorithm. There were more than
thirty-five thousand records of calls imported into the system,
which comprise the calls opened during the period between
March 13, 2009 and November 20, 2012.

Four algorithms that calculate the similarity were com-
pared: (i) Jaro-Winkler Algorithm [22], (ii) Levenshtein Dis-
tance Algorithm [23], (iii) String Similarity Algorithm, which
is a class used to calculate the similarity between two text
strings, created from the "diff" algorithm, that compares the
difference between files under GNU (GNU Operating System)
[24], and (iv) The similar_text() function, that is native from
PHP for calculating the similarity [25].

For system modeling the Unified Modeling Language
(UML) was used, which allows to represent application objects
through a standardized graphical notation and diagrams. For
creating UML diagrams, the software Astah Community [26]
version 6.6 was used, which is a free UML modeling tool.

The database was modeled with the support of DBDesigner
software, in version 4, which is a free program that integrates
creation and graphical modeling of data [27]. The database
used for data persistence was MySQL [28], and the tool used
to access and maintain the database was HeidiSQL [29], which
is also free.

The module recommendation of the Mobile Service Desk
solution has been implemented in NetBeans, a free software,
which is an Integrated Development Environment (IDE), and
can be used with different programming languages, such as
Java, PHP, HTML, JavaScript, C/C++, etc. [30].

To validate the proposal, a free programming language
that has features such as ease of handling strings and Web
programming was sought. Beyond the initial requirements,
the PHP Hypertext Preprocessor (PHP) was also chosen for
having the following characteristics: (i) server-side language,
which performs multi-functions, (ii) compatible with MySQL,
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(iii) cross-platform, (iv) functions available for use, and (v)
documentation.

To work on many mobile devices, the system has a unified
user interface, i.e., an unique implementation for all mobile
devices and operating systems. Thus, to provide this unified
interface, the jQuery Mobile framework was used, which it is
based on HyperText Markup Language 5 (HTML 5), and has
libraries as the jQuery and jQuery UI, and has as characteristic
to be optimized for touch interactions [31].

Finally, the Mobile Service Desk was installed on a server
with the operating system Ubuntu, version 12:04, Long Term
Support (LTS), using 32-bit architecture. In this, MySQL 5.5
database and Apache 2.2 web server, with support for PHP 5.3
programming language, were installed and configured.

V. MOBILE SERVICE DESK INTEGRATED AT THE
RECOMMENDATION SYSTEM

Faced with the high use of mobile devices, such as smart-
phones and tablet, it was decided to study ways to use these
technologies to apply in IT management. The idea of using
the location information of the technician is to speed up the
service of the tickets which is already expressed in the work
of Lobo [2], who also considered that not only the location
was important, but also the definition of a mechanism that
utilizes the experience and practice of technicians to decrease
the occurrence of a second service.

In this work, these practices were maintained and improved
in order to consider not only the latitude and longitude of the
technical but also their altitude at the time of setting a priority
of service. Since the cases where the building is composed of
several floors may occur. Thus, the question of the altitude is
an essential factor to set the distance from one point to another.

Furthermore, other problems found in these IT environ-
ments, such as the issue of staff turnover, led to the study
of the techniques for storing the solutions and later on the
treatment of these data, so for those new team members can
get suggestions for possible solutions to similar problems that
have already been resolved. In order to have suggestions of
similar solutions could be aggregated to the tool, the study of
techniques in the area of recommender systems was necessary.

The Mobile Service desk is a system that has specific func-
tional features, such as run on a variety of mobile devices, treat
context sensitivity, and keep a history of the solutions of the
problems so that later this solution may be suggested to some
other similar ticket through of a system of recommendation.

To perform the service of tickets, from the moment when a
“Support” level user accesses the system, the open tickets are
listed. At the moment in which informs that will start attending
to the incident, the system will list the solutions of similar
cases to the current problem, so that a solution can be reused.
Even at the time the technician will attend some ticket, theses
cases are related to the current treatment are presented. For
this, the relationship of tickets was implanted, as addressed in
Sections V-A and V-B.

The implementation of the relationship of tickets, to be
further suggested as a possible solution of a problem to be
treated, is divided into two stages: (i) pre-processing text; (ii)
similarity analysis.
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A. Pre-Processing Text

In this step, to each opening text of ticket, the following
actions are applied: (i) removal of invalid characters, (ii) appli-
cation of lowercase, (iii) removing stop words, (iv) exclusion
of repeated words, and (v) application of stemming algorithm.

In the second line of Figure 3, the variable call "string"
receives off a POST method, the value of the text to be
processed; in "limpaTexto()" function the text is passed to
lower case and accents and other punctuation characters,
dashes, quotation marks, brackets, among others are removed.
The fourth line is responsible for mounting an array with all
the words that compose the text.

1 ([

$string = $ POST[’ descr’ |;

$string = limpaTexto( $string);

Sstpw = explode(’ *  $string);

5 $retorno = removeStopwords ($stpw)

$retorno = array_unique(S$retorno):
arquivoStemming ( Sretorno)

$temp = exec(’python stemmer\stm.py’);

9 $preprocessado = arquivoStemming(’* .’ ler’ );

Figure 3. Algorithm Code of Pre-Processing Text

The “removeStopwords()” function in line 5 is responsible
for the removal of the stopwords of the text, in turn, the
“array_unique()” function has the task of removing the terms
duplicated. In the line 7, the “arquivoStemming()” function
generates the text file with the key words of the text, so that in
line 8 to run the Python script, which applies the technique of
stemming in Portuguese on the file previously generated. This,
the result at 9, is stored in the "preprocessado” (pre-processed
in English) variable.

Other information to be highlighted about the pre-
processing text step is regarding to the stemming; Ptstemmer
script [32] was used because it possesses both the algorithms
presented in [17] and [18], implemented for the Portuguese
language. In this work, we opted to use the Orengo and Huyck
[17] algorithm, because its rules were specifically created for
the Portuguese language; in turn, the Porter algorithm is an
adaptation of another language to Portuguese. In case the
opening of ticket is performed in another different language
than the Portuguese, a specific stemming technique for the
language should be applied to the system.

B. Similarity Analysis

To verify the similarity between the text of the ticket to be
attended to and the texts stored in the system relating to, the
comparing strings and returns the percentage of similarity be-
tween them was applied. This algorithm was chosen due to its
superior performance in relation to the other algorithms tested.
The complete comparison between the similarity algorithms is
presented in the Section VI.

VI. RESULTS

In this section, the validation of the suggestion system
integrated at the Mobile Service Desk with the test plan and
results obtained through the evaluation of the analysis of
similarity algorithms is described.

The tests of the similarity analysis algorithms were per-
formed using real data captured from the database of User
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Service Center (USC) containing the tickets opened between
January and November 2012, in a total of 7033 tickets. To test
the running time of the algorithms as well as the quality of
the results were opened several tickets in the system; however,
some of them will not be shown in this paper; the others can
be seen in Table I.

TABLE I. TEXTS TO TEST THE SIMILARITY ANALYSIS

ALGORITHMS
N° | Texto do Chamado
1 Meu computador estd extremamente lento. Desconfio que seja algum virus
2 Ocorre erro de spooler na impressao!!!

After pre-processing of texts opening tickets was obtained
the results presented in Table II. This resulting text was used
to compare the similarity between them and the USC tickets
imported to the system.

TABLE II. RESULT OF PREPROCESSING TEXT (IN PORTUGUESE)

N° | Preprocessed Text
1 | comput extrem lent desconfi viru
2 | ocorr err spool impressa

The results referring to the five cases with highest similarity
obtained when running the test related to the first open ticket
in the system "Meu computador estd extremamente lento.
Desconfio que seja algum virus" ("My computer is extremely
slow. There must be a virus" in English ) are shown in Tables
I, IV, V and VL

In these tables, the first column shows the opening text for
the ticket similar to how it was in the database of the USC
(i.e., without spelling corrections or abbreviations), the second
column is the percentage of similarity between these records
and the case that has been verified.

Analyzing the data from the first test of similarity al-
gorithms, it is possible to conclude that the five records
with greater similarity captured by Jaro-Winkler algorithm are
somewhat related to the problem of "computador lento" ("slow
computer” in English). In the Levenshtein distance algorithm,
two of the results are unrelated to the problem, since one it is
just a slowness in browser and another is without network
access. In the String Similarity, the result "Computador e
retro-projetor desconfigurado" ("Deconfigured Computer and
multimedia projector” in English) is unrelated to the problem.
Finally, in similar_text() the top five results are related to the
problem.

This way, it is possible to conclude that, in the first test,
the Levenshtein distance and String Similarity algorithms do
not return a good result, by seeing how these similar cases that
were unrelated to the problem.

The second test was carried out by way of the so-called
"Ocorre erro de spooler na impressio!!!", ("There are error
of spooler at the printing!!!" in English); after the execution
of the similarity algorithms, the results achieved are shown in
Tables VII, VIII, IX and X.

Analyzing the data from the second test of the similarity
algorithms, it is possible to conclude that the Jaro-Winkler
algorithm does not obtain good results, given that the first
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TABLE III. TEST OF TICKET 1 FOR JARO-WINKLER ALGORITHM

Text of Ticket Preprocessed Text Similarity
Computador extremamente lento e, eventualmente travando. | comput extrem lent event trav | 89,75 %
Computador necessita ser formatado, pois estd com comput necessit format 88,83 %
excesso de virus. excess viru

Computador ndo liga normalmente, infectado por virus. comput lig norm infect viru 88,28 %
Computador extremamente lento e trancando. comput extrem lent tranc 87,94 %

Veio um técnico mas parece que ficou pior.
Computador lento e configurar a impressora

vei tecn fic pi

comput lent configur impress 87,25 %

TABLE IV. TEST OF TICKET 1 FOR LEVENSHTEIN DISTANCE ALGORITHM

Text of Ticket Preprocessed Text Similarity
O computador esta muito lento, e alguns arquivos da area comput lent arqu are trabalh 79,17 %
de trabalho sumiram. Desconfiamos que esteja com virus. sum desconfi estej viru
Computador extremamente lento e trancando. comput extrem lent tranc 78,41 %
Veio um técnico mas parece que ficou pior. vei tecn fic pi
Computador extremamente lento para entrar na internet. As comput extrem lent entr internet | 76,71 %
vezes tem que ser reiniciado e mesmo assim nio consegue vez reinici assim conse
entrar na internet. Demora para abrir os e-mails e ndo dem abr email envi
consegue enviar a resposta do e-mail. respost email
Computador ndo estd entrando na internet € nem no SIE. Estd | comput entr internet sie 73,65 %
sem rede. Apés configurar impressora em rede. red configur impress
Computador extremamente lento e, eventualmente travando. comput extrem lent event trav 71,25 %
TABLE V. TEST OF TICKET 1 FOR STRING SIMILARITY ALGORITHM
Text of Ticket Preprocessed Text Similarity
Computador extremamente lento e, eventualmente travando. | comput extrem lent event trav | 77,96 %
Computador lento e escaner. comput lent escan 72,34 %
Computador extremamente lento e trancando. comput extrem lent tranc 71,42 %
Veio um técnico mas parece que ficou pior. vei tecn fic pi
Computador e retro-projetor desconfigurado comput retroproje desconfigur | 71,18 %
Computadores com sistema muito lento comput sistem lent 66,66 %
TABLE VI. TEST OF TICKET 1 FOR SIMILAR_TEXT() ALGORITHM
Text of Ticket Preprocessed Text Similarity

Computador extremamente lento e, eventualmente travando.
Computador extremamente lento e trancando.
Veio um técnico mas parece que ficou pior.

comput extrem lent event trav | 7
comput extrem lent tranc 7
vei tecn fic pi

4,19 %
1,23 %

computador lento, possivel virus comput lent possi viru 68 %
Computador muito lento...deve ter virus.... comput lentodev viru 67,92 %
TABLE VII. TEST OF TICKET 2 FOR JARO-WINKLER ALGORITHM
Text of Ticket Preprocessed Text Similarity
Ocorreu um problema na galeria da pagina do centro de ocorr problem gal pag centr educaca | 75,45 %
Educago, solicito pessoal especializado em Paginas. solicit especi pag
OBR. Aguardo. obr aguard
Esta ocorrendo enceramento dos programas, tanto do oficce | ocorr encer programas 73,85 %
quanto de pdginas de internet. Em algumas vezes aparece a tant oficc pag internet vez aparec
mensagem de memdria insuficiente ou que ocorreu falha no | mens memor insufici ocorr falh
sistema e em outras vezes 0s programas sao simplesmente sistem simples
finalizados. final
Nio ocorre a inicializacdo. A fonte estd funcionando ocorr inicializaca font funcion 73,15 %
normalmente. norm
Estd ocorrendo um erro na inicializacdo do computador. J& ocorr err inicializaca comput 72,81 %
ocorreu a visita do técnico do CPD o qual informou que estd | ocorr visit tecn cpd inform
ocorrendo um erro em virtude da prépria atualizagdo do virtud atualizaca
computador e que provavelmente terd que ser formatado. prova format
Nio consigo imprimir, erro na impressao. consig imprim err impressa 72,65 %

four records more similar that he found have no relation problem.

with the problem. Levenshtein distance, String Similarity and
similar_text() algorithms, all the results has to do with printing
problems, moreover bring a result related to the spooler
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To measure the execution time of each algorithm, the

timestamp server was detected at the start of processing and,
at the end, this value it was subtracted from the current
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TABLE VIII. TEST OF TICKET 2 FOR LEVENSHTEIN DISTANCE ALGORITHM

Text of Ticket Preprocessed Text Similarity
Impressora configurada e n3o responde as solicitagdes impress configur respond solicitaco | 75,47 %
de impressdo. impressa
Computador formatado ontem precisa ser colocado em rede. | comput format ont precis coloc red | 74,06 %
Inatalar impressora. inatal impress
Reinstalar e configurar na rede serpro uma impressora reinstal configur red serpr impress 73,33 %
matricial Epson fx 2180 .Obs. para impress@o de relatérios | matric epson fx ob impressa relato
continuos. continu
Instalar servico de spooler, impressoras desativadas instal serv spool impress desativ 72 %
Peco para retirar de uma sala e instalar em outra um pec retir sal instal 70,99 %
computador e colocar em rede 0 mesmo com a impressora. | comput coloc red impress
TABLE IX. TEST OF TICKET 2 FOR ALGORITHM STRING SIMILARITY
Text of Ticket Preprocessed Text Similarity
Instalar servigo de spooler, impressoras desativadas | instal serv spool impress desativ | 57,14 %
Nio consigo imprimir, erro na impressdo. consig imprim err impressa 57,14 %
Solucionar problema com impressora soluc problem impress 54,90 %
Solucionar problema com impressora soluc problem impress 54,90 %
Demora p/ impressao. dem p impressa 54,54 %
TABLE X. TEST OF TICKET 2 FOR ALGORITHM SIMILAR_TEXT()
Text of Ticket Preprocessed Text Similarity
Nio consigo imprimir, erro na impressao. consig imprim err impressa 62,74 %
Instalar servico de spooler, impressoras desativadas | instal serv spool impress desativ | 62,06 %
porblemas de impressao. porblemas impressa 60,46 %
Nio dd a ordem para impressdo ord impressa 59,45 %
Reinstalar impressora.. reinstal impress 58,53 %

timestamp. This way, the runtime in microseconds that was
converted to the right measure in seconds was obtained and
presented in the form of average between all the tests.
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Figure 4. Performance Analysis of Algorithms Similarity (in seconds)

Comparing each of the opening texts of tickets with each
record in the database system, the similarity analysis algo-
rithms had very different performances. The lowest average
time to perform all the calculations, as the graph shown
in Figure 4, it was obtained by the similar_text() function
algorithm with an average of 0.16 seconds. The Levenshtein
Distance algorithm shown the worst performance, taking an
average of 125.85 seconds to accomplish the task. In turn, Jaro-
Winkler (8.45 seconds) and String Similarity (26.59 seconds)
algorithms had intermediate performance.
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VII. CONCLUSION AND FUTURE WORK

The function of a Service Desk is to perform the process
of incident management, dealing with all incidents of an
organization linked to the IT area, such as software and
hardware failures, communication networks or any device that
causes the abnormal functioning of the IT services. The main
objective of incident management is to restore the operation
of the service as quickly as possible.

In addition, the Service Desk provides for IT users an IT
SPOC, vital for an effective communication between users
and teams that manage IT in an organization [7]. This helps
managers, since it is not necessary to visualize numerous tools
to access information concerning incidents of IT environment.

The results obtained by this research indicate that the
similarity analysis algorithms and pre-processing text can be
part of an integrated Service Desk to recommendation system
solutions which, as seen in the Section VI, in the majority
of cases return results referring to the problem in question.
With these similar problems, it is possible that the solution
adopted in the previous one should be reused by a technician
in the new problem that needs to be solved; this way, by
means of indications of the possible solutions, the system of
recommendation may speed up to solve the incident.

Thus, the main contributions of this study are: (i) modeling
of a recommendation system aggregate to the Service Desk
tool; (ii) validation of the proposed solution by testing using
several similarity analysis algorithms and using the algorithm
with the best performance in the recommendation system.

In the light of the results, it can be considered that the
use of recommendation for possible solutions might help the
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technicians of the teams of assistance, especially for those
that joined the team recently. It is further considered that
these improvements also help to reduce the determining and
resolution cost of incidents, which for Song [33] represent
more than half of the operating IT costs.
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Abstract - Air quality dispersion models can be used to
provide information about the impact of individual emission
sources or source categories on the air quality and to predict air
quality as a result of changes in emissions, such as increase of
traffic, emission control measures, etc. Dispersion models can
be used to complement the data gained by monitoring as the
spatial coverage of air quality information provided by
monitoring is often limited. They are also an important tool for
supporting air quality improvement plans and programmes. In
this paper, based on combination of few existing air pollution
models, we are presenting, as a main contribution of this paper,
the first this-kind of study for the city of Skopje. This study uses
measurements for emissions of many physical and chemical
parameters from traffic sources in order to produce the general
picture of the pollution on annual level. Our system based on
real time air pollution visualization is easy extendible to
national and trans-boundary levels, that is one of the most
important EU recommendations. At the same time, this is the
first step in building the real time decision (not only prediction)
support system.

Keywords-dispersion; modelling;traffic;monitoring;system;
visualization;air;pollution

I. INRODUCTION

Air pollution is a global threat to human health which is
growing daily. It can be described as the pollution of the
atmosphere with gases, or dust of solid materials, particulate
matter as well as other substances that can endanger human
health, animal life and plant life, reducing visibility and a
number of other consequences.

Problems such as global warming, acid rain and ozone
destruction are well known, although it may seem distant
from our everyday life in urban environments. These are
global issues affecting the entire world community. In
addition to these global problems, these recent decades, an
important and worrying issue for the experts for healthy
environment, as well as for all residents in urban areas is the
air pollution in the most populated urban places. The
relationship of air pollution and health status of the people
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is top priority issue. It is estimated that worldwide, 2 million
people and more than half of them are in developing
countries, die every year from air pollution. In many cities
worldwide there are health risks from exposure to particulate
matter (PM) and Ozone (O3) [19]. The majority, 51% of the
European population lives in these urban areas, and their
daily activities and economic activities are concentrated in, or
around that area [16]. Transport by motor vehicles across the
road infrastructure close to the residential buildings is the
main and immediate source of air pollution in this areas.
The lack of knowledge of the health impacts from pollution,
is a big obstacle in defining the actions and mobilizing local,
and international resources. [19]

Although the network of monitoring stations is very
important in such an urban environment because it provides
information on actual concentrations of certain parameters of
air, it cannot cover every point of interest. Consequently,
only the most important points could be monitored.

Air dispersion modelling could be used to estimate and
predict the concentration of the pollutants in air using mainly
emission and meteorological data. Air dispersion models
include mathematical algorithms based on combination of
physical and chemical parameters so that they can simulate
the spread of pollutants in the air as well as the complex
processes of air pollution creation. Dispersion modelling of
air will allow the implementation of effective control of
pollution as well as the development of strategy to reduce
emissions of harmful substances that pollute the air. In this
way, it will be possible to develop a plan to reduce the
environmental pollution and satisfy the EU environmental air
quality standards [20].

In addition, we propose a particular system for urban
environment air quality monitoring, modelling and
visualization (applied for our city’s environment because
each environment has its own space, meteorological
parameters and configurations) that:

1. Extends monitored air pollution data (that is the
number of points representing monitoring stations in real-
time [18]) to each particular point above the rooftops of the
city and visualizes on map in continuous color coded layer,
taking the limit values for color coding according the limits
defined by EU environmental air quality standards per
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parameter.

2. Predicts the air pollution from street network traffic, on
street canyons level, in the most traffic jammed parts of the
city’s street sections applying the Operational Street
Pollution Model (OSPM) [17] to our environment
configuration.

3. Visualizes the air pollution as the network of sections,
by developing effective and usable visualization tool as a part
of our system.

The idea with this kind of system is to raise the public
awareness and to help the city planners and regulatory
institutions to get real-time feedback in one smart city
concept.

In Section Il of the paper, we will present the state of the
art in Monitoring, Modeling and visualization of traffic air
pollution. The case study will be described in Section Il
while the paper will be concluded in Section IV.

Il. MONITORING, MODELING AND
VISUALIZATION OF TRAFFIC AIR POLLUTION-
STATE OF THE ART

Climate change of local, regional and global scale has an
outstanding need for a systems that monitors, models and
visualizes the distribution of air pollution emissions with
high spatial resolution. There is a lot of interdisciplinary
research in this area. In [11] and [13], the monitoring module
of the system is based on network of sensor devices that
among other parameters monitor air pollution and traffic
data. Modelling module is always the required complement
of a distributed data collection module for the prediction of
the air pollution state. Air pollution monitoring data are
correlated to health problems in [10]. In addition, in [12], an
application that helps local government developing more
accurate prevention and health care plans has been
developed. Systems that use visualization of data and cloud
solutions connected with air pollution data are described in
[71, [8] and [21]. In [7], a geographical approach for air
pollution map generation using parallel processing and cloud
computing system is presented. In this way, the information
is available anytime, anywhere. In [8] a system for
processing large amounts of data is proposed. It uses GIS and
air pollution visualization by introducing customized cloud
computing technology with major goal on reducing the
processing time of the visualization. In [21] BigSmog system
using cloud computing framework and big spatio-temporal
data for big smog analysis conducts parallel correlation
analysis of the factors and scalable training of artificial neural
networks for spatio-temporal approximation of the
concentration of PM2.5. Global warming as air pollution
related problem, especially for emission of greenhouse gases
from traffic, is analyzed in [9]. A tool for emission estimation
has been developed. Sensor-based Emissions Monitoring
System is described in [14], while more general cloud
computing for Internet of Things and sensing-based
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applications is presented in [15].

In our study, we combined and adopted many of these
technics and technologies to develop a robust, long-term
system for traffic air pollution monitoring, taking into
account all the related parameters and providing in this way
a case study as per EU recommendations with extensive
number of experimental data. Our study is different from
others because it was realized according to the EU Air quality
directives as well as WHO (World Health Organization)
recommendations, especially contributing in the process of
real time air pollution visualization. In this way, it is easy
extendible to national and trans-boundary levels, that is one
of the most important EU recommendations. At the same
time, this is the first step in building the real time decision
(not only prediction) support system.

I1l. OUR CASE STUDY
A. Real-time monitoring data in city of Skopje

The real time monitoring data network of stations on the
area of Skopje is composed of eight air quality measurement
stations. These stations are:

e two urban traffic stations
o “Centar”
0 “Rektorat”
e two urban background stations
o “Karpos”
o “Finki”
e one suburban background station
0 “Gazi Baba”
e one urban industrial station

o “Lisice”
e two rural industrial stations
o “Mrsevci”

0 “Miladinovci”

Seven of them are controlled and maintained by the
“Ministry of environment and physical planning in Republic
of Macedonia” (MOEPP) and one is controlled and
maintained by our “Laboratory for Eco informatics at Faculty
of computer science and engineering, Sts. Cyril and
Methodius’ University in Skopje” (Ecolab FINKI). The
position and configuration of the network of the air quality
measurement stations is as displayed on map in Figure 1.

e 5 Eorsdonn Erimias
tonmn e nc !

Mrsevci

Trcn

@ @ki Rl Gazl Baba S Cay,
e ﬁt = 1
N S i “—Mifadinovci

Fipsriop,

Figure 1. Map of air quality measuring stations
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The measured air quality parameters are as follows:

. Particulate matter with diameter per particle less
than 10 micrometers (PM10)

. Particulate matter with diameter per particle less
than 2.5 micrometers (PM2.5)

. Ozone (03)
Carbon monoxide (CO)
Nitrogen dioxide (NO2)
Sulfur dioxide (SO2)

B. Real-time visualization of the monitored data

Workflow diagram of the visualization module of our
system is presented in Figure 2.

grid raster layers
using georefencing
nd

‘abular modeled
concentration
data

Figure 2. Schema of monitoring and real-time visualization of
monitored data module of our system

The process of visualization is based on the newest “up to
time’ data as the average of the air parameter concentration
per hour for each parameter. The data are provided by the
network described in section A and stored in the server
database. They are used for generation of the grid raster
layers by interpolation technique. The layers are color-coded
and scaled from green to red depending of the concentration
level. Then the geo- referenced interpolated concentration
layers are automatically published as World Mapping
Service (WMS) and publicly available at [18].

The client side that displays the web content layers uses
the java script library that makes connection to the publicly
available WMS server, catches the latest raster layer data and
displays it. The view can be changed to view each air quality
parameter layer separately or to view combination of two or
more parameter layers together. An example of the real-time
visualization on our web is shown in Fig 3.

&

2im
Hon.e

Figure 3. Web real-time concentration visualization
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C. Modelling part - Application of our collected data in the
model

The model used in our work was OSPM (Operational
street pollution model) [17]. In Figure 4 an extended visual
based modelling module in our system is presented.

Generating grid
using georefencing
and

on monitared point
concentration data

Ekoinformatika

Publishing WMS hitoHekopiefinki.akoint ot
(World Mapping Service)

layers available
on the internet

Figure 4. Extended visual based modelling module in our system

On the basis of the traffic data from one of the main
streets in the city of Skopje, based on our extended visual
based modelling module as described in Figure 4, we
generated our modelled data charts in Part D of this Section.

The needed and collected information and data are on
meteorological conditions and concentrations of air
parameters in the area which is modelled in the duration of
an entire year. This type of data is actually measured data or
data previously obtained with a mean value over the years
that actually reflect the meteorological situation at the level
of a year. This data can also be data obtained with the
prediction for next year which follows the use of modelling
in order to obtain predictive model of pollution. The density
of this type of data is on hourly level interval for one year
timespan. These data contain data for temperature, speed and
direction of wind, global solar radiation, and relative
humidity, and also background concentrations of PM10, O3,
CO, NO2, and PM2.5.

Emission information and data of the type of fuel used in
transport and their composition in terms of substances
important for pollution is taken (provided) from the largest
supplier of fuel in the Republic of Macedonia,
MAKPETROL.

Traffic information and data on the number of vehicles
moving on the street are classified by the type of vehicle: bus,
car, van, truck. The real distribution of flow per class is for
24 hours timespan. Also the distribution by volume and
type/technology of motor vehicles and fuel has been
determined. The classes of ‘type/technology of motor
vehicles and fuel’ in our case are also provided. Data for the
distribution of vehicles in terms of volume and type of engine
and motor fuel are provided from city corresponding
institutions.
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Information and data of the average speed of vehicles that
travel along the street. This parameter is taken to be 50 km /
h (actual speed limit for the road).

Street configuration information and data about the
height and placement of buildings along the 'Partizanski
Odredi' street canyon (under investigation in this study) are
presented in Figure 5.

013
Nl

_m
o

Figure 5. Part of the street 'Partizanski Odredi' together with the
configuration of the buildings

D. Experimental work with model and results (charts with
different views and grid raster layers)

In the model, we define three modelling scenarios about
the flow of the vehicles. Each of these three scenarios has
two sub scenarios (about the mean speed of the vehicles),
resulting in total of 6 as follows.

Scenario 1 is a scenario that is based on the real measured
data of flow of vehicles. In this scenario the vehicles per 24
hour period is 32000.

Scenario 2 is a scenario that is based on the double of (2x)
real measured data of flow of vehicles. In this scenario the
vehicles per 24 hour period is 64000.

Scenario 3 is a scenario that is based on the triple of (3x)
real measured data of flow of vehicles. In this scenario the
vehicles per 24 hour period is 96000.

The sub scenarios per every scenario refer to average
speed of vehicles that travel along the street (50 km/h and 80
km/h).

In this way, we define the following six scenarios:

Scenario 1.1 (32000 vehicles/24h, 50 km/h)

Scenario 1.2 (32000 vehicles/24h, 80 km/h)

Scenario 2.1 (64000 vehicles/24h, 50 km/h)
Scenario 2.2 (64000 vehicles/24h, 80 km/h)

Scenario 3.1 (96000 vehicles/24h, 50 km/h)
Scenario 2.2 (96000 vehicles/24h, 80 km/h)

Results from the applied modeling for the above six
scenarios are presented as charts on Figure 6-9.
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Figure 6. BENZENE Concentration Charts
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Figure 9. PM2.5 Concentration Charts

Visualization of the color coded concentration data layers
on street network are given in Figure 10.
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Figure 10. Color coded concentration data layers of street network

The suggested view is generated by interpolating
measured data (as the average value for each parameter) and
the layer is clearly represented by colors. In this way, the real
situation of the street pollution in the last hour up to the
present moment is presented. The data is collected and
presented in real-time.

The aim for this kind of system is to be able to give not
only automated real-time visualization of measured data, but
also automated near-future modelled air pollution
visualization, and make all of that available on the web like
an internet service.

IV. DISCUSSION AND CONCLUSIONS

In this paper, we presented our system for monitoring
modelling visualization of the traffic air pollution of the city
of Skopje.

The benefit of this kind of system is the real-time aspect
of the system with the combination of public availability of
the generated color coded layers [18]. Another part that this
system is incorporating inside is the prediction of the
pollution by change of the traffic parameters using OSPM.
This kind of visualization will be further improved in our
future work.

From the experimental results we can conclude that the
recommended limit values for health protection according to
the latest EU Air quality standards (50 pg/m3 for pm10 daily
average, 25 pg/m3 for pm2.5 vyearly average) are
significantly exceeded for PM10 and PM2.5 parameters
concentration as it is visible from the Figures 8-9. The CO
parameter values are in the normal range below the limit
values of 30 mg/m3 according to WHO (World Health
Organization). The Benzene is also in normal range below
the 5 pg/m3 limit value as recommended by EU Air quality
standards.

In the future, we plan to extend our study for other streets
in the city of Skopje, as well as for other cities in our country
and the Balkan region. We also plan to use the cloud
computing for the process of modeling, visualization and
other processing of these very large (big) air pollution data in
real time.

The real time modelling and visualization of the air
pollution is the first step that can lead to real time decision
(not only prediction) support system. It will also allow better
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planning and abating decisions from the authorities on the
local, regional or trans-boundary global level.
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Abstract—This paper is targeted to initiate discussion on how to
describe and make formal definition of smart spaces in Internet
of Things (IoT) environment by utilizing well-known models for
Peer-to-Peer (P2P) networks. Indeed, when one starts studying
smart spaces solutions and applying them in IoT environments
then traditional models of P2P interaction come in mind as the
first association. Every device, sensor, or network process could
be represented by the corresponding agent (or peer). Services
are emerged as a result of cooperative work of multiple agents
in the smart space. Each agent contributes to the service by
sharing its portion of knowledge in the smart space. We propose
initial ideas on how a P2P model can virtualize physical objects
and service construction processes by representing them as a
network of interacting information objects in the smart space.
Although interaction between objects is not physically direct
communication, the model logically organizes direct interaction
of objects as peers. This approach aims at higher interoperability
in knowledge sharing and at an effective abstract level for service
design.

Keywords—Smart spaces; Peer-to-Peer; P2P; Multi-agent; Inter-
net of Things; IoT; Services.

I. INTRODUCTION

We are about to see how hundreds of billions of inter-
connected devices envisioned by the Internet of Things (IoT)
will finally become part of our daily life. Service networks
build on IoT technology is become a reality of today and a
strong call for making proper models and analysis of such
networks. It is important to keep in mind that in the new
generation of service networks most of communications will
be handled between machines without direct contribution to
some particular user service. Already, we see that Machine-
to-Machine (M2M) communications are gaining momentum
and soon will be mature enough to take significant share of
real-world applications in various fields of our life.

Generally, IoT environments are becoming large, highly
dynamic, hyperconnected, and functionally distributed, e.g.,
see [1]-[5] and references therein. Typically, an IoT environ-
ment consists of multiple heterogeneous networks with a large
number of networked elements and users’ devices. Further evo-
lution of the IoT concept envisions increasing of the number of
connections by yet another order of magnitude from currently
connected approximately 10 billion “things”. This will result
in unprecedented challenges in network scalability, resource
efficiency, privacy considerations, and overall management of
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this multitude of “things”. The traditional models of networks
organization would have serious problems to deal with it,
so more and more often some alternative ways to network
virtualization are considered [5].

Another key trend that we witness nowadays is a demand
for making services be proactive and smarter to increase
efficiency of IoT environment use and free more time for
the user. Along this trend, over the past few years, we have
seen many predictions and comments on importance and future
perspectives of the smart spaces paradigm [4][6]-[9]. Despite
of its elegance and clear advantages, we must admit that
the paradigm still has very limited practical use. One of the
problems is that its model of virtualization and knowledge
sharing is still not so clear for service developers. On the other
hand, we can see that these models are very close and even
similar to what has been applied for many years in the Peer-
to-Peer (P2P) systems area.

This study elaborates on how to apply models for vir-
tualization and knowledge sharing in smart spaces deployed
in IoT environment. We focused on the traditional approach
to modeling P2P networks [10]. Our intention is to see how
such models can be adopted for the problems of knowledge
virtualization and sharing. As we know it is not a trivial task to
make a useful model for the considered problem. In this paper,
we are not constructing a finalized ready model that answers
most of the questions, rather we are sharing results of study
and analysis on how to adopt well-known P2P models for the
emerging application area of smart spaces.

The rest of the paper is organized as follows. Section II
states the problem of knowledge representation for smart
spaces. Section III presents related work and enabler ap-
proaches to modeling for knowledge representation in the
smart spaces area. Section IV describes our initial P2P model
for knowledge virtualization and sharing. Section V discusses
the use of P2P model for service construction and delivery.
Section VI summarizes the paper.

II. SMART SPACES

Let us study specific features of smart spaces deployed in
localized IoT environment. Such an environment consists of
surrounding IoT devices (embedded in the physical environ-
ment or appeared as mobile entities), communication network
that connecting them, plus it has access to the global Internet
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with its diversity of services. Later we focus only on smart
spaces that belong to this category.

In general, the smart spaces paradigm aims at development
of ubiquitous computing environment, where participating en-
tities acquire and apply knowledge to adapt services to the
inhabitants in order to enhance user experience, quality and
reliability of the provided information [6]-[8]. A primary oper-
ational element is a smart object—an autonomous information
processing unit.

The term “smart” means [11] that the object is (i) active,
(ii) digital, and (iii) networked. Any smart object (iv) op-
erates to some extent autonomously, (v) is re-configurable,
and (vi) has local control of resources it needs to utilize
(e.g., energy and data storage). The IoT concept supports this
vision on smart objects [2]. The most common view of IoT
refers to the connection of physical objects, while the core of
technology is in information interconnection and convergence.
Operation of IoT solutions is based on continued processing
of huge number of data flows, originated from various sources
and consumed by multiple applications.

In contrast to this basic IoT vision, a smart object in the
smart space is not necessarily attached to a fixed device, as any
available device can host the object. This kind of virtualization
provides a powerful abstraction for creating complex systems.
For instance, the M3 concept for smart spaces employs the
term “knowledge processor” (KP) to emphasize the processing
responsibility of each object [4][12]. Services are constructed
as interactions of smart objects in this shared space. The
deployment flexibility is very high. For example, the smart
space can be deployed using a cloud or on user’s devices that
interact with each other and use pertinent services regardless
of the physical location.

The M3 concept further evolves this IoT-based fusion of
physical and information worlds [12]. M3 stands for Multi-
device, Multidomain, and Multivendor. An M3 smart space
makes it possible to mash-up and integrate information be-
tween a wide spectrum of applications and domains spanning
from embedded domains to the Web. Information from phys-
ical world (objects and devices in the physical environment)
becomes easily available for participants in the shared smart
space. The latter also is a hub linking the information to other
services and solutions in the Internet. Therefore, smart spaces
open embedded data kept in many surrounding devices to use
by applications for creating local services in various physical
places [8].

The multitude of participants (humans, machines, pro-
cesses) obviously leads to the interoperability problem. The
M3 concept provides the following conceptual solution.
Ovaska et al. [7] defined a smart space a digital entity where
the relevant real-world information (i.e., information about
the physical environment, the objects therein located, and
the recent situation) is stored in an interoperable, machine
understandable format, kept up to date and made available to
unanticipated and authorized situation dependent applications.
Resource Description Framework (RDF) format from the Se-
mantic Web provides a proper representation model to store
the shared information [13][14]. SPARQL (Simple Protocol
and RDF Query Language) is a query language to effectively
retrieve and manipulate the information in the RDF format.

This definition supports three interoperability levels [8].

1) At the bottom, the communication level provides
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techniques for transmitting data between devices. It
enables the device and network world to exchange
bits.

2) At the middle, the service level provides technologies
for devices to share services in the smart space. It
enables the service world to use the services across
device boundaries.

3) At the top, the information level allows the infor-
mation to be understood similarly in all the smart
objects. It equips the information world with the
interoperability means to make the same meaning of
information for different participants.

The notion of semantics is subject to various definitions,
e.g., see Aiello et al. [15]. Since a smart space aims at
encompassing (directly or indirectly) all information pieces
the application system needs for service operation, we can
characterize semantics as follows. Semantics is a relationship
or mapping established between such information pieces. This
definition also covers the case when relations are established
implicitly, due to relating elements of the information structure.
For instance, in ontology terms, such implicit relations appear
between concepts (classes).

III. RELATED WORK AND ENABLER APPROACHES

Let us discuss existing research on approaches to modeling
for virtualization and knowledge sharing applicable in the case
of smart spaces. The considered approaches will be adopted
in the proposed P2P model later in Sections IV and V.

Halevy and Madhavan [16] introduced the corpus-based
representation principle for large collections of knowledge
fragments. Unlike a traditional knowledge base with careful
ontological design, a knowledge corpus consists of indepen-
dent uncoordinated contributions. This idea suits well to smart
spaces where many autonomic participants share information
and apply the collaboratively collected knowledge.

Bertossi and Bravo [17] considered virtual integration of
many different data sources. A mediator (software system)
offers a common interface to a set of autonomous, independent
and possibly heterogeneous data sources. The same approach
is applicable for organization of smart spaces content. The
primary data are kept in their sources. The smart space acts
as an informational hub to relate all the data and to provide
to participants a single access point.

Patouni et al. [5] summarized recent virtualization trends
for IoT environments development. The dynamics of such a
hyperconnected and full of data telecommunications environ-
ment need moving the functionality to the network edges. For
this purpose logical network services are distinguished from
physical resources. Furthermore, Software Defined Networks
(SDN) propose decoupling of the network control and data
planes, moving the control of the network behavior to third
party software. The idea is similar to solutions applied in
P2P based large-scale network infrastructures [10]. Compared
to our case, physical entities and resources are virtually
represented in smart spaces, and the appropriate smart space
supports making control decisions.

Aiello et al. [15] discussed the notion of emergent se-
mantics. Local semantics from information agents are consol-
idated into a global, population-wide semantics. Knowledge
representation structures emerge from continuous interaction
of the agents. This incremental, bottom-up, semi-automatic
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construction follows a P2P style, without relying on pre-
existing, global semantic models. Emergent semantics supports
virtual data integration in smart spaces: data of already existing
sources may be updated, added, or deleted; new sources and
services may appear and disappear dynamically.

Gorodetsky [9] studied smart space generic architecture
composed of many agents interacting as peers in a P2P system.
The agents are mediators for data integration in the smart
space as well as they take care about construction of smart
services and their delivery to users. The P2P approach is used
for structuring agent interaction, i.e., establishing relations
between agents for direct communication.

Pellegrino et al. [18] proposed a P2P-based infrastructure
for distributed RDF storage and a publish/subscribe layer for
storing and disseminating RDF events. The P2P approach
allows constructing a large-scale distributed system for knowl-
edge sharing based on existing Semantic Web technologies.

Matuszewski and Balandin [19] presented a P2P model
and system architecture for knowledge sharing in mobile
environments. Humans are treated as peers. Their collective
knowledge is arranged into a distributed hierarchical structure
based on user-defined relations between objects and references
to the data sources of other peers.

IV. CONTENT REPRESENTATION MODEL

A characteristic property of any smart space is information
sharing with knowledge self-generation from the collected
content [4][6][9]. Ideally, all data a service needs should be
accessed via its smart space: either the data are directly stored
in the smart space or they are accessed indirectly by a kept
reference. The property leads to many concurrent and low
coordinated contributions, and we can consider information
content of a smart space a large dynamic collection [ of
disparate knowledge fragments.

No careful design of a single comprehensive ontology or
a database schema in advance is possible to represent finely
tuned structure of the content. The corpus-based representation
principle is used instead [16]. Smart space content I is
structured dynamically, in ad-hoc manner. For its participants,
the smart space provides search query interfaces to reason
knowledge over [ and its instant structure.

Based on the ontological modeling approach, we can
consider [ consisting of information objects and semantic
relations among them [4][7][14]. Its basic structure is defined
by problem domain and activity ontologies (classes, relations,
restrictions), e.g., using the Web Ontology Language (OWL)
from the Semantic Web. Factual objects in I are represented
as instances (OWL individuals) of ontology classes and their
object properties represent semantic relations between objects.

The well-known P2P approach [10] can be applied for
modeling the virtualization of objects in the smart space
and the derived knowledge representation. Any object i € [
is treated a peer. Each 7 keeps some data (values of data
properties) and has links to some other objects j (object
properties). Therefore, a P2P network G is formed on top
of I. Contributions from smart space participants (insert,
update, delete) change the network of objects, similarly as it
happens in P2P due to peers churn and neighbors selection.
We shall also use the terms a node and a link when referring
an element in G and its relation.

This P2P model extends the notion of ontology graph
(interrelated classes and instances of them) to a dynamic
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self-organized system. The following model properties clarify
this extension and show the role of enabler approaches from
Section III.

Virtualization: Objects in G are self-contained pieces of
information. It can be effectively described using OWL in
terms of individuals and classes. Each object provides a digital
representation of a real thing (sensor, phone, person, etc.) or of
an artificial entity (event, service, process, etc.). This property
suits well the IoT concept as well as its evolution to Internet of
Everything [5]. Participants (agents) and information objects
become equal nodes. From the point of view of applications, all
essential system components become observed on “one stage”
(with all semantic relations) and manipulated by changing their
information representation (digital).

Hierarchy: The decomposition principle from ontological
modeling allows defining semantic hierarchies of concepts,
e.g., hierarchy of classes of an ontology. Objects in G
becomes connected with hierarchical semantic links, as it
happens in hierarchical P2P systems. In particular, this idea
was applied by Matuszewski and Balandin [19] for P2P-like
structuring personal information about a person and groups of
persons.

Emergent semantics: There can be non-hierarchical se-
mantic relations in Gj. They reflect the recent state of the
dynamic system. For instance, relation “friendship” connects
two persons or relation “is reading” appears between a person
and a book. Object originals are autonomic and they constantly
evolve. The representation of relations between them is also
subject to frequent changes. Even global information is highly
evolutionary: changes on the object’s origin side (not in the
representation in [) influence the semantics. That is, if an
object corresponds to a database then updating its content can
change the object’s relations to others. This type of dynamic
semantics consolidation from the local semantics held by
participating objects follows the emergent semantics approach
for knowledge management [15]. The property corresponds to
the P2P network topology maintenance problem.

Composition: The granularity level of objects provides an
additional degree of freedom. One can consider a group of
objects in [ as a node in G a self-contained element with own
semantic relations. For instance, a group of persons forms a
team or a service is constructed as a chain of simpler services.
From the P2P point of view, the composition property is similar
to peer clustering and aggregation, including superpeer-based
P2P systems.

Data integration: A smart space can be considered a virtual
data integration system [17] for multiple sources. Some objects
in I represent external data sources (e.g., databases) and the
means to access data (or even reason knowledge over these
data) from the sources. This property is conceptually close
to hybrid P2P architectures and P2P-based search problem,
including semantic-aware P2P systems.

Based on this P2P model we can translate some well-
known P2P problems for use in smart spaces.

1. Nodes heterogeneity. Objects in I are of different
concepts (even incomparable) of the application problem do-
main. It provides basic restrictions on node linkage in Gfj.
For instance, some nodes cannot be connected with a direct
link or cannot be clustered together, similarly as it happens
in structured P2P networks. The same restrictions exist in
practical deployments of P2P systems due to the Internet
Protocol (IP) level reachability factors (e.g., a NAT prevents
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establishing a direct IP connection between two P2P nodes).

2. Neighbor selection. Every knowledge fragment should
serve the system goals. It means that any object of I relates
some other objects to form local semantics (over the data
attributes the object has). When an object has many relations
the knowledge becomes less concretized, thus, similarly to the
P2P case, a node in G preferably keeps a moderate number of
direct links. In P2P networks, a node has short-range and long-
range links: the former is for nearby nodes, the latter allows
jumping to distant area of the network. A short-range link
in G describes a kind of persistent or system-wide knowledge.
Similarly, emergent semantics provide long-range links for G,
representing less stable knowledge relations.

3. Network topology maintenance. Objects can apply cer-
tain system-level rules when selecting neighbors, as it happens
in structured P2P networks. The aim is at maintaining knowl-
edge representation that allows efficient knowledge reasoning
over I based on existing technologies of Semantic Web (e.g.,
SPARQL). To some extent, the maintenance can also preserve
the consistency of collected knowledge.

4. Routing. Knowledge reasoning over I is reduced to
traversal in G, when semantic relations between objects
allows interpreting and then forming derivate knowledge.
Knowledge can be defined as a connected subgraph in Gj.
In particular, such a subgraph consists of a node and some
paths starting from this node. Routing algorithms provide a
way to construct such graphs. An object (node in Gy) acts as
a client when it needs knowledge, a server when it completes
knowledge reasoning, and a router when it forwards the
construction to subsequent objects for additional knowledge.

In summary, the model allows considering content I as
interacting objects, which are active entities (make actions)
on one hand and are subject to information changes (actions
consequence) on the other hand. Result of interaction is
derived knowledge in a graph-based form. This fact allows
us to describe formally the conceptual processes of service
construction and delivery.

V. SERVICE CONSTRUCTION AND DELIVERY

From the information-centric point of view, we can con-
sider a service as knowledge reasoning over the content I and
delivering the result to the users. Conceptual steps of the ser-
vice construction are algorithmically formalized in Figures 1
and 2 (adapted from [20]). Let o be a particular ontology used
by the service. Write [g(0) — I] to denote the action of content
retrieval. The result is either existential (yes/no) or constructive
(found piece of information). Write I 4y and I — y to denote
the insertion and removal of information piece y, respectively.

The algorithm in Figure 1 embodies actions an information
service. Step 1 detects when the service is needed based

Algorithm: Information Service

Require: Ontology o to access information content I of the
smart space. The set U of available UI devices.

Await [gact(0) — I] = true {event-based activation}
Query « := [ginfo(0) — I] {information selection}

Select d € U {target UI devices}

Visualization vgq := vgq + = {service delivery}

b

Figure 1. Actions in information service delivery.
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Algorithm: Control Service

Require: Ontology o to access smart space information con-
tent /. The set U of available UI devices.

Await [gaci(0) — I] = true {event-based activation}
Query = := [ginfo(0) — I] {information selection}
Decide y := f(x,0) {formulation of control action}
Update I := I + y {service delivery}

E el

Figure 2. Actions in control service delivery.

on the current situation in the smart space. Step 2 makes
selection of knowledge x to deliver to the user. Step 3 decides
which Ul elements are target devices. Step 4 updates recent
visualization v, to include = on device d.

The algorithm in Figure 2 embodies actions of a control
service. Step 1 analyzes the space content to detect that a
control action is needed. Steps 2 and 3 are reasoning in context
of the current situation, and the service decides what updates
(possibly without human intervention) are needed in the recent
system state. The updates become available to the participants
(original in the physical and information worlds).

From the architectural point of view, a service is made
by interaction of software agents, when each agent makes its
contribution by changing objects in /. Moreover, an agent can
be represented as an object ¢ € [ itself, similarly as in [9].

Now let us formally define a smart space service as a step-
wise branching process of changing objects in . Information
content of any object involved into this process can be used as
service outcome to deliver to users. The definition captures
the following properties, which we illustrate below using
SmartRoom system [20][21] in the examples.

1. Information service. The simplest case of a service is
reading the information content of a given object representation
in I. The only step of the process is that someone has published
or updated the object.

Example: SmartRoom keeps (as objects in 7) all human
participants (person profiles) and their presentations. The latter
has links to the files with slides, e.g., in PDF (Portable Doc-
ument Format). Information on participants and presentations
is accessed via the corresponding objects and then visualized
on appropriate user interface (e.g., SmartRoom client that a
participant runs on her/his mobile computer).

2. Control service. An informational service can be ex-
tended with control functions due to the virtualization property.
If a controlled entity is represented as ¢ € I then changing
leads to appropriate actions at the ¢’s original.

Example: Presentation-service of SmartRoom follows up
changes in the slide number of currently shown presentation.
Whenever the number is updated the new slide is displayed on
the SmartRoom wall screen (media projector).

3. Step-wise process. Smart spaces are event-based: a
change of ¢ € I forms an event observed by other participants.
When ¢; € [ is changed it can course creating or updating
io € I, and so on. The process can be branched, i.e., one
change affects many objects.

Example: When a new participant joins SmartRoom then
several objects appear in I: person profile, presentation, time
restrictions, etc. In turn, the activity agenda is updated (a
speaker is added), adapting to the current situation.
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Let us consider how the P2P model supports the structural
description of virtualization and knowledge sharing in smart
spaces. As a result, service construction can be formulated in
terms of flows of information changes, which is convenient for
the use in service design.

Given a starting object s € I and its initial change. Let
D(s) be a graph routable from s in G;. Construction of a
service corresponds to a routing path s —* d, as schematically
depicted in Figure 3 using thick arrows. Injection of the change
starts the service, analogous to a P2P node starting a lookup
query. The sequence of changes flows in GG;. Note that parallel
paths are possible. Any point when an agent reads an object
can be considered a final step of the service construction since
the agent consumes an outcome.

Smart space content [/

Figure 3. Service construction as P2P route s —* d.

This formalization is very flexible for various service
constructions. There can be a large number of services due
to freedom in selection of starting and final points.

Consider a path s —* d. There can be two types of links:
ontological and mediatorial. An ontological link represents an
object property from the ontology. Such a link is kept directly
in I and is used in search queries of knowledge reasoning. A
mediatorial link 7 — j is a result of actions of a participant
(software agent): it analyzes object 7 and, as a consequence,
changes another object j.

Figure 4 illustrates an example service “show me a slide”.
Thick arrows visualize the service construction process. Let
user B browse available presentations kept in SmartRoom.

| Profile B : -
reading

Figure 4. Example service construction for SmartRoom.
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The B’s client can find the A’s presentation starting a path
from Profile A and then running over hierarchical links till a
given slide. The real slide (one-page PDF file) is physically
located in SmartRoom media store (e.g., implemented as a
web server). That is, Client B has to resolve the link from the
smart space to the real content in the media store. Furthermore,
if the recent slide embeds a movie, the latter is available for
displaying by Client B from either the media store or the
movie is located somewhere in public Internet and referenced
by a global URL (Uniform Resource Locator, in particular use
for web addressing).

As an additional effect of this service construction, more
semantic relations can emerge in the smart space. In the
example from Figure 4, the relation “reading” establishes the
emergent semantics between B and the slide she or he is now
analyzing.

VI. CONCLUSION

This paper addressed the problem of virtualization and
knowledge sharing in smart spaces deployed in localized IoT
environments. By this publication we want to initiate broad dis-
cussion on how to utilize well-known models for P2P networks
for describing and making formal definition of virtualization
and knowledge sharing in smart spaces. The paper summarized
previous research on applicability of P2P methods for smart
spaces. We proposed ideas on P2P modeling for virtualization
and knowledge sharing in smart spaces. The discussion aims
at the use of P2P models for service construction and delivery,
following the M3 concept of smart spaces. We provided
examples on how some well-known P2P problems, including
P2P nodes heterogeneity, neighbor selection, network topol-
ogy maintenance, and routing, are translated to smart spaces
problems. Our P2P model allows structural description of
virtualization and knowledge sharing, resulting in the definition
of a smart space service in terms of information change flows.
This description simplifies the problem of smart spaces design
by providing enhanced abstractions for service construction
and delivery.
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Abstract—We propose a cost-optimized location and service
management scheme for next-generation mobile networks
(NGWN), where a per-user service proxy is created in order to
serve as a gateway between the mobile user and all client-
server applications engaged by the mobile user. The service
proxy is always co-located with the mobile user's location
database during a location handoff, a service handoff also

ensues to co-locate the service proxy with the location database.

This allows the proxy to know the location of the mobile user at
all times in order to reduce the network communication cost
for service delivery. We analyze four integrated location and
service management schemes. Our results indicate that the
centralized scheme performs the best when the mobile user's
service to mobility ratio (SMR) is low and v (session to
mobility ratio) is high, while the fully distributed scheme
performs the best when both SMR and v are high. Through
analytical results, we demonstrate that different users with
vastly different mobility and service patterns should adopt
different integrated location and service management methods
to optimize system performance.

Keywords-Location Management;
LTE Networks; SMR.

Service Management;

l. INTRODUCTION

Location and service managements have often been
separately addressed in literature [1]-[3]. For location
management, the most popular scheme in Long-Term
Evolution (LTE) networks is the MME-Cell scheme where
each Mobile User (MU) has a Mobility Management Entity
(MME). Whenever a MU enters a Cell, the system updates
its MME location database so that when a call arrives, the
MME location database knows exactly which Cell contains
the MU. Variations to the basic MME-Cell scheme have
been proposed in recent years to process location update and
search operations more efficiently, e.g., Local Anchor (LA)
[4], Forwarding and Resetting [5], Two-Level Pointer
Forwarding [6], and Hybrid Replication with Forwarding [7],
etc. These location management schemes are designed to
handle location update and search operations without
consideration to service management.

In this paper, we investigate the notion of integrated
location and service management for minimizing network
cost without making the assumption of fully replicated
servers within cell in the LTE network. Instead, we target
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general personalized services in the LTE network including
personal banking, stock market and location-dependent
services for which the MU will communicate with a backend
server.

Based on the concept of using a per-user service proxy as
a gateway between the MU and all client-server applications
engaged by the MU concurrently [8], the proxy keeps track
of service context information such as the current state of the
execution for maintaining service continuity. Similarly to
Chen et al. [9], we always co-locate the MU's service proxy
with the MU's location database, which stores the current
location of the MU, so that the service proxy knows the
current location of the MU at all times so as to eliminate the
cost associated with tracking the user location on behalf of
the server applications for data delivery. Whenever the MU
MOoVes across a registration area boundary, a location handoff
occurs for the location management system to update the
location database. If a location hand-off results in moving the
MU's current location database to stay closer to the MU, then
the associated service handoff will also move the service
proxy to the same location [10].

In this paper, we investigate and analyze integrated
location and service management schemes. These schemes
derive from the basic MME-Cell and LA schemes for
location management, and the personal service proxy scheme
for service management in the LTE network. We are
motivated to investigate and identify the best cost-optimized
location and service management scheme that can be applied
on an individual user basis to minimize the overall cost
incurred to the LTE network per time unit for the servicing
location and service operations of all users. The amount of
cost saving is relative to the speed of the LTE network and is
proportional to the number of users, so the benefit is
especially pronounced for slow and congested networks with
a large number of mobile users.

The rest of the paper is organized as follows. Section 2
provides a description of the related work. Section 3
describes in detail the four integrated schemes to be
investigated and analyzed in the paper. Section 4 analyzes
the cost incurred under each our schemes and presents
analytical results with simulation validation. Finally, Section
5 summarizes the paper.
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Il.  RELATED WORK

The seamless management of user mobility is an issue
that involves every OSI [1]-[2] layer, from layers 1 and 2
(handover between cells), through layer 3 (routing updates in
the network core), up to the application layer (persistence of
transport connections and user state, delay-tolerant
operation). The Internet Protocol suite did not originally
include any support for end-point mobility. Over the years, a
whole family of Mobile 1P (MIP) procedures were
introduced in an attempt to provide mobility support in a
backward-compatible way. On the other hand, current
cellular standards, such as LTE, have all been designed with
mobility in mind and integrate the appropriate support in the
core network. The cellular control plane includes elements
that store and maintain the state of the terminal while its
association to the network persists, and oversees the creation
of appropriate bearers to seamlessly provide applications
with the illusion of a constant connection between the mobile
terminal and the network.

TABLE I. TERMINOLOGY.

Acronym Meaning
LTE Long Term Evolution 3/4G cellular network
MME Mobility Management Entity
UE User Equipment (cellular terminal)
eNB Extended Node B (base station w/ controller)
SGW Service Gateway (interface to IMS / phone system)
TA Tracking Area (scope for initial UE paging attempt)
TAL Tracking Area (TA) List
HSS Home Subscriber Server
ECM Evolved Packet System Connection Management
DHT Distributed Hash Table

The MME for LTE network supports the most relevant
control plane functions related with mobility: it authenticates
the User Equipment (UE) as it accesses the system, it
manages the UE state while the users are idle, supervises
handovers between different base stations (extended Node B,
eNB), establishes bearers as required for voice and Internet
(packet data network, PDN) connectivity in a mobile context,
generates billing information, implements so called lawful
interception policies, and oversees a large number of features
defined in its extensive 3GPP specifications. Table 1

summarizes the relevant acronyms that will be used
throughout this paper.
HSS
UE eNB MME
SGW

Figure 1. Schematic representation of the main logical MME interface.

All network events involve control plane messaging
procedures require the interaction of one or more entities,
besides the UE and the MME. The ones relevant to our
interests are the eNB, which manages the air interface toward
the UE, and the Service Gateway (SGW), a control plane
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element that acts as a global mobility anchor, managing the
entire data plane within a large geographic region (usually
spanning several TAs). The messaging sequences are
codified by the 3GPP standards as logical interfaces, such as
S-1 (eNB to SGW) and S-11 (SGW to MME). Fig. 1
schematically illustrates the interfaces supported by the
MME, which are detailed in [11]-[12].

Mobile IP [13] allows a MU to maintain ongoing
connections while roaming among IP subnets and requires
the MU to inform its Home Agent (HA) of the new Foreign
Agent (FA) address whenever it moves from one subnet to
another. The function of a HA within a Mobile IP is similar
to a Home Location Register (HLR) in Personal
Communication System (PCS) networks for location
management. Similar to the LA scheme in PCS networks, a
variant of Mobile IP, called Mobile IP dynamic regional
registration [14], has been proposed to group FAs into a
gateway foreign agent (GFA) dynamically to minimize
signaling costs in Mobile IP. These solutions, although
elegant, solve only location management issues. For service
management, a delivery protocol using a service proxy has
been proposed to provide the reliable delivery of messages to
MUs. However, the proxy used to forward messages to a
MU must explicitly track the location of the MU, so extra
communication costs are incurred to notify the proxy when
the MU moves across a location registration area boundary.

Ill.  CosST-OPTIMIZED LOCATION AND SERVICE
MANAGEMENT SCHEME

A. Network Architecture

We first describe a LTE system model for location
management services. Then we describe an extended system
model for integrated location and service management. We
consider the LTE network architecture as shown in Fig. 2
where the LTE service areas are divided into Registration
Areas (RAS).

MME

T N TN S
geNBl g eNB 2 gENB3 %eNBA gENBS %ENBS geNB7geNBBgENBQ geNBlO
5

TAL1

UE

Figure 2. LTE Mobility Management Architecture.

We assume that a particular MU will remain in a Cell
before moving to another. For simplicity, the residence time
is assumed to be exponentially distributed with an average
rate of 6. Such a parameter can be estimated using the

approach described by Yang and Lin [15] on a per-user basis.

We also assume that the inter arrival time between two
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consecutive calls to a particular MU, regardless of the
current location regarding the MU, is exponentially
distributed with an average rate of A.

TABLE II. PARAMETERS.
Parameter Description
A The average rate at which the UE is being called.
2 The average rate at which the UE moves across Cell
" boundaries.
4 The average rate at which the UE requests services.
v call to mobility ratio, e.g., A/ 2
SMR service request to mobility ratio, e.g, /1
The average round trip communication cost between a
T Cell and the MME (or between a Cell and the server) per
message.
. The average round trip communication cost between the
! anchor and a Cell in the anchor area per message.
. The average round trip communication cost between two
2 neighboring anchor areas per message.
. The average round trip communication cost between two
3 neighboring Cells per message.
M The number of packets required to transfer the service
© context.
N The number of server applications concurrently engaged
S
by the UE.
P The probability that a UE moves within the same anchor
A area when a Cell boundary crossing movement occurs.
The probability that a UE moves out of the current
Poua anchor area when a Cell boundary crossing movement
occurs.

When applying the anchor scheme to the cost-optimized
location and service management, the cost model must
include not only location update/search costs, but also the
communication cost between a UE and its servers. Also, to
deliver responses from a server to a UE through the proxy,
the proxy must know the UE's current location. It is desirable
not to query the MME to obtain the location information
because of the high communication cost. Thus, for an
integrated local anchor scheme to serve both location and
service handoffs, whenever the UE moves to a new anchor
area, it may be desirable to also migrate the service proxy to
the new anchor area to be "co-located" with the new anchor
in an anchor area, so that the service proxy can query the
anchor to know the current location of the UE without going
to the MME. Consequently, both a location handoff and a
service handoff would occur when the UE crosses an anchor
boundary in the integrated scheme. A service handoff that
migrates the service proxy involves two operations, namely,
an address-change operation to inform all application servers
of the location change, and a service context transfer. The
cost of the address change operation per server is 7. The
service context transfer is unique for the service handoff
operation, with the amount of context information being
application dependent. The context transferred may include
both static context information such as user profile and
authentication data as well as dynamic context information
such as files opened, objects updated, locks and time-stamps,
etc. Let ;, be the average communication cost between two
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neighboring anchor areas (per packet), and m_ be the

number of packets required to transfer the service context.
We list the system parameters considered in the paper in
Table 2, including user parameters and application-specific
parameters (such as wm_, ). Their effects on the performance

of Cost effective location and service management schemes
are to be analyzed in the paper.

Note that for the case in which a UE concurrently
interacts with multiple servers, there would still only be one
per-user service proxy co-located with the location database
under our proposed integrated schemes. In this case, the
service rate parameter y would reflect the aggregate rate at
which the UE makes requests to these multiple services,
while the context transfer cost parameter, v, , would reflect

the aggregate context transfer cost for moving the service
context information of multiple concurrent services from one
location to another.

B. Operational Structures

In this section, we discuss four possible schemes, i.e.,
centralized, fully distributed, dynamic anchor, and static
anchor for integrated location and service management.

We illustrate the centralized scheme in Fig. 3 (left). As
the MU moves from Cell A, Cell B and subsequently to Cell
C, the MME and the service proxy are updated to point to

Cell B and then to Cell C sequentially.
@ MME

Server 8 S MME / Proxy  Server 8
=

Figure 3. Centralized (left) and Full Distributed (right) Schema.

We illustrate the fully distributed scheme in Fig. 3 (right).

When the MU moves from Cell A to Cell B, the service
proxy migrates from Cell A to Cell B, and the MME and the
server are updated to point to Cell B. The subsequent move
to C behaves similarly. To service a location search request
(not initiated from the current Cell), the MME database is
accessed first to know the current Cell (A, B, or C) and then
the MU is found within the current Cell. When the service
proxy needs to forward replies to the MU, no additional
searching cost is required to find the current Cell, since the
service proxy is located in the current Cell.

Under the dynamic anchor scheme, a location anchor is
used for location management such that the anchor changes
whenever the MU crosses an anchor boundary. In addition,
the anchor may also change its location within an anchor
area when a call delivery operation is serviced. The service
proxy dynamically moves with the anchor and is always
collocated with the anchor. In Fig. 4, when a MU moves
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within anchor area 1 from Cell A to Cell B, only the local
anchor in Cell A is updated to point to the current location.
Thus, the location update to the MME and application
servers is avoided. Suppose that a call arrives after the MU
moves into Cell C. The call w