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UBICOMM 2018

Forward

The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services
and Technologies (UBICOMM 2018), held between November 18, 2018 and November 22, 2018
in Athens, Greece, continued a series of evens meant to bring together researchers from the
academia and practitioners from the industry in order to address fundamentals of ubiquitous
systems and the new applications related to them.

The rapid advances in ubiquitous technologies make fruition of more than 35 years of
research in distributed computing systems, and more than two decades of mobile computing.
The ubiquity vision is becoming a reality. Hardware and software components evolved to
deliver functionality under failure-prone environments with limited resources. The advent of
web services and the progress on wearable devices, ambient components, user-generated
content, mobile communications, and new business models generated new applications and
services. The conference makes a bridge between issues with software and hardware
challenges through mobile communications.

Advances in web services technologies along with their integration into mobility, online
and new business models provide a technical infrastructure that enables the progress of mobile
services and applications. These include dynamic and on-demand service, context-aware
services, and mobile web services. While driving new business models and new online services,
particular techniques must be developed for web service composition, web service-driven
system design methodology, creation of web services, and on-demand web services.

As mobile and ubiquitous computing becomes a reality, more formal and informal
learning will take pace out of the confines of the traditional classroom. Two trends converge to
make this possible; increasingly powerful cell phones and PDAs, and improved access to
wireless broadband. At the same time, due to the increasing complexity, modern learners will
need tools that operate in an intuitive manner and are flexibly integrated in the surrounding
learning environment.

Educational services will become more customized and personalized, and more frequently
subjected to changes. Learning and teaching are now becoming less tied to physical locations,
co-located members of a group, and co-presence in time. Learning and teaching increasingly
take place in fluid combinations of virtual and "real" contexts, and fluid combinations of
presence in time, space and participation in community. To the learner full access and
abundance in communicative opportunities and information retrieval represents new
challenges and affordances. Consequently, the educational challenges are numerous in the
intersection of technology development, curriculum development, content development and
educational infrastructure.

The conference had the following tracks:

 Ubiquitous software and security

 Ubiquitous networks

 Fundamentals
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 Users, applications, and business models

 Ubiquity trends and challenges

 Telematics Applied
We take here the opportunity to warmly thank all the members of the UBICOMM 2018

technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to UBICOMM
2018. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

We also gratefully thank the members of the UBICOMM 2018 organizing committee for
their help in handling the logistics and for their work that made this professional meeting a
success.

We hope that UBICOMM 2018 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the field
of mobile ubiquitous computing, systems, services and technologies. We also hope that Athens,
Greece, provided a pleasant environment during the conference and everyone saved some time
to enjoy the historic charm of the city.
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Dummy-Based Anonymization for Voice-Controlled IoT Devices

Katrin Winkler and Erik Buchmann

Hochschule für Telekommunikation Leipzig, Germany
Email: {s111132|buchmann}@hft-leipzig.de

Abstract—Voice assistants like Amazon Alexa, Google Assistant or
Siri are becoming increasingly popular. Such assistants allow for
complex interactions with smart Internet-of-Things (IoT) devices
that do not have a traditional user interface, such as monitor and
keyboard. However, while voice assistants foster the proliferation
of numerous convenient services from smart homes to connected
cars, they are problematic from the perspective of user privacy. In
many cases, IoT devices are permanently listening for keywords
in sensitive areas such as living rooms or bed rooms. Once such
a word is recognized, voice samples are sent to the voice-assistant
provider into the cloud for further analyses. We explore how the
users of IoT devices can anonymize the voice recordings sent to
the voice-assistant provider. To this end, we identify categories of
information sent to the provider, we describe an anonymization
approach based on dummy voice commands, and we describe a
prototypical anonymization device based on a Raspberry PI. Our
device confirms that it is possible to anonymize some information
sent to Alexa with limited inconveniences for the user.

Keywords–User Privacy; Internet of Things; Voice Control.

I. INTRODUCTION

A major success factor for the Internet of Things (IoT)
is the availability of reliable, user-friendly voice assistants.
Without assistants like Alexa, Siri, Bixby or Cortana, it would
be difficult to integrate IoT services with everyday appliances
that do not possess graphical user interfaces. Today, a large
number of voice-controlled services exist. Such services man-
age light bulbs, radio and video receivers, heating systems or
alarm equipments, provide access to emails, text messages and
calendar information, and activate vacuum cleaner robots.

A voice-controlled IoT device consists of one or more
microphones, a small voice processor and an Internet link to a
cloud service. The microphone records environmental sounds,
which are locally processed. When the IoT device recognizes a
preconfigured wake-up word ("‘Alexa, ..."’, "‘Ok Google, ..."’),
it sends a few seconds of sound records to a cloud service. This
cloud service does a more complex voice processing in order
to extract spoken commands. Finally, the cloud service sends
– depending on the IoT service invoked – control commands
and/or information back to the IoT device (cf. Figure 1).

While this approach works very well from a technical point
of view, and supports a plethora of useful and user-friendly IoT
services, it is problematic from a privacy perspective. Typi-
cally, voice assistants are permanently listening, and placed
in highly private areas, such as living rooms, kitchens or bed
rooms. Experience has shown that the IoT devices react not
only on the owner saying the wake word [15]. Thus, the service
provider might overhear deeply private conversations.

Many voice-controlled IoT devices integrate third-party
services. For example, Amazon Alexa allows to control com-

Figure 1. Ecosystem of voice-controlled IoT devices [26]

ponents of the Philips Hue lighting system. Thus, the process-
ing of voice commands depends on a complex interaction of
services from various parties. In consequence, the privacy poli-
cies of the service providers are also complex. Data breaches
might occur at any place in this service architecture, revealing
deeply sensitive personality profiles. Finally, guests of the
device’s owner might not be aware that their conversation can
be transferred to a cloud service for further processing.

The purpose of this paper is to fuel the ongoing discussion
about options on the user’s side to mitigate the impact of voice
assistants on privacy. To this end, we explore technical options
to anonymize IoT devices using voice assistants from the
user perspective. That is, we systematically analyze in which
way a user of an IoT device can control or influence voice
records sent to an IoT service in order to have certain sensitive
information anonymized. As a prominent example, we focus
on Amazon Echo. We explicitly leave aside legal questions,
and we assume that the IoT service provider handles any user
data as described in it’s privacy policy. We also do not discuss
the responsibility of the users, say, not to use voice assistants
in public spaces [40]. In particular, we make the following
contributions:

• We identify which private information can be potentially
observed by the service provider.

• We analyze options for the user to control the voice
records sent to the provider.

• We explore a dummy-based approach to anonymize the
information sent to the provider.

• Finally, we describe what we have learned from imple-
menting a prototypical anonymization device.

Our anonymization device demonstrates that it is possible
to anonymize a part of the information sent to Amazon Echo,
with little inconvenience for the user. We point out that some
information cannot be anonymized without making the service

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-676-7
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useless. However, it is challenging to infer what the service
provider might learn from the voice records sent to the cloud.

The rest of the paper is structured as follows. Section II
reviews related work. Sections III and IV introduce Ama-
zon Alexa and Amazon Echo. Section V outlines options
to anonymize voice assistants. Section VI describes our
anonymization device. The paper concludes with Section VII.

II. RELATED WORK

In this section, we review related work on (a) voice
assistants for IoT services, (b) data privacy in IoT and (c)
dummy-based anonymization techniques.

A. Voice Assistants
The IoT is evolving rapidly. The worldwide IoT market

is expected grow to $1.1 trillion in 2021 with a compound
annual growth rate of 14.4% [16]. Similarly, the worldwide
market for virtual personal assistant-enabled wireless speakers
will reach $2.1 billion by 2020 [12]. Currently, the U.S. market
is dominated by Amazon Echo with 73% and Google Home
with 27% [13]. Thus, voice assistants like Amazon Echo,
Google Home or Apple HomePod are popular devices for users
to control their smart home appliances, adjust thermostats,
activate home security systems, purchase items online, initiate
phone calls, and many other tasks in their daily life. Voice
assistants and smart speakers exist in many different types
with varying level of capabilities. Some of them can be
integrated into party products, such as connected cars [46].
For example, BMW customers can enable different vehicle
functions via voice assistants like Google Home or Amazon
Alexa since November 2017 [7]. Other examples are smart
fridges like Samsung Family Hub 3.0, which communicates
with its users via Bixby [14]. There are even voice-controlled
toys for children (Mattels Hello Barbie [39]) or toilets with
integrated voice assistants [9].

B. Privacy in the Internet of Things
As soon as appliances interact with their users in a natural

way, such as per voice, humans tend to see them as partners
instead of machines [30]. Thus, users are tempted to assign
attributes regarding morale, attitude or responsibility to voice
assistants [31]. This is problematic, as voice assistants often
have access to data with a high impact on privacy and secu-
rity [23]. This allows for numerous new threats and attacker
models [27]. A large share of cell phone users face similar
privacy risks as the users of voice-controlled IoT devices.
However, in direct comparison cell phone users adjust their
system settings in much more restrictive way [24] than users
of voice-controlled IoT devices.

Since voice assistants typically do not distinguish different
speakers – a feature that is helpful for anonymization –
adversaries in microphone range might issue commands to the
voice assistant. This has been already demonstrated in multiple
ways [34], e.g., via television, via ultrasonic frequencies that
are too high for the human ear to hear, or through closed
windows. Furthermore, manipulated voice commands can lead
to financial losses because the user’s payment data is often
accessed directly [34]. Currently, the best approach for con-
sumer privacy is to unplug any IoT device when not in use. In
addition, the user should frequently review the voice assistants
history for unauthorized actions [34]. Typically, this history is
accessible via the Web page of the service provider.

C. Anonymization Techniques
Anonymization means to protect the privacy of an individ-

ual regarding certain features, e.g., the presence of the individ-
ual in a data set, if the individual shares similar characteristics
with a control group or if the individual can be assigned with
certain attributes. There is a broad variety of anonymization
approaches available (see [21] for an overview). State of the
art is Differential Privacy [29], which ensures that the presence
or absence of an individual record in a database has a very
small impact on the result of a specific analysis. However,
such privacy measures need data from multiple users as an
input for the anonymization. From the perspective of a single
user who wants to protect himself against a curious service
provider, such approaches cannot be applied.

Dummy-based annonymization [35][36] has been exten-
sively studied in the context of location based systems.
Dummy-based anonymization means that a user does not only
send its real position to a location-based system, but a number
of made-up positions as well. From the set of answers provided
by the system, the user considers only information regarding
his real position. This approach has numerous benefits: (i)
Anonymity can be obtained without the help of a trusted third
party or other users. (ii) Each user can decide individually
which properties to be hidden in the dummy requests. (iii)
Finally, the approach scales linearly with the number of
dummies sent. However, it is difficult to create a realistic set
of dummies where the real information cannot be singled out
by statistical means or other properties [32][33]. Dummy-based
anonymization has been already studied in other contexts, e.g.,
social networks [25] or database tables [22].

III. AMAZON ALEXA

Without loss of generality, we will use Amazon Alexa as a
prominent example of a voice assistant. Amazon operates the
cloud service that extracts commands from voice records and
provides an adequate reaction to this commands. Devices that
allow to access Alexa are offered either by Amazon (e.g. Echo
Family, Dash Wand, Fire Tablet, Fire TV), or by third-party-
providers that provide devices based on a recent Android, iOS
or Windows operating system. Other assistants operate in a
similar way, e.g., Siri (Apple), Bixby (Samsung) or Cortana
(Microsoft).

In this section, we will briefly describe Alexa’s IT ecosys-
tem. As Figure 2 shows, the cloud service plays the most
prominent role. It allows Alexa to continually adapt to the
speech patterns, vocabulary and personal preferences of the
users [10]. Furthermore, it allows Alexa to integrate new
functionality and to connect to other services by using the
Alexa Skills Kit (ASK) and the Alexa Voice Service (AVS).

A. Alexa Skills Kit (ASK)
The Alexa Skills Kit is a collection of APIs, tools, docu-

mentations and source code samples. Initially, ASK has been
designed for internal Amazon developers to build new features
of Alexa’s Automatic Speech Recognition (ASR) and Natural
Language Understanding (NLU) systems. Right now, ASK is
available for any third-party developer [37], and more than
25,000 skills have been built and deployed [1].

Figure 3 shows how ASK processes a request. In a first
step, the IoT device waits the wake-up word from the user
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Figure 2. The Alexa Ecosystem [19]

Figure 3. Request and response with the Alexa Skills Kit [19]

and sends a voice recording to the Amazon cloud service that
provides Alexa. Alexa identifies the skill and recognizes the
user’s intent via ASR and NLU. This intent is sent to the
service identified by the skill. This service responds to the
intent. Depending on the user’s device, the response can be
a textual message, a verbal answer through Alexa’s Text-to-
Speech Synthesis (Figure 4) or a graphical response [19]. Any
information flow is encrypted.

Figure 4. Text-to-Speech Synthesis [4]

B. Alexa Voice Service (AVS)

The Alexa Voice Service allows to connect Alexa skills
with third-party services and -products. Similarly to ASK, the
AVS consists of a set of development tools and resources, e.g.,
technical documentation and development kits. While ASK
is intended to build skills that reside in the Amazon cloud,
AVS allows third-party vendors of IoT devices to connect their
products to Alexa [2]. Typical examples of such devices are
mobile phones, connected cars and smart home appliances.

C. Amazon Web Service (AWS) Lambda
Skill developers are able to use other services from the

Amazon cloud [6]. A prominent example is AWS Lambda,
a scalable, cloud-based data processing service that executes
code in the backend, based on customer-specified events.
Such events could be calendar entries, conditions in a stream
database, push-services from external sources on the Internet,
etc. To use AWS Lamda with Alexa, a developer creates an
Alexa skill, uploads it to AWS Lambda and connects it with
an event source that triggers its execution. Thus, Alexa is open
to big-data management.

IV. AMAZON ECHO

One of the most prominent IoT devices accessing Alexa
is the Amazon Echo and its smaller version, the Echo Dot.
These devices are hands-free, voice-controlled speakers which
connect to the Alexa Voice Service to play music, control smart
home devices, make phone calls, etc. In this section, we will
describe the hardware and the user interface of the Echo Dot,
together with the respective privacy policy.

A. Hardware and User Interface
Figures 5 and 6 show the structure and internals of an

Echo Dot. It comes with seven far-field microphones with
beamforming technology and noise cancellation. Thus, verbal
commands can be perceived from every direction in a noisy
environment [10]. When the Dot recognizes the wake-up word,
the light ring turns blue. This allows the user to see when
a sound recording is sent into the Amazon cloud. The light
also indicates the direction of the voice received. The mute
button on the upper side allows to deactivate the microphones,
indicated by a red light. Two other buttons adjust the speaker
volume.

Figure 5. Basic structure of the Amazon Echo Dot [30]

To use the Dot, each user must create an Amazon account.
This account is used to configure the Dot, either via the
Alexa app or website [3]. The configuration includes network
settings, the wake-up word and individual preferences, such
as alarms, music, shopping lists and active skills. If the
user registers multiple Dots, Alexa always responds from the
closest Dot using Echo Spatial Perception (ESP) [20]. Many
configuration options can be accessed via voice interface. For
example, the default wake-up word can be modified by saying
“Alexa, change the wake-up word to Echo”. Similarly, the user
can instruct Alexa to install a new skill by using the voice
command “Alexa, activate <skill name>”. Few information is
stored locally at the Dot. In particular, this is the network
configuration, and preferences, such as the volume and the
wake-up word. Any other information is sent to and stored at
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Figure 6. Teardown of the Echo Dot [5]

the Amazon cloud and linked with the user’s personal Amazon
account. This is important, as the voice recordings transport
much personal information (cf. Section V).

B. Alexa’s Privacy Policy
To register an account, the user must consent to Amazon’s

privacy policy (In our case, it is the privacy policy of Ama-
zon Europe S.a.r.l., Luxembourg and its subsidiaries). Thus,
Amazon does not provide a separate privacy policy for Alexa
services that is different from the policy of other Amazon
services. Amazon provides a detailed list of personal data, as
follows:

• Any information that is sent directly to Amazon, e.g.,
personal data from the user account, shipping and order
information, etc.

• Any information that is obtained automatically when
interacting with one of the Amazon services, e.g., browser
type, operating systems, time zones or location data of the
device used.

• Information from other sources. For example, when a
logistics service confirms a delivery, this information is
sent back to Amazon.

Furthermore, Amazon’s privacy policy contains a section
that explains the stored information with its purposes in detail.
This section states that modes of usage, voice recordings and
interactions from the past are essential to let Alexa provide
meaningful recommendations and reasonable answers. This
means that Amazon will not delete any information on its own
accord, unless the user issues a request for deletion based on
the EU-General Data Protection Regulation or decides to un-
register and delete the personal Amazon account. Furthermore,
the user might use the Amazon website to delete particular
information, e.g., certain voice recordings or orders from the
online shop that might result in misleading recommendations.
In total, the user has to agree to the following documents [18]:

• Alexa Terms of Use
• Amazon Conditions of Use
• Amazon Privacy Notice
• Cookies & Internet advertising
• Amazon Prime Terms & Conditions

• Amazon Music Terms of Use
• Kindle Store Terms of Use
• Audible Service Conditions of Use
• Amazon Device Terms of Use

V. PRIVACY AND VOICE CONTROL

In this section, we identify categories of private information
a voice assistant might obtain or infer. Furthermore, we explore
alternatives to anonymize such classes of information for
voice-controlled IoT devices.

A. Categories of Private Information
To the best of our knowledge, there is no survey about the

impact of voice assistants on the privacy of its users. However,
we can learn from the ongoing discussion on the privacy
aspects of smart cellphones [43]. Furthermore, some details
can be inferred from the technical setup of voice assistants.
We have identified three categories of information that can be
obtained from the service provider in the cloud-based backend
of a voice assistant:
1. Application Data: This category of data refers to any
information a skill must access to perform a certain service.
Application data can be information stored in a database at the
site of the service provider. It can be also external information
fetched via HTTP-request over the Internet. For cell phones,
this kind of information corresponds to content data [45].
Example: Assume a user wants to manage calendar entries
via commands like "‘Alexa, when is my next event?"’ or
"‘Alexa, add an event to my calendar"’. In this case, the
service provider needs access to the user’s personal calendar.
Additional information, such as event priorities or alert times,
emphasize the significance of calendar entries.
Privacy Issues: The impact of application data on the privacy
of the user depends heavily on the service and the context the
service is used. With our example, it makes a difference if the
calendar is used personally to manage birthdays of friends, if it
is used in a business environment to organize office meetings,
or if it is used in a medical facility to fix patient appointments
in an aseptic way. In general, the service provider learns from
application data:
• The content of an interaction with the voice-controlled

device, i.e., user interests, attitudes and personal data.
• The modes of use of a certain service, e.g., habits like

asking for a certain stock price every day in the morning.
If the service is offered by an external provider, this informa-
tion also goes to third parties.

If the voice assistant is used by individual persons, applica-
tion data is a promising subject for anonymization techniques
that aim forhiding personal interests, attitudes and modes of
use. However, as application data are inherently needed to
provide a service, there is a conflict between anonymity and
user experience.
2. Technical Data: Data from this category is necessary to
provide the service or stem from the domain of the service
provider. It is needed or generated automatically when a
service is executed and messages flow between the IoT device
and the service provider. With cellphones, this is known as
call detail record [45].
Example: With our personal calendar, the voice-assistant
provider needs the user login to identify the personal calendar.
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If the calendar is provided by third parties, say, on a Microsoft
Exchange server, external login data is also needed. Further-
more, the service provider learns meta-data, such as date and
time of use, IP addresses, time-zones etc.
Privacy Issues: Technical data allow to infer personal in-
formation that are related to the interaction with the voice
assistant. For example, times of use correspond to the daily
routine of the users. Furthermore, the IP address can be a
user pseudonym and reveals the location of the user. However,
any technical information is routed through the cloud of the
voice-assistant provider. Thus, if the voice assistant accesses a
service provided by a third party, the external provider might
only "‘see"’ that a server from the cloud of the voice-assistant
provider is communicating – the IP address or the time zone
of the user’s IoT device can be hidden by network address
translation.

Privacy-Enhancing Technologies, such as the TOR onion
routing [28], I2P [44] or the JonDo Web Proxy [42] focus on
technical data. Since voice-controlled IoT devices are required
to send login information to the service provider anyway, it
does not make sense to apply such technologies. However,
technical data can be considered for anonymization techniques
that hide usage patterns, habits or activity periods.
3. Adjunct Data: This category contains information that is
neither needed to provide the service nor to communicate
with the IoT device, but it is interwoven with other data.
It corresponds to issues similar to location tracking [41] or
activity recognition [38] of modern cellphones.
Example: The voice recordings sent to the service provider
for speech recognition do not only transfer commands to the
voice assistant. Instead, features like linguistic stress patterns,
regional accents, the number of different speakers using the
voice assistant or environmental sounds are part of the record-
ing. Such information is independent from the service used,
i.e., it is not bound to our ongoing example of using a personal
calendar.
Privacy Issues: It is straightforward to infer sensible personal
details from adjunct data. For example, a provider might be
able to learn from environmental noises (perhaps accompanied
by commands to the voice assistant) that the user performs a
certain action, e.g., watching TV or making breakfast.

Information from this class can be removed without loss
of user experience from the data sent to the service provider.
However, this information comes as a byproduct of the sensory
equipment or the information technology used to provide the
service. Thus, it might be prohibitively expensive in terms
of computational costs to filter adjunct data. Basically, this
means to perform speech recognition locally instead of using
a powerful cloud service. This calls for other options to
anonymize voice assistants.

B. Options to Anonymize Voice-Controlled IoT Devices
From the perspective of the individual user, only a few

options exist to anonymize a voice-controlled IoT device to
some extent without abandoning the use of the device and
without sacrificing user experience to a large extent. Firstly,
recall that the data flow to and from the IoT device is
encrypted. Thus, it is not an option to manipulate the data
packets. Secondly, the IoT device is bound to a service provider
hosting (a) the voice assistant and (b) the service infrastructure

that allows to access a huge number of convenient services,
such as calendar management, radio stations, etc. As a result,
in many cases it is not an option to simply switch to a more
privacy-friendly voice-assistant provider (if there were any).
Third, for technical reasons it is not an option to do all voice
processing locally at the IoT device and only send commands
to the service provider that have been stripped from adjunct
data.

However, is is possible to use a variant of the dummy-
based anonymization (cf. Section II), i.e., to control what the
IoT device is allowed to hear and to hide sensitive personal
information in a number of dummy requests that are sent
through the IoT device to the voice assistant.
Example: Assume a user wants to anonymize its personal
calendar by using dummy requests. In the first step, the user
identifies the information to be obscured. With our example,
assume the user wants to conceal (i) which are the most
sensitive calendar entries, (ii) how many people use the voice
assistant and (iii) what are the typical daily activity times. For
this purpose, the user asks a number of friends to provide voice
samples, such as "‘Alexa, when is my next event?"’, "‘Alexa,
add an event to my calendar."’, "‘Alexa, delete an event from
my calendar"’ together with times and dates. A reasonable set
of dummy requests would order Alexa to read, add and remove
calendar entries at different times, by different voices, without
having an impact on the correctness of the service. Similar
dummy requests can be defined for other services, say, playing
radio stations. We see three different options to realize such
an anonymization:
External anonymization via speakers: This is the most
simple option. An anonymization device with a speaker, e.g.,
a Raspberry Pi, is placed nearby the IoT device. Whenever the
user is in the room, he or she uses the IoT device normally.
When the user leaves the room, the anonymization device starts
to play voice samples from an internal database containing
dummy requests through its speaker to the IoT device. Our
anonymization device implements this approach (cf. Section
VI).
User Experience: Since the user does not have to manipulate
the IoT device, this approach can be easily implemented.
Furthermore, as long as the dummy requests are played only
as long as the user is not in the room, user experience is high.
Anonymity: Assuming a good set of dummy requests for
anonymization, and assuming further that the voice-assistant
provider does the speech recognition automatically, it is possi-
ble to obscure private application data and adjunct data among
dummy requests. Furthermore, it is possible to hide habits and
activity times. However, a suspicious voice-assistant provider
may sort out dummy requests that follow a different data
distribution than the real requests, that are heard always from
the same direction at the same sound volume or that are
issued with the same accentuation. Furthermore, this approach
assumes that the IoT device is listening only when the user
deliberately says the wake-up word.
External anonymization via relay: A second option is to
disassemble the IoT device and to connect the built-in micro-
phones and the speaker to a relay that is controlled by the
anonymization device. Thus, the anonymization device can
protect against cases where the voice assistent is activated
without intention of the user. Furthermore, the input and the
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output of the IoT device can be muted at any time with
certainty. Thus, it is possible to, say, let the IoT device read
dummy calendar entries or play dummy radio stations while
the user is in the room.
User Experience: In comparison to the first variant, the imple-
mentation efforts of this approach are significantly increased.
Because the input and the output of the IoT device can be
externally controlled, the user experience is slightly higher.
Anonymity: The fact, that it is possible to mute the output while
the user is in the room, allows for more options to issue dummy
commands to the voice assistant. Ensuring that the IoT device
is only listening when allowed increases the privacy of the user.
This means that the anonymization device also needs to listen
to the wake-up word. However, this can be realized locally,
without having to send voice recordings into the cloud [17].
Re-wiring the IoT device: From the perspective of the IoT
device, the most impacting approach is to re-wire the speakers
and microphones directly to the anonymization device. Thus,
any input or output is supervised. Verbal commands to the
voice assistant are synthesized at the anonymization device and
sent directly, without using speakers and microphones, to the
IoT device. A similar approach would be to install the voice-
assistant application on a standard Windows PC and to re-route
the audio-drivers to a program that handles anonymization.
User Experience: In comparison to the other approaches, it
is possible to control the input and output of the IoT device
in a fine-grained way. However, the implementation effort of
this variant is high. It requires expert knowledge to set up an
anonymization device that sends synthesized voice commands
to the voice assistant without loss of user experience.
Anonymity: This approach ensures that no information is sent
unfiltered to the voice-assistant provider. It would be possible
even to let the anonymization device synthesize verbal requests
from the user and a database of dummy commands with
the same artificial voice, i.e., the provider does not have an
option to distinguish various speakers according to certain
verbal characteristics. However, as with the other approaches,
a fraction of the requests sent is still the real interest of the
user. Thus, it remains challenging to create a set of dummy
requests with exactly the same statistical characteristics as the
real requests.

VI. DUMMMY REQUESTS FOR THE ECHO DOT

In this section, we describe our prototypical anonymization
device. It is based on a Raspberry Pi-based that sends dummy
requests via speaker to Alexa. Furthermore, we discuss what
we have learned during its implementation.

To create a setting that is easily reproducible, we have
decided to play various radio stations. In this setting, we
have to consider only two voice commands: "‘Alexa, play
<radio station> on Tune In"’ and "‘Alexa, stop"’. The skill
"‘Tune in"’ provides 41 different genres of music. Every
genre is associated with multiple radio stations. A typical
voice command is "‘Alexa, play Radio Bob on Tune In"’. Our
objective is to anonymize our (a) taste for music and our (b)
activity times. Thus, we focus on anonymizing information
from our category "‘Application Data"’.

A. Hardware Setup
Our anonymization device is shown in Figure 7. It consists

of three components:

Figure 7. Our anonymization device

1) Amazon Echo Dot 2nd generation: This is the lower
right device in Figure 7. The Echo hardware comple-
ment includes a 64-bit quad-core MEDIATEK ARM
MT8163V 1636-KBCAH CCMKYRHS processor, 512
MB of LPDDR3 SDRAM and 4GB of storage space. It
connects to the Internet via WiFi 802.11a/b/g/n.

2) Raspberry Pi 3 Model B Rev 1.2 with 7 inch touch display:
This is the upper device in Figure 7. The Raspberrys
operating systems is Raspbian GNU/Linux 8 (Jessie).
For this project, we’ve used a Raspberry Pi 3 Model
B, which uses a Broadcom BCM2837 SoC with a 1.2
GHz 64-bit quad-core ARM Cortex-A53 processor, 1 GB
of LPDDR2-SDRAM and can be connected to the WiFi
through 802.11a/b/g/n.

3) Nubwo Wireless Speaker: This is the device in the lower
left position in Figure 7. This is a wireless bluetooth
speaker with integrated microphone. It is compatible with
different devices, such as tablets, laptops or smartphones.

B. Software Setup
The Raspbian Linux already comes with all the tools

needed to play dummy commands that follow a certain distri-
bution: With the scripting language Python and its toolkits, we
have realized a graphical user interface to control the order and
the distribution of the dummy voice commands. Python allows
to start linux commands to play voice samples in various audio
file formats that have been recorded in advance and stored
on the local SD card of the Raspberry Pi. Alternatively, we
have tested Google’s text-to-speech synthesis "‘Simple Google
TTS"’ to generate voice commands from text, that is, without
having to record voice samples beforehand. This synthesis can
be accessed via Python library "‘gTTS"’.

C. Dummy-based Anonymization
Figure 8 shows our process to generate dummy commands.

We have written a Python script for the Raspberry Pi, which
plays dummy voice commands. When the user is about to leave
the room, he starts this script via command line or a graphical
user interface. Subsequently, the script randomly selects a radio
station, plays "‘Alexa, play <radio station> on Tune In"’ via
speaker to the Dot, waits a random time interval ranging from
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10 seconds to 60 minutes, and plays "‘Alexa, stop"’. This
procedure recurs, until it is terminated by the user.

Figure 8. Flowchart of the dummy-based anonymization

Switching radio stations after a few seconds corresponds
to a user browsing for a station that fits to his mood at the mo-
ment. Switching stations randomly with a frequency between
some seconds and 60 minutes corresponds to a user having
heard songs he dislikes. After 60 minutes, the user might have
lost interest in listening to the station. We assume, that this
procedure creates realistic dummy commands, which cannot
be distinguished from user commands with the algorithms
currently used by the service provider.

D. Discussion
We have implemented a scenario that is understandable yet

realistic. By anonymizing music taste and activity times when
listening radio stations via Amazon’s Echo Dot, we have made
a number of observations.

It was surprisingly simple to issue dummy voice commands
with a certain frequency and distribution by using off-the-shelf
hardware and software components. With some experience in
Linux, it did not took long to realize our anonymization device.
It was not necessary to open the IoT device. Except for the
touch-sensitive display used for debugging purposes, we have
spent less than 50 EUR for hardware components. However,
it needs a profound technical understanding to configure the
generation of dummies according to a person’s individual
privacy requirements.

Alexa’s Automatic Speech Recognition technology works
very well, even with voice commands that are synthesized from
text. For our tests, we have used Simple Google TTS, which is
an online service of Google. However, we assume that offline
text-to-speech engines like Cepstral [8] or eSpeak [11] would
be applicable as well. This way, no external party might learn
which dummy commands are synthesized and sent to Alexa.

We have observed that Amazon’s recommendations for
radio stations follow our dummy commands. This indicates

that our anonymization approach is working as intended at the
moment. On the other hand, a voice assistant that is based on
garbled recommendations might reduce the user experience.
Furthermore, it is impossible for the user to find out what
the service provider learns indeed. If the provider implements
machine-learning algorithms that distinguish different voices,
only the rewiring approach from Section V might be able
to provide some degree of privacy. Amazon says that voice
samples are used to improve speech recognition. However, we
did not observe that the the real user’s voice was recognized
less accurately due to learning from a synthesized voice.

In conclusion, at this moment, even a simple dummy-
based anonymization approach allows for some more privacy
regarding application data, than the voice-assistant provider is
offering the user. We have focused on the user’s activity times
and his taste for music. In the same way, many other aspects
and many other services could be anonymized. For example, it
would be possible to anonymize the places of interest that are
sent to a service for local weather reports. Similarly, events
and holidays could be anonymized with calendar services.
However, some services do not allow for this approach. For
example, it would not make sense to turn on and off smart
home components, such as cleaner robots, or to anonymize
the wake-up alarm. Finally, it is impossible for the user to
find out or influence which algorithms are implemented by
the provider. In the worst case, the provider might implement
machine learning to distinguish different personality profiles
from voices and statistical properties of the commands, without
telling in the privacy policy. Thus, it is impossible to give
anonymity guarantees like differential privacy [29].

VII. CONCLUSION

Currently, voice assistants are integrated into a plethora
of different IoT devices and used every day in numerous
situations. Voice assistants on IoT devices make users’ life
more comfortable. On the other hand, such assistants send
voice samples into the cloud, which contain private information
from private places. Even more, the voice samples do not
only transport the verbal commands required, but also adjunct
information, such as verbal stress patterns or background
noises indicating certain activities. Thus, the service provider
is in a position to create deeply impacting personality profiles.

We have identified three categories of information that
can be observed by the service provider. Furthermore, we
have analyzed from the user perspective at which points it
is possible to realize anonymization. We have described a
dummy-based anonymization approach, and we have explored
it’s properties by implementing a prototypical anonymization
device based on a Raspberry Pi that feeds dummy commands
to an Amazon Echo Dot. Our device confirms that it is possible
to anonymize a part of the information sent to Alexa with
limited inconvenience for the user.
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Abstract—Cryptocurrencies are being widely adopted to perform
various online-based transactions; therefore, they are required to
maintain a consensus to ensure a secured transaction. Blockchain
comprises a distributed ledger, which holds digital records of
individual crypto-transactions. Besides recording a particular
activity, blockchain also ensures that the contents of the ledger
are decided based on agreements of distinct participants. Various
consensus mechanisms are followed by blockchain to ensure
blocks are being summed up representing legitimate data on
the network. However, the major consensus protocols comprise
various limitations; and these are prone to different types of
cyber attacks, such as Distributed denial-of-service, 51% attack,
Double-spending, Long-range attack. In this paper, we analyze
several attack vectors that can cause serious security threats
due to the loopholes in the consensus mechanism. Our study
involves examining 3 significant consensus mechanisms, which
are followed by major cryptocurrencies. We also discuss the
limitations of individual consensus mechanisms and demonstrate
their robustness towards various attack vectors. We conclude that,
although blockchain comprises proper consensus mechanisms to
enhance secured crypto-transaction, unfortunately, it is not strong
enough to defend against some cryptocurrency attacks which
could discourage some users to adopt this technology.

Keywords–Blockchain; Consensus; Cyber Attack.

I. INTRODUCTION

The blockchain is a medium of distributing digital infor-
mation to users who are connected to the block. It uses a
distributed system for verification and holds a record of every
transaction that ever took place. Blockchain was first initi-
ated in 2008 by a pseudonymous named Satoshi Nakamoto;
however, it still remains a mystery about the founder of this
technology. In the blockchain network, each block contains
records of transactions and connected using cryptography. It
is a secure and trustworthy platform, which can be used to
produce applications, such as voting systems, games, online
shops [1].

A cryptocurrency is a revolutionary growing technology
that makes it possible for digital transactions to occur in just a
few minutes. The transaction takes place in, an unidentified
blockchain network; regardless of the network failure the
transaction will still flow accordingly. In a blockchain network,
every miner can keep their data and ensure that the chain is
not corrupted. If an adversary tries to corrupt the block, then
the whole system verifies every data for authenticity, and any
corrupted finding gets restricted from the block.

Bitcoin is the first digital currency, which evolved in
2009 on blockchain platform. Data with several blocks in the
chain cannot be altered without having every block changed;
hence, making the whole process very secure and reliable.

Beside Bitcoin, various other digital currencies, such as Ether,
Litecoin, are currently being dominated in the crypto platform.
Each cryptocurrency follows a consensus mechanism to make
the transfer process secure and free from the attacks. However,
recent attacks have questioned the reliability of the digital
transactions and showed there is a loophole to bypass the secu-
rity. Bitfinex and Dao incident are some of the recent incidents,
which resulted in stealing millions of cryptocurrencies [2] [3].
Hence, it is essential to have a secure consensus mechanism
in place.

Our major contributions in this paper are:

• We discuss ten cryptocurrency attacks, which not only
can corrupt the cryptocurrencies but also can exploit
the consensus mechanism.

• We assess three widely used blockchain consensus
protocols, including their limitations.

• We evaluate the effectiveness of individual consensus
mechanism by classifying towards discrete exploita-
tion type.

This paper is organized as follows: Section II is the back-
ground section, which discusses the major cryptocurrencies.
Section III presents the attack vectors that can be catastrophic
to the blockchain network. In addition to that, phishing and
scams are also discussed. Section IV summarizes the security
enhancements in brief. Section V includes the discussion of 3
consensus mechanisms and limitations associated with each of
the mechanisms. In Section VI, the consensus mechanisms are
analyzed, in the context of attack vectors, and represented in
a table. To conclude the paper, we discuss the findings from
our analysis and future work to be undertaken.

II. BACKGROUND

In this section, we discuss five significant cryptocurrencies.
Table I presents some cryptocurrencies that are classified
according to the consensus mechanism. Figure 1 shows the
recent market capitalization of 10 cryptocurrencies [4] that are
dominating at the moment.

A cryptocurrency is a form of digital cash, which uses
cryptography to process a secure and reliable transactions
over a peer-to-peer (P2P) network. The transaction process
is based on consensus, which means disagreement from any
of the peers on the network will cause an interruption in the
act. About 1662 cryptocurrencies exist at the moment and
Bitcoin is the most widely used cryptocurrencies among all.
The cryptocurrencies have limited supply as cash currencies
do and they can be controlled by an algorithm process.
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TABLE I. CRYPTOCURRENCIES BASED ON CONSENSUS MECHANISM

Consensus Mechanism Cryptocurrencies
Proof of work Bitcoin, Ether, Nimiq, Litecoin, Monero
Proof of stake Linda, Neo, Pivx, Okcash, Stratis

Delegated proof of stake Lisk, Ark, Rise, Oxycoin, BitShares

A. Bitcoin

Bitcoin was first proposed in 2008 and came into effect
since 2009 [5]. It is an electronic based payment system where
the authenticity is based on mathematical proof. The main
concept of this cryptocurrency is to perform digital transac-
tions and exchanges over a secured medium without having
any central supremacy. Bitcoin is operated in a decentralized
system, which can be considered as an alternative version of a
bank. Once a transaction occurs, the sender is required to wait
for the confirmations from the miners. The transactions get
into the pool for authorizations. Mining computers then gather
the unresolved transactions from the pool and switch them
to a mathematical equation. Miners verify the transactions by
solving the equation, and a new Bitcoin block gets added to
the blockchain.

B. Ether

Ether is another popular cryptocurrency, which was
launched in 2015. Ether, a crypto-fuel, is an important attribute
to keep the Ethereum platform running [6]. Ether is used
as an incentive for the application developers who develops
efficient decentralized applications, a unique way of keeping
the network active. Whenever a node validates a block on
the Ethereum blockchain, 5 Ether is generated and rewarded
as an incentive to the node. It normally takes 15-17 seconds
for a new block to be publicized. Users wishing to utilize a
decentralized application on the platform are required to pay
in Ether as a service fee.

C. Ripple

Ripple came into effect in 2012. Ripple is a Real Time
Gross Settlement system, which functions as a cryptocurrency

Figure 1. Market capitalization of cryptocurrencies (in billion) as of March
2018

and digital payment network [7]. Ripple relies on a common
network, which is operated by a network autonomously vali-
dating server that can compare the transactions. The Ripple
platform is decentralized and does not comprise proof of
work (PoW) or proof of stake (PoS); instead, it relies on
a shared public database. Since Ripple structure does not
depend on mining; therefore, the cost of computing power and
network latency is very low. A consensus protocol performs the
validation of balances and transactions. The consensus process
involves distinct nodes that determine the first transaction by
going through a poll. The approval time from the poll is very
fast and roughly takes 5 seconds.

D. Monero

Monero is a cryptocurrency, which was launched in 2014.
It is privately based untraceable currency that focuses on de-
centralization [8]. The privacy is ensured by a special method
called “ring signatures”. The method works by having a group
of signatures, which involves a minimum of one genuine
participant. Monero is dynamically scalable and comprises
isolated features comparing to Bitcoin or Ether. For instance,
Monero includes cryptography that protects all the potential
transaction information, such as sender, receiver, transaction
amount, from the outside world and giving the sender the
ability to decide who will be allowed to view a particular
transaction.

E. Litecoin

Litecoin is another cryptocurrency, which was developed
by Charlie Lee and came into effect since 2011 [9]. Litecoin
is one of the oldest cryptocurrencies that came into effect after
Bitcoin. It is able to manage a large volume of transactions than
other cryptocurrencies, such as Bitcoin. Litecoin generates the
blocks more frequently; hence, it supports more transactions
at a faster pace. The transaction fees are relatively low and
determined based on the size of the block. It comprises much
shorter blocks comparing to Bitcoin; therefore, the fee is low.

III. SECURITY THREATS

In this section, we discuss some of the important attacking
techniques that can be dangerous in corrupting the cryptocur-
rencies as well as exploiting the blockchain.

A. 51% Attack

The 51% attack can be very critical in the blockchain
network if exploited successfully [10]. The vulnerability starts
by creating a corrupt version of the blockchain, which is iso-
lated from the real version. Since blockchain policy complies
with the longest chain to demonstrate the accuracy of the
transaction, if the adversary manages to drive the longest chain,
the corrupt version of blockchain will be predicted as a genuine
chain. Therefore, the transactions that are not listed in the
corrupted chain will be reversed. In the context of Bitcoin,
once a transaction is approved by the sender it gets into the
pool. It is then picked by individual miners to develop a block
of transactions. The miner who gets first to solve the problem
produces it to other miners to check the authenticity. In a 51%
attack, a group of adversaries tries to solve the problem and
then generate child of the blockchain so that they can avoid
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showing the solution to other miners in the network. However,
a large number of miners exist on the blockchain network,
and it is nearly impossible to beat the hashing power of the
network.

B. Sybil Attack

The Sybil attack comprises similar characteristics as 51%
attack. This attacking method was first brought into attention
by John Douceur, a researcher based on Microsoft [11]. In a
Sybil attack, the adversary develops a vast amount of nodes
in a sole network to cause disruptions over the network.
This attack also involves corrupting a network to perform
an unprivileged transaction or altering valid transactions. The
network is unable to discover if multiple nodes are being
controlled by a single attacker. In this attacking technique, the
attacker may use several devices, virtual machines or Internet
Protocol (IP) addresses. Normally in a centralized system,
the monitoring process involves verifying if several requests
are being made from the same device, but the blockchain
does not possess such features. In blockchain technology,
adversaries are restricted to the number of blocks they can
produce. However, this attacking technique is very rare as the
digital currency infrastructure was developed considering the
restriction of the Sybil attack.

C. Distributed Denial-of-Service

Distributed denial-of-service (DDoS) is a type of cyber
attack that exists from the past two decades to perform
exploitation over various networks. DDoS is one of the most
common attack vectors in the blockchain network, and the
main objective of the adversary is to flood the network with a
very high amount of traffic [12]. This attack is performed in
the blockchain network so that authentic transactions could be
stopped from being processed and invalid transactions could
be accomplished. However, a DDoS attack over the blockchain
network does not involve stealing the digital currency rather it
just mitigates the network activity.

D. Mining Malware

In this attacking technique, the adversary takes advantage
of cryptojacking malware to perform exploitation. It involves
infecting miners system with malware to have the incentive
directed to the attacker’s wallet [13]. Regardless of the victim’s
location, mining malware can be exploited from any part of
the world. Cryptojacking in mining malware comprises similar
approach as ransomware. However, instead of having a good
chunk of money within a short period, it focuses on achieving
the targeted amount over a period. Cryptojacking works in
stealth mode; hence, it is an attracting exploitation technique
over ransomware. It may not require much effort to infect
a system and can spread via corrupted websites or phishing
campaigns.

E. P + Epsilon Attack

The PoW system is usually vulnerable to this type of
attack [14]. It is a simple statical observation and based on
the uncoordinated choice model. In an uncoordinated choice
model, all the users are not inspired to engage with each other.
Hence, they construct a group, which suddenly turns into big

enough to dominate. Essentially when the network performs
normal, the miners can never construct the miner group large
enough to manipulate the network. It correctly assumes that
the average miners will look after their interest.

F. Long-Range Attack

A long-range attack can occur due to the weak subjectivity
model [15]. In the PoS chain, only a limited number of users
participate at the beginning, and as the user increases, they
form the chain as a pool of miners. Hence, users who staked
at the chain, grow more prominent. Those limited number of
users, from the beginning, can join together to maintain the
previous chain back in action. In the following stages, they
will be the one to dominate in mining blocks. PoS does not
set a limit on the growth of the chain; hence, the chain can
grow very long.

G. Eclipse Attack

In this attacking technique, an adversary manipulates the
P2P network to control over the information that a node com-
prises. The exploitation may start when a peer communicates
with other peers using gossip protocol [16]. An adversary can
separate the target from the network chain so that the target
could be diverted to misuse the computation power on invalid
segment of the blockchain. In an eclipse attack, the adversary
resides in between the nodes and the rest of the network by
regulating the capacity of the node. It gives an attacker to
perform a 51% attack with lot less mining power [17]. The
attacker aims to manipulate the nodes to the attackers IP so that
connections are made to their chosen destination. The attacking
process goes through three phases. However, conducting this
attack can be very expensive since the attacker is required to
control the whole network system.

H. Border Gateway Protocol Hijacking

Border Gateway Protocol (BGP) hijacking is also known as
routing attack. In this attacking technique, the Internet Service
Provider makes false announcements over the routing system
so that traffic could be diverted [18]. An investigation shows
that the BGP attacks are increasing time to time over the Bit-
coin network and a minimum of 100 BGP attacks are occurring
on a monthly basis. The investigation also demonstrates that
447 nodes were hijacked in 2015. This attack vector can be
performed to benefit from 2 attacking stages. Firstly, divide
the network and secondly, obstruct the blocks by 20 minutes.
Though the blockchain system is a decentralized network;
however, when considering it from the routing perspective then
it can be regarded as centralized as about 100 IP prefixes are
managing about 20% of the Bitcoin hosts. Hence, this attacking
technique can be proven fatal due to its centralization.

I. The Balance Attack

The Balance attack aims to focus on the nodes, which
comprise balanced mining power. It mainly enforces double-
spending on PoW consensus mechanism [19]. In this attacking
technique, the adversary puts a delay between the legit sub-
groups of nodes. The next step involves the adversary mining
as many blocks as possible in another subgroup confirming that
other sub-tree puts importance on the transaction subgroups.
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The adversary aims to exploit the ghost protocol by separating
the blockchain branch from the other nodes in the network. At
a later time, the separated branch will be furnished to other
nodes to put an impact on the branch selection process.

J. Phishing and Scams

The number of scams occurs in the crypto-space is just
remarkable, but not in a good sense. The main idea of the
phishing and scams is to trick users to steal money from
their wallet [20]. Phishing can spread from device to device,
and technology-oriented people can easily fall for it without
even noticing the influence. Scams can occur in many ways,
for instance, an important email from the wallet asking to
sync the account with a network which has just been hard-
forked. Scams can also occur through social media by asking
potential information from the user making it look like a legit
request. Slack and forums attack can also occur by providing a
corrupted link and asking the miners to log in through that link.
Phishy wallets, fake ads are also some of the scam techniques
being used to steal cryptocurrencies.

IV. SECURITY TECHNIQUES

In this section, we summarize some of the security en-
hancements, which can be implemented to ensure a secured
blockchain network.

A. SmartPool

SmartPool is a decentralized mining pool, which is based
on Ethereum smart contracts [21]. SmartPool comprises vari-
ous innovative data structures and design options, which have
resulted in to be secure, efficient and reliable. SmartPool
enhances probabilistic verification that helps to decrease the
number of messages and cut down the expense for the miners.
SmartPool provides a solution by ensuring a decentralized
pool, mitigating transaction censorship threat, guaranteeing
low variance.

B. Oyente

Oyente is a symbolic execution tool, which is used to
find security bugs in smart contracts [22]. Oyente examines
Ethereum smart contracts to figure out security loophole,
which can cause potential threats. Oyente does not only detect
unsafe bugs but also investigates every practical execution
path. An experiment carried out by Oyente on 19,366 smart
contracts, and it resulted in 8,833 of them are vulnerable.

C. Hawk

Hawk is a framework to develop privacy-preserving smart
contracts [23]. Hawk does not require cryptography implemen-
tation, so it gives an opportunity to the non-programmers to
write Hawk program. A Hawk compiler is in place to compile
the Hawk program. One-chain privacy and contractual security
are two security approaches guaranteed by Hawk to enhance
security.

V. BLOCKCHAIN DISTRIBUTED CONSENSUS
MECHANISMS

In this section, we analyze three blockchain consensus
mechanisms, which are being utilized by the major cryptocur-
rencies such as Bitcoin, Litecoin, Ether and so on. We also
put our focus on the limitations of each mechanism. Table II
summarizes some of the main features of each consensus.
The key point of the consensus mechanism is to ensure that
the entire network agrees upon the contents of the ledger by
following a set of rules. It also influences the security and
economic guidelines of the blockchain network.

A. Proof of Work

Proof of work (PoW) is a consensus mechanism, which
is based on solving a mathematical equation. PoW was first
introduced by Bitcoin and currently implemented in many
other cryptocurrencies [24]. The action involves mining where
each node on the network is referred to as a miner. The
process of rewarding miners ensures that it is running while
establishing blocks. Miners are the foundation of PoW; hence,
they are responsible for authorizing new transactions and
recording them to the ledger. It usually takes 10 minutes to
mine a Bitcoin block by solving strong mathematical equation
based on a cryptographic hash algorithm. A successfully solved
equation results in PoW; therefore, the transaction is consid-
ered as valid. Miners receive rewards for solving mathematical
equation and transaction fees.

One of the major drawbacks of PoW is the cost of energy.
The amount of energy the Bitcoin mining consumes per
year is more than 159 countries individually. Research shows
that Bitcoin to consume all the electricity of the world by
February 2020 [25]. PoW for Bitcoin mining requires extensive
hardware to make the mining process smooth and fast, which
results in huge expenditures. Moreover, the effort in generating
the blocks are useless as it can not be applied anywhere but
takes a lot of time and energy to form the blocks.

B. Proof of Stake

Proof of stake (PoS) is another consensus mechanism,
which has gained popularity in recent time. Peercoin was
the first cryptocurrency to use this mechanism in 2012. In
this consensus mechanism, a randomized system is applied to
determine the creator of the following block [26]. The process
involves giving information about the amount of cryptocur-
rency and the duration that cryptocurrency has been held for
by a particular user. It does not need to meet any rigid hardware
requirements and also abandons the high computation require-
ment. The possibility of obtaining the reward by developing a
block entirely depends on the number of tokens possessed by
potential users in the network. In PoS, each node is connected
to an address and participants with a large number of coins
likely to achieve the address, as well as involve in mining the

TABLE II. MAIN FEATURES OF CONSENSUS MECHANISMS

Consensus Energy Cost Decentralization Processing Speed
PoW High High Low
PoS Low High High

DPoS Low Low High
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next blocks. The advantage of PoS is that comparing to PoW;
it is not energy intensive.

PoS suffers from weak subjectivity, and the implementation
process is very complex and challenging. Another limitation of
PoS system is that a large number of stakeholders have control
over the network based on technical and economical aspects;
therefore, making it a monopolized system.

C. Delegated Proof of Stake

Delegated proof of stake (DPoS) is another consensus
mechanism that allows the shareholders to vote for wit-
nesses [27]. One vote per share policy is performed giving
the stakeholders the opportunity to have more votes if they
own most coins. The witnesses get paid for building individual
blocks, and failure to do so may result in being unpaid and
voted out. They must obtain the largest number of votes
from random stakeholders to perform the instructed task. The
stakeholders also vote for the delegates to reform and make
changes in the network which can be reviewed for an utmost
decision. However, the rewards depend on the accomplishment
of the DPoS mechanism. The voting power is endorsed by
analyzing the number of tokens an account is holding. In a
particular DPoS version, to prove dedication, the delegates may
require to deposit funds in the time-locked security account and
any corrupted behavior will result in money being seized. The
version is called as deposit-based proof of stake [28].

Though DPoS enhances efficiency in the transactions;
however, it comprises various limitations. The significant lim-
itation of DPoS is that adequate decentralization cannot be
obtained. An excessive amount of validators slow down the
network. Moreover, delegates get penalized for not abiding
with particular rules.

VI. ANALYSIS

In this section, we evaluate the effectiveness of individual
consensus mechanism. Our analysis does not involve dis-
cussing only the effectiveness rather it also classifies each
mechanism towards distinct exploitation type and presents in
a table. We assess three primary consensus mechanisms, and
Table III shows that consensus mechanisms are vulnerable to
various attack vectors.

The act of PoW method is too slow. Expensive hardware
requirement and energy cost make it very costly. Some min-
ing firms are dominating with enough mining power; hence,
attacks to the mining firms can cause disruptions and also put
massive impact over the cryptocurrency. PoW is vulnerable
to the 51% attack, and a P + epsilon attack can also be
carried out at no cost by having the required budget. Hence,
the crypto-security level of the PoW based system towards P
+ epsilon attack can be considered as zero [29]. Our analysis
indicates that the Sybil attack can exploit PoW as an adversary

can interrupt the flow of the network by developing several
malicious nodes. PoW is also vulnerable to the Balance attack.
The Ethereum protocol and private blockchain are mainly
vulnerable to this attacking technique. However, the adversary
with much hashing power more likely to corrupt the Bitcoin
blockchain network. In addition to that, our analysis also shows
that the DDoS attack and BGP hijacking can corrupt the
regular flow of this consensus mechanism.

Comparing to PoW, the significant advantage of PoS is
the energy savings. However, in the context of security, it is
not a fully secured mechanism. PoS is vulnerable to the 51%
attack. To conduct a 51% attack, the adversary will have to
achieve 51% of the cryptocurrency. Since it is quite tough
to achieve 51% cryptocurrency; therefore, the threat of that
attack can be very rare. However, PoS can be exploited by the
long-range attack. PoS is not vulnerable to the P + epsilon
attack since the adversary requires to produce a huge amount
of budget to contribute as a security deposit for the participants
when voting for the minority [29]. The Sybil attack can exploit
PoS. A DDoS attack can also be carried out to disrupt the
consensus mechanism. PoS can be an expensive option for
novice attackers. It requires users to stake their own money
first to validate transactions and produce blocks. Any corrupted
activity in the network will confiscate the staked amount.
Hence, the adversary will also lose their right to participate
in future activities. This particular approach will demotivate
potential attackers to carry out specific attack vectors; thus, it
will enhance extra security.

Our analysis shows that comparing to PoS and PoW, DPoS
comprises an entirely different consensus approach. Though
the distinct approach holds advantages concerning energy cost,
speed and processing time; however, in the context of security,
DPoS is also not very secure. The adversary can convince the
stakeholders to obtain 51% voting power and carry out a 51%
attack [30]. It is also vulnerable to the other primary attack
vectors, such as long-range attack, DDoS attack, P + epsilon
attack, Sybil attack and the Balance attack. DPoS is not fully
decentralized; therefore, it can always be the focal point of
random attackers.

In the distributed network, a source entity can produce mul-
tiple entities from which some may not be reliable to perform
particular tasks. Hence, a consensus algorithm is in place to
ensure the reliability of the specific network. Cryptocurrencies
in the blockchain network take advantage of the consensus
algorithm to provide a secured transaction. Truechain is a
blockchain platform, which comprises a hybrid consensus
mechanism [31]. Proof of activity (PoA) is another hybrid
consensus algorithm, which combines PoW with PoS [32].
Even though hybrid consensus ensures high security but PoA
has been criticized due to the resources required for mining.

TABLE III. CONSENSUS MECHANISMS THAT ARE VULNERABLE TO VARIOUS ATTACKS

Consensus Mechanism Long-Range Attack 51% Attack DDoS P + Epsilon Attack Sybil Attack The Balance Attack BGP Hijacking
PoW 7 3 3 3 3 3 3
PoS 3 3 3 7 3 7 7

DPoS 3 3 3 3 3 3 7
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VII. CONCLUSION

The blockchain is a remarkable evaluation, and decen-
tralization has made it a very reliable and secure medium
for digital transactions. In this paper, we studied ten major
attacking techniques. Our analysis indicated that some of the
techniques could corrupt the consensus mechanism and also
carry out crypto thefts. Major cryptocurrencies were discussed
and presented in a table based on their consensus classification.
We evaluated the effectiveness of 3 significant consensus
mechanisms and pointed out that alongside various limitations,
they are also vulnerable to different types of attack vectors.

Though blockchain consensus mechanism is a robust
method conversely, it is visible that they are still vulnerable
and can remarkably have an effect on particular cryptocurrency
if successfully exploited. The vulnerability in the consensus
mechanisms might discourage the miners to get involved in
the mining process. Thus, we encourage the re-implementation
of the mechanisms with robust security to mitigate the risks.

For our future work, we aim to analyze several other
consensus mechanisms and develop a standard method, which
can be used to relate various attack vectors and limitations to
the consensus mechanisms. Our method will be used to deter-
mine particular exploitation class and constraints of individual
consensus mechanism.
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Abstract—Memory deduplication allows cloud infrastructure
providers to increase the profit of memory resources by
taking advantage of the redundant nature of virtual machines
footprint. Although it is an important feature to manage the
memory resources of a cloud system efficiently, unfortunately,
it enables different types of side-channel attacks which, in
practice, means disabling memory deduplication. In this paper,
we present Slicedup, a tenant-aware memory deduplication
mechanism that prevents side-channel attacks. Our proposal
enables cloud providers to get the deduplication saving benefits
while preventing side-channel attacks among tenants. Since
Slicedup is a design-solution, it can be implemented in any
operating system, regardless of its version, architecture or any
other system dependence. Finally, we show how Slicedup prevents
side-channel attacks while providing similar memory savings
when the number of tenants per physical host is low.

Keywords–Cloud; Memory Deduplication; Information Security;
Memory Management; Virtualisation.

I. INTRODUCTION

Cloud computing has extraordinary importance in modern
society. It is a computing paradigm that allows users to
access external resources in an “on-demand” basis, without
having to bear the costs of infrastructure maintenance (physical
servers, electricity bills, etc.). Physical resources are owned
and maintained by a third party (cloud infrastructure provider),
and users can obtain the desired computing resources securely
and flexibly [1]. It is commonly believed that the concept
of cloud computing first appeared in the 90’s [2]. Since
then, its popularity has grown broadly. Nowadays, cloud
computing has been widely adopted in many sectors (e.g.,
telecommunications, content providers, etc.), mainly because it
reduces the cost of performing tasks in a scalable and reliable
way.

Despite the effort of many researchers to provide
protection mechanisms [3] [4], attackers always end up finding
new techniques to achieve their goals. Cloud infrastructure
providers desire efficient resource management as well as
to provide adequate levels of security for their customers.
Unfortunately, this is not always possible, and performance
mechanisms can compromise the system security. Memory
deduplication is an instance of this problem. On the one
hand, it offers the possibility of saving memory by eliminating
duplicate contents. On the other hand, memory deduplication
in a multi-tenant cloud environment can lead to serious security
issues, which could allow a malicious attacker to abuse it and
compromise other customer’s highly sensitive information. For
this reason, operating systems recently decided to deactivate
memory deduplication by default [5] [6].

The main contributions of this paper are the following:

• We provide a state-of-the-art review of the
known side-channel techniques related to memory
deduplication in cloud systems.

• We propose and discuss a suitable solution to enable
memory deduplication, avoiding side-channel attacks
in multi-tenant cloud systems.

In the following sections, we present the challenges of
memory deduplication concerning security in cloud systems.
Section III surveys the state-of-the-art of known problems
that memory deduplication introduces in virtualised systems.
Then, Section IV provides our proposed solution to solve
the memory deduplication side-channels in multi-tenant cloud
systems. Finally, in Section V, we discuss the advantages
and disadvantages of this approach in contrast with other
countermeasures, and Section VI concludes.

II. BACKGROUND

In this section, the memory deduplication saving
mechanism and cache memories are summarised.

A. Memory Deduplication

Memory deduplication is a memory saving mechanism that
consists in detecting identical pages in memory and unify
them into one single copy, liberating the space occupied
by the redundant copies. This technique allows a cloud
infrastructure provider to reduce the consumption of physical
memory. Given the exceptional importance of efficient memory
resources utilisation on behalf of cloud computing providers,
deduplication is an important feature. It can reduce the memory
footprint across virtual machines, increasing the profit of
existing memory resources and decreasing the total cost of
managing and ownership.

When two pages are compared, and both contain identical
contents, they are mapped into a single physical page frame
in memory using Copy-On-Write (COW) semantics. The
COW mechanism allows a memory manager to share an object
among processes belonging to different virtual address spaces.
It is an optimisation heavily used by operating systems for
copy operations, for example when a new process is created.
A COWed object is write-protected, and when any of the
processes try to modify their own instance, a new copy is
generated in such a way as to ensure the integrity of the
contents.

In a virtualised environment, deduplication is commonly
applied to the entire memory region corresponding to the
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virtual machine (often called guest physical memory). Hence,
all those pages belonging to that memory region are candidates
for being shared.

B. Cache Memory

Cache memory is a small and high-speed Static Random
Access Memory (SRAM) located in the CPU, which stores
recently accessed data from the main memory. The purpose
is to speed up the access to program instructions and data,
exploiting the principle of locality [7]. As a consequence, the
processor can obtain the information directly from the cache
rather than from main memory, which has more access latency.
Modern processors contain different levels of cache in their
memory hierarchy. Typically they consist of three cache levels,
where the first and second are private for each execution core,
and the last level is shared by all the cores. The lower levels in
the memory hierarchy contain small and fast memories, while
the higher levels consist of big and slow memories.

There are different ways of organising a cache. The simpler
approach is a direct-mapped cache, where an address is always
associated with a single entry in the cache. This is cheap and
works fast, but it introduces problems of address collisions
(conflict miss). Another approach is a fully-associative cache,
where any address can be stored in any entry of the cache. It
is more expensive because a comparator is used to check the
existing tags in the cache for every access, along with the need
for an eviction policy (e.g., Least Recently Used). The n-way
set associative caches are a combination of both approaches.
The cache is divided into cache sets, each consisting of several
cache lines (or ways). Sets are indexed with addresses to map
specific memory locations (directly mapped), and the lines of
each set are fully associative.

III. THREATS OF MEMORY DEDUPLICATION

Memory deduplication is a significant mechanism to save
considerable amounts of memory in a cloud environment.
Nevertheless, it introduces weaknesses that can be exploited
by a malicious attacker and compromise the security of the
system. It allows guests to communicate through a covert
channel, which can be used by attackers to perform cross-VM
access driven attacks and leak sensitive information. In this
section, we present the state-of-the-art of side-channel attacks
where the attacker shares memory with the victim in a
virtualised environment.

A. Shared Memory Side-Channels

In a virtualised environment, memory deduplication is
applied to pages in the physical host. This includes the sharing
of pages belonging to different virtual machines that are
located in the same host. A covert channel can be made
because of the timing difference of the write operation to a
page that is being shared by deduplication. This operation can
be distinguished from a standard write to a page which is not
being shared because a private copy must be done, and it takes
more time. Therefore, an attacker can craft a page in their own
address space, and then check if it is deduplicated by the host.
In the affirmative case, at least another virtual machine holds
a page with those contents.

The first study that exploits memory deduplication to
perform a side-channel was carried out by Suzaki et al. [8].
They were able to check/detect the existence of specific

applications in a different virtual machine located in the same
physical host. Later, the same authors improved their work,
discussing more approaches and countermeasures, being able
to detect a specific virtual machine previously marked in a
multi-tenant cloud environment [9]. Concurrently, Owens and
Wang [10] were able to fingerprint guest operating systems
using the same technique.

Xiao et al. [11] [12] studied the security implications of
memory deduplication from the perspectives of both attackers
and defenders. They presented a method to detect virtualisation
and another to detect rootkits that modify kernel read-only
data, both using memory deduplication covert channels.
Suzaki et al. [13] continued their research on this topic,
presenting more memory disclosure attacks based on memory
deduplication that are able to detect the security level of
attacked operating systems, find vulnerable applications, and
confirm the status of attacked applications.

Two years later, Barresi et al. [14] developed an
attack using the same technique, leaking the address space
layouts [15] of the victim virtual machines, while Gruss et
al. [16] presented a memory-disclosure attack in sandboxed
JavaScript, without the need for the victim to execute any
program, merely visiting a remote website controlled by the
attacker. Rong et al. [17] even proposed a practical protocol
of Cloud Covert Channel based on Memory Deduplication
(CCCMD).

B. Shared Memory + Cache Side-Channels

In addition to the techniques presented in the previous
section, there is a rich literature of side-channel attacks that
combine memory deduplication with cache covert channels.
These techniques rely on memory sharing with the victim
virtual machine. When an attacker accesses to one of these
shared pages, she is accessing to the same physical page frame
that the victim is using. As a consequence, that page is located
in the same cache line for both attacker and victim, due to the
physically-indexed Last-Level-Cache (LLC).

In 2014, Yarom et al. [18] [19] introduced the
Flush+Reload technique as an extension of a previous
study about cache side-channel attacks [20]. It consists in
measuring the access time of a specific cache line in the
LLC, instead of measuring the writing time to a COWed page.
The attacker flushes the monitored cache line and waits for
the victim to access the memory line. Given that the victim
page is shared with the attacker, they share the cache set for
that page, and the attacker can ensure that a specific memory
line is evicted from the entire cache hierarchy. Then, if the
victim accesses to the data while the attacker is waiting, the
monitored cache line will be filled again. In the last phase,
the attacker reloads the cache line and measures how much
time it takes. If the victim has accessed the memory line, the
time will be short. Otherwise, the cache line will be empty,
and the operation will be longer. Given that this technique is
using the LLC, the attacker and the victim can be running in a
different execution core of the physical machine and the attack
will still work. With this technique, the authors achieved a
successful extraction of GnuPG private encryption keys from a
victim, along with the exploitation of a vulnerability introduced
to elliptic curve cryptographic protocols, recovering OpenSSL
Elliptic Curve Digital Signature Algorithm (ECDSA) nonces.
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This technique has been used by several studies since then.
Irazoqui et al. [21] [22] retrieved an Advanced Encryption
Standard (AES) cryptographic key and private keys from
other cryptographic libraries in a cloud environment, using
Flush+Reload. Later, they presented another paper where
cryptographic libraries are detected across virtual machines,
along with their IP addresses. Gülmezoğlu et al. [23] improved
the technique and presented a known-ciphertext only cache
side-channel attack against AES. Benger et al. [24] used
Flush+Reload to attack OpenSSL ECDSA signatures.

The Evict+Reload technique, introduced by Gruss et
al. [25], is a variation of Flush+Reload. It consists of two
phases. First, in the profiling phase, the attacker crafts a model
(a template [26] [27]) of signals and noise from the cache
side-channel traces, which is a matrix with the cache-hit ratio
of the address of a specific target event generated on a device
that the attacker controls. Secondly, in the exploitation phase,
the attacker uses the template matrix previously crafted to
deduce events in the system cache, based on the differences
of cache hits. After the attack is performed, a report is
generated in the attacker machine to be manually analysed.
Both phases use standard cache side-channel attack techniques
(e.g., Flush+Reload) to obtain the cache hit ratio. Nevertheless,
the authors noted that the technique can be adapted to evict a
cache line without using the flush cache line instruction, thus
invalidating a countermeasure proposed by other studies [18]
[19] [28]. The method they used to evict a cache line indirectly
is to access a physically congruent large array [25].

The Flush+Flush technique was presented by Gruss
et al. [29]. With it, they achieved a stealthy method
to perform cache side-channel attacks without access to
the data. Consequently, Flush+Flush does not generate
more cache misses than a benign program, avoiding some
countermeasures that relied on hardware performance counters
for detection [30]–[32]. Instead of measuring the access time of
a memory location, they measured the time that the flush cache
line instruction takes. If the data is cached, this instruction
takes more time than if the data is not cached, enabling the
side-channel. Furthermore, given that it can work at a higher
frequency, Flush+Flush is more efficient than other cache
side-channel techniques previously known, in terms of speed.

There is a study that introduces a different technique for
victim-memory shared side-channel attacks, which avoids the
measurement of time. Disselkoen et al. [33] proposed a method
to abuse last level cache in a virtualised system using the Intel
Transactional Synchronization Extensions (TSX) instruction
set [34] [35]. Intel TSX allows the programmer to specify
transactions of code, in a way that either all the code is
successfully executed (transaction completed) or, if anything
fails, all the changes made in memory during the transaction
are cancelled (transaction aborted). The authors are able to
determine if the cache state has been modified by the victim
or not, by means of the hardware callbacks provided by Intel
TSX. These callbacks are executed if the victim accesses
to the target data. As a consequence, there is no need for
timing measurement, given that the attacker gets a side-channel
through the state of the transactions (completed or aborted).

C. Shared Memory + Rowhammer

Previous techniques exploit the fact that the attacker is
sharing memory with the victim in a read-only fashion, to
leak sensitive information of all kinds and bypass security
mechanisms like Address Space Layout Randomisation [15].
On the other hand, some studies combine this condition with
the Rowhammer technique [36] to not only read arbitrary
data in the victim system but also to write. Rowhammer is
a technique that exploits a hardware vulnerability present in
many modern Dynamic Random-Access Memory (DRAM)
modules. DRAM memory cells can leak their charges to nearby
memory rows if they are repeatedly activated in a short period
of time, modifying the contents of a row which was not
intended to be accessed. As a consequence, an attacker is
able to flip bits of arbitrary physical memory locations by
repeatedly activating one or both adjacent rows.

Bosman et al. [37] built a “weird machine” that is able
to perform a byte-by-byte disclosure of sensitive data of
neighbour virtual machines. In this paper, they also disclose
high-entropy randomised pointers, providing three different
approaches: memory alignment probing, partial reuse, and
birthday heap spray. After leaking and gathering all the needed
information of the victim using the previous methods, the
authors combine memory deduplication with Rowhammer to
attack the browser, performing a write operation in a physical
page belonging to the victim, without requiring any software
vulnerability to perform the attack.

Similarly, Razavi et al. [38] introduced a novel exploitation
technique called Flip Feng Shui (FFS). With it, an attacker is
able to exchange the physical location of a page that is shared
with the victim by using memory deduplication. Then, she
can trigger a Rowhammer attack and modify their contents,
inducing bit flips in a fully controlled way. As a consequence,
this technique allows an attacker to write into a page of the
victim virtual machine.

IV. PROPOSED SOLUTION

In this section, we present Slicedup, a memory
deduplication design for multi-tenant clouds, where each tenant
is the administrator of a group of trust that consists of multiple
virtual machines. The sharing is limited to a given group, and
thus the sharing of pages belonging to different tenants is
not allowed. This way, memory deduplication can be enabled,

Figure 1. Tenant-aware memory deduplication scheme.
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maintaining an equivalent level of security for each tenant,
given that pages are never shared across security boundaries.
In addition, the deduplication rates for the virtual machines of
a specific tenant are not affected.

Our proposed solution is to add tenancy awareness to
the deduplication algorithm, identifying every virtual machine
based on a Tenant ID. Then, when a page is being processed
before being shared with another one, the Tenant ID is
combined with the page contents in a way that other pages with
the same contents will only be shared with pages belonging
to virtual machines of the same tenant. This solution provides
a fair trade-off, where the isolation of virtual machines of a
tenant is kept along with the sharing effectiveness of memory
deduplication.

Figure 1 shows an example, where VM1 of the tenant A
is attacking to VM3 of the tenant B. Memory deduplication is
applied to all the virtual machines hosted in the same physical
machine. Therefore, the attack that VM1 was performing to
VM3 is prevented with Slicedup. As a trade-off, this action
has a price because the sharing is being limited, and there will
exist duplicates of pages from different tenants that would have
been merged otherwise.

We have calculated an estimate of the sharing rate based
on previous experiments [39] [40], fitting the points into the
log(x) function, using the least-squares fit technique. Figure 2
shows the resulting function, where the x-axis is the number
of virtual machines running at the same time. We can get
the amount of memory saved for a given number of virtual
machines.
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Figure 2. Estimated rate of memory saved by deduplication.

Table I shows the estimation of memory saved in a
physical host, comparing two cases: with standard memory
deduplication and with Slicedup. In the table, we are using
the approximation showed by Red Hat [39] assuming that the
virtual machines are Windows XP with 1 GiB of RAM. Then,
the number of virtual machines in each case is the maximum
we can run when memory deduplication is disabled.

Slicedup offers a compromise solution between
performance and security, allowing memory sharing without
compromising the system security. With it, customers of
cloud infrastructure providers can run more virtual machines
than if memory deduplication is disabled. For example, when

TABLE I. MEMORY SAVED WITH STANDARD AND SLICEDUP.

Physical Num. of Memory Deduplication

Memory Tenants Standard Slicedup

8 GiB

2 3.76 GiB (47.00%) 2.94 GiB (36.75%)

4 3.76 GiB (47.00%) 2.11 GiB (26.37%)

8 3.76 GiB (47.00%) 1.29 GiB (16.12%)

16 GiB

2 9.17 GiB (57.31%) 7.52 GiB (47.00%)

4 9.17 GiB (57.31%) 5.90 GiB (36.87%)

8 9.17 GiB (57.31%) 4.20 GiB (26.25%)

32 GiB

2 21.6 GiB (67.50%) 18.30 GiB (57.18%)

4 21.6 GiB (67.50%) 15.00 GiB (46.87%)

8 21.6 GiB (67.50%) 11.70 GiB (36.56%)

the host has 32 GiB of RAM and 8 tenants, each tenant is
allowed to run two more virtual machines.

V. SOLUTION DISCUSSION

Memory deduplication was designed as a performance
technique to increase the memory savings of a system. It has
been proved [41]–[44] that it offers an effective and efficient
improvement of the physical memory resources management
when it is enabled. However, the side-channel produced by
memory deduplication is a security problem for the clients
of cloud infrastructure providers. Although several studies
proposed different possible countermeasures to avoid this
issue, there is no consolidated solution which offers similar
performance than the original implementations and provides a
defence to all the possible attacks without adding complexity.

For example, Payer [32] proposed HexPADS as an anomaly
detection system. It is a signature-based Attack Detection
System that relies on performance counters. HexPADS
analyses running processes, measuring their performance and
checking a set of signatures. It is able to detect long running
side-channel attacks with low overhead. Nevertheless, it is
prone to false positives and false negatives. Besides, as a
signature-based system, it doesn’t detect new attacks (unknown
signature). Furthermore, given that it is based on performance
counters, other advanced and stealthy cache attacks can bypass
the detection, such as Flush+Flush.

Oliverio et al. [45] proposed VUsion as a new design
of memory deduplication that cuts information leaks and
Rowhammer attacks based on memory deduplication. It hides
the ability of the attackers to distinguish between shared pages
and non-shared pages, thus reducing the attack surface. To
achieve this, the authors follow a fundamental principle that
they call Same Behavior (SB), which means that the attacker
will obtain the same results whether the page being tested is
merged or not. VUsion allows page sharing among different
tenants with an acceptable memory sharing rate. On the other
hand, the Same Behavior principle reduces the pages that can
be candidates to be merged (only idle pages). Unfortunately,
VUsion is intricate to implement. Author’s proof of concept
implementation relies on using reserved bits of the Page Table
Entry (PTE) as an alternative to avoid the use of the present
bit, which would need intrusive changes to the Linux kernel.

Other solutions were proposed, for example, to encrypt the
memory of a given process to avoid deduplication [9] [18],
software diversification to detect anomalies [18], to share
only pages containing zeros [37], or to completely disable
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memory deduplication [28]. However, those ideas didn’t get
to consolidate a suitable solution that would provide secure
memory sharing.

Slicedup achieves its purpose with a straightforward and
simple but effective approach. It merges not only idle pages
but also the active ones (as standard deduplication). There are
also a few drawbacks to this approach. The memory sharing
efficiency is tied to the number of tenants present in a physical
host. Given that sharing pages among different tenants is
not allowed, the set of pages that can be potentially shared
decreases when more tenants are located in the same physical
host. Besides, although Slicedup is providing protection among
different tenants, it can not protect virtual machines residing
in the same tenant. In that scenario, information disclosure and
physical memory massaging [38] are still feasible. However,
Slicedup offers strong protection on systems where all virtual
machines in a particular tenant trust each other. Consequently,
attacks from distrusting tenants are ineffective.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented Slicedup, a memory
deduplication design for multi-tenant cloud systems. Slicedup
offers a trade-off between sharing pages of all the virtual
machines, which weakens the system, and disabling entirely
memory deduplication, which means loss of memory savings.

With Slicedup, the virtual machines belonging to the same
tenant are sharing their memory because they are part of a
group of trust, but not among tenants. As we showed, this
is preventing side-channel attacks among machines belonging
to different tenants and, at the same time, it provides good
memory savings. Our analysis showed that Slicedup prevents
side-channels attacks while offering similar memory savings
when the number of tenants per physical host is low, and
around a 50% of memory savings when the number of tenants
is higher.

In future work, a proper evaluation of this approach using
benchmarks needs to be done, comparing it with existing
solutions and measuring performance and memory saving
rates.
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Abstract—In some wireless network applications using bidirec-
tional wireless multihop transmissions of sequences of data
messages, intermediate wireless nodes hold temporarily data
messages in both directions with high probability. Network coding
methods have been proposed for reduction of forwarding and
end-to-end transmission delays and for increase of end-to-end
data message throughput. However, for collision-free transmis-
sions, 2-hop neighbor intermediate nodes are required to be
suspended during a data message transmission. Some extended
Request To Send/Clear To Send (RTS /CTS ) controls have been
proposed for network coding support; however, for avoidance of
collisions between control messages, longer transmission delay is
inevitable. This paper proposes a novel RTS /CTS control method
for supporting network coding in bidirectional data message
transmission. Here, the CTS and ACK control messages are
transmitted with the usual Short Inter Frame Space (SIFS )
interval and their correct simultaneous transmissions are detected
by their collisions. In simulation experiments, 30.1% higher end-
to-end throughput of data messages is achieved by the proposed
RTS /CTS control in comparison with conventional methods.

Keywords–Wireless Multihop Transmissions; Bidirectional
Communications; Collision Avoidance; RTS/CTS Control.

I. INTRODUCTION

In wireless multihop networks, such as wireless ad-hoc
networks, wireless mesh networks and wireless sensor net-
works consisting of numerous mobile and/or stationary wire-
less nodes with wireless transmission/reception devices, data
messages are transmitted along a wireless multihop trans-
mission route. It is a sequence of neighboring nodes, which
forwards data messages from their previous-hop node to their
next-hop node. Advantages of wireless multihop transmissions
are reduction of end-to-end transmission delay by avoidance
of collisions of wireless signals simultaneously transmitted
by multiple nodes, reduction of required transmission power
consumption in each node and improvement of data message
reachability in wide-area and large-scale networks with a large
number of nodes. Transmissions of data messages are realized
by cooperation of all the intermediate nodes included in a route
||N0 . . . Nn〉〉 from a source node N0 to a destination node
Nn. Each intermediate node Ni (1 ≤ i ≤ n− 1) receives data
messages from its previous-hop intermediate node Ni−1 and
forwards them to its next-hop intermediate node Ni+1.

In transmissions of a sequence of data messages, collisions
between successively transmitted data messages might degrade
their performance, i.e., such collisions cause longer end-
to-end transmission delay and lower end-to-end throughput.

Since most wireless LAN protocols, such as IEEE802.11, sup-
port Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) [7], neighbor intermediate nodes Ni and Ni+1

do not transmit data messages simultaneously. However, Ni−1

and Ni+1 might transmit data messages simultaneously since
Ni−1 is out of the wireless signal transmission range of Ni+1

and vice versa. Though their next-hop nodes Ni and Ni+2 are
different, a collision of data messages can occur at Ni since
Ni is included in wireless signal transmission ranges of not
only Ni−1 but also Ni+1, as shown in Figure 1. Hence, data
messages transmitted by not only Ni−1 but also Ni+1 reach
Ni and the collision can occur at Ni. Retransmissions of data
messages due to such collisions by the hidden-terminal prob-
lem at intermediate wireless nodes and transmission intervals
for contentions, i.e., for avoidance of collisions caused by 1-
hop and/or 2-hop neighbor intermediate nodes cause longer
transmission delay for forwarding of data messages in each
intermediate node. This makes end-to-end transmission delay
of data messages longer. Hence, the source node should reduce
its transmission rate of data messages. However, lower end-to-
end throughput of data messages should be accepted.

Ni-1 Ni+1

Collision

Ni Ni+2

Figure 1. Collision of Successively Transmitted Data Messages due to the
Hidden-Terminal Problem in Wireless Multihop Networks.

In Peer-to-Peer (P2P) type network applications in which
multimedia data such as voice, picture and video data is
transmitted bi-directionally, sequences of data messages are
transmitted concurrently in both directions along a wireless
multihop transmission route between two terminal wireless
nodes, N0 and Nn. Here, it is expected that collisions of
data messages transmitted in the same and/or the opposite
directions occur much more frequently than the cases of uni-
directional transmissions of a sequence of data messages. For
improvement of performance of bi-directional transmissions,
the introduction of network coding communication has been
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proposed [2]. As shown in Figure 2, an intermediate node Ni

broadcasts a network coded data message me for transmission
of data messages mf from Ni−1 and mb from Ni+1, e.g.,
me := mf ⊕ mb. On receipt of me, Ni−1 and Ni+1 induce
mb and mf by using me broadcasted by Ni and mf and mb

buffered in Ni−1 and Ni+1, respectively, e.g., mb = me ⊕mf

in Ni−1 and mf = me ⊕ mb in Ni+1. By using this net-
work coding communication, fewer messages are transmitted
than the usual combination of two one-to-one data message
transmissions from Ni to Ni−1 and from Ni to Ni+1. In
addition, by reducing the number of transmitted data messages,
the opportunities of collisions among data messages and/or
control messages, such as ACK control messages, are reduced.
Hence, end-to-end performance such as transmission delay and
throughput of data messages is expected to be improved.

me

Ni

Ni-1 me

mf mb

Ni+1

Figure 2. Network Coding Communication in Wireless Multihop Networks.

However, collisions between data and/or control messages
caused by bi-directional transmissions of sequences of data
messages might cause reduction of transmission performance.
Hence, the RTS /CTS control should be introduced for colli-
sion avoidance, which should be modified for network coding
communication since the original one is designed for ad-hoc
communication and uni-directional wireless multihop trans-
mission of data messages. This paper proposes a novel ex-
tended RTS /CTS control for network coding communication
which improves end-to-end transmission performance.

In Section II, we explain related works. Our proposed novel
RTS /CTS control method for network coding communication
is proposed in Section III. Performance improvement by our
proposal is evaluated in Section IV. Finally, we conclude in
Section V.

II. RELATED WORK

This section explains conventional methods to exchange
control messages such as RTS , CTS and ACK for colli-
sion avoidance in network coding communication in wireless
multihop networks. Some of them are designed for wireless
multihop networks and the others are designed for wireless
ad-hoc networks, i.e., for supporting 1-hop data message
exchanges between neighbor wireless nodes. However, for
comparison with our proposal, they are explained as being
used for data message transmissions along a wireless multihop
transmissions. That is, as being network coding communica-
tion methods among successive intermediate nodes, Ni−1, Ni

and Ni+1. Hence, Ni has two data messages, one is received
from Ni−1 and is about to be forwarded to Ni+1 and the other
is received from Ni+1 and is about to be forwarded to Ni−1,
configures a network encoded data message by using these data

messages and then broadcasts the network encoded message to
its wireless transmission area including both Ni−1 and Ni+1.

COPE [2] and IFNCPA (Inter-Flow Network Coding with
Passive ACK) [4] propose methods to exchange ACK control
messages in network coding communication. If both Ni−1

and Ni+1 send back ACK control messages to Ni with a
SIFS interval after receipt of network coded data message
broadcasted from Ni in accordance with a wireless LAN
protocol IEEE 802.11, a collision between these two ACK
control messages occurs at Ni and Ni fails to receive these
ACK control messages. Hence, Ni cannot detect the correct
receipts of the network coded data message in Ni−1 and
Ni+1. In order to avoid collisions between the ACK con-
trol messages transmitted simultaneously, COPE proposes a
method in which an ACK control message for receipt of the
network coded data message is piggybacked to the next data
message transmitted by Ni−1 and Ni+1, as shown in Figure
3. COPE was originally designed not for wireless multihop
communication but for wireless ad-hoc communication. Since
Ni−1 and Ni+1 independently require to transmit their next
data message, collisions of the piggybacked ACK control
messages are expected to be avoided; however, the intervals of
the ACK control messages after receipt of the network coded
data message depend on the applications in Ni−1 and Ni+1.
The network coded data message tends to be retransmitted
frequently.

Ni+1

Ni+2

Ni

DIFS
Ni-1

ACK
Ni-2

DATABackoff

Network Coded DATA

Figure 3. ACK Control Message Piggybacked to Data Message in COPE.

IFNCPA is based on the same idea in COPE but is designed
for wireless multihop communication. On receipt of the net-
work coded data message broadcasted from an intermediate
node Ni, both of its neighbor intermediate nodes Ni−1 and
Ni+1 extract the data messages to be received. Since all three
wireless nodes are in a route, both Ni−1 and Ni+1 are required
to forward data messages received from Ni. Thus, after a DCF
Inter Frame Space (DIFS ) interval and their random backoffs
for collision avoidance, Ni−1 and Ni+1 forward the received
data message to their neighbor intermediate nodes Ni−2 and
Ni+2, respectively. Since Ni is included in wireless transmis-
sion ranges of both Ni−1 and Ni+1, it can overhear these
data messages which play the role of passive ACK control
messages for the network coded data message broadcasted by
Ni. Different from the ACK control messages piggybacked
to the next data messages in COPE, the passive ACK control
messages in IFNCPA are surely transmitted after an estimated
interval since the data messages are surely forwarded, as shown
in Figure 4. This solves the retransmission problem in COPE.
However, it is highly possible for Ni−1 and Ni+1 to forward
the data messages simultaneously since Ni−1 and Ni+1 are
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hidden terminals for Ni. As a result, these forwarded data
messages might collide at Ni. This means a failure of passive
ACK control message transmissions to Ni. Hence, for network
coding communication, the RTS /CTS control is mandatory
for collision avoidance between the ACK control messages.

Ni+1

Ni+2

Ni

DIFS
Ni-1

Ni-2
DATABackoff

Network Coded DATA 

Figure 4. Pseudo ACK by Overhearing of Forwarded Data Message in
IFNCPA.

In transmissions of data messages along a route, for avoid-
ance of collisions caused between 1-hop neighbor intermediate
nodes, i.e., between exposed ones, and between 2-hop neigh-
bor intermediate nodes, i.e., between hidden ones, data and
control message transmissions by 1-hop and 2-hop neighbor
nodes, Ni−2, Ni−1, Ni+1 and Ni+2 should be suspended for
data message transmissions by Ni. Thus, the introduction of
the RTS /CTS control is inevitable. In the usual RTS /CTS
control for a data message transmission from Ni to Ni+1, Ni

broadcasts an RTS control message which reaches both Ni−1

and Ni+1 and then Ni+1 broadcasts a CTS control message
which reaches both Ni and Ni+2. Even if Ni−1 receives an
RTS control message from Ni−2, Ni−1 never sends back a
CTS control message. Therefore, a data message from Ni

never collides with another data message transmitted along
the route. However, in network coding communication, Ni

transmits data messages to both Ni−1 and Ni+1 by broad-
casting the network coded data message. So, the RTS control
message transmission from Ni−2 should also be avoided. This
means that the transmission of the CTS control message is
required not only for Ni+1 but also for Ni−1. For collision-
free transmissions of network coded data messages, it is
required for Ni to receive the CTS control messages from
both Ni−1 and Ni+1. In the original RTS /CTS control in
wireless LAN protocols such as IEEE 802.11, a CTS control
message is broadcasted with the SIFS interval after receipt of
the broadcasted RTS control message. Hence, CTS control
messages from Ni−1 and Ni+1 surely collide at Ni in network
coding communication.

In CSMA with RTS/CTS [5] and NC-MAC [1], the order
information of the transmissions of CTS control messages is
included in an RTS control message. As shown in Figure 5,
according to the order the information is piggybacked onto
the RTS control message from Ni, one of Ni−1 and Ni+1

broadcasts a CTS control message with the SIFS interval after
receipt of the RTS control message and the other broadcasts
a CTS control message with an interval enough for avoidance
of a collision between the CTS control messages at Ni. This
method is also applied to avoid collisions between the ACK
control messages transmitted to Ni by Ni−1 and Ni+1 after
receipt of a network coded data message from Ni. Though,

different from the CTS control messages broadcasted by Ni−1

and Ni+1, the ACK control messages are unicasted to Ni by
Ni−1 and Ni+1, these are transmitted simultaneously, which
causes a collision at Ni. Hence, the order information of the
ACK messages is included in the network coded data message.
This method works well for avoidance of collisions of the CTS
and ACK control messages at Ni; however, the required time
duration for a transmission of a network coded data message
causes a longer data message transmission delay and lower
end-to-end throughput of data messages.

RTS

Ni

Ni+1

Ni-1

CTS ACKSIFS Network Coded DATA

Figure 5. Collision Avoidance of CTS and ACK Control Messages in
NC-MAC.

Adaptive Round-Robbin Acknowledge and Retransmit
(ARAR) [3] is a method for a multicast data message trans-
mission in a wireless ad-hoc network. A sender node Ns

broadcasts an RTS control message to all its neighbor nodes
in its wireless transmission range. After a SIFS interval,
all the receiver nodes which successfully receive the RTS
control message send back a CTS control message to Ns.
If multiple receiver nodes simultaneously send back the CTS
control messages to Ns, these collide at Ns and Ns cannot
receive these CTS control messages correctly, as shown in
Figure 6. Hence, Ns cannot determine which receiver wireless
nodes received the RTS control message correctly. However,
Ns identifies the following three cases: (1) no receiver nodes
correctly received the RTS control message if no CTS control
message is sent back to Ns. (2) only 1 receiver node correctly
received the RTS control message if only 1 CTS control mes-
sage is transmitted and received by Ns correctly, i.e., without
collisions. (3) multiple receiver nodes correctly received the
RTS control message if multiple CTS control messages are
transmitted and collide at Ns. Our proposal for performance
improved network coding communication is based on this 3-
cases identification in ARAR.

III. PROPOSAL

We suppose wireless multihop networks with bi-directional
and concurrent transmissions of sequences of data messages
along a wireless multihop transmission route between two

RTS

N1

N2

Ns

Ni

Collision

CTS

SIFS

・・・・・・・

Figure 6. Collision of CTSs in ARAR.
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terminal wireless nodes. Here, most of the intermediate wire-
less nodes temporarily hold data messages in transmission for
both directions in their buffer. This is because data message
transmissions between two successive intermediate nodes are
based on the half-duplex communication. Hence, there are so
many opportunities to apply the network coding communica-
tion in which each intermediate node encodes data messages
transmitted in different directions into one combined data
message and broadcasts it to transmit it to its neighbor interme-
diate nodes in both directions that the end-to-end transmission
performance such as end-to-end transmission delay and end-
to-end throughput is expected to be improved. However, as
discussed in the previous section, a sequence of data messages
transmitted along a route tends to collide at intermediate nodes
due to exposed and hidden node problems. Especially, it is
more difficult to avoid and/or reduce collisions in bi-directional
and concurrent transmissions of data messages along a route.
Hence, collision avoidance methods such as the RTS /CTS
control should be introduced. On the other hand, since an
intermediate node broadcasts a network coded data messages
to transmit original data messages to both directions to its two
successive intermediate nodes in both directions different from
the original one-way transmissions, an extended RTS /CTS
control is required to be designed. Though some methods
for the RTS /CTS control in network coding communication
have been proposed as in the previous section; however, their
additional overhead is unignorable. Thus, the advantage of the
network coding communication is tremendously reduced.

In order to solve this problem, this paper proposes a
novel extended RTS /CTS control and transmissions of ACK
control messages for network coding wireless multihop trans-
missions based on ARAR supporting multicast transmissions
of data messages in wireless ad-hoc networks. As shown in
Figure 7, in order for an intermediate node Ni to broadcast
a network coded data message me of data messages mf and
mb received from Ni−1 and Ni+1, respectively, Ni broadcasts
an RTS control message destined to Ni−1 and Ni+1 to
all its neighbor nodes within its wireless signal transmission
range. On receipt of the RTS control message, Ni−1 and/or
Ni+1 broadcast CTS control messages destined to Ni to
all their neighbor wireless nodes within their wireless signal
transmission ranges after a SIFS interval if it is possible for
Ni−1 and/or Ni+1 to receive a data message from Ni, i.e.,
Ni−1 and/or Ni+1 have not yet received RTS or CTS control
messages from their neighbor wireless nodes. Neither Ni−1

nor Ni+1 is transmitting a data message since it is possible
for Ni to transmit the RTS control message; this means that
Ni has not received an RTS control message from Ni−1 and/or
Ni+1.

Among the neighbor nodes of Ni, which have received the
RTS control message from Ni, it is possible only for Ni−1

and Ni+1 to broadcast CTS control messages. Hence, there
are only the following 4 cases for Ni on receipts of CTS
control messages (Figure 7):

• Both Ni−1 and Ni+1 broadcast CTS control messages
and Ni detects a collision of them.

• Only Ni−1 broadcasts a CTS control message and Ni

receives it.

• Only Ni+1 broadcasts a CTS control message and Ni

receives it.

• Neither Ni−1 nor Ni+1 broadcasts a CTS control
message and Ni receives no CTS control messages.

SIFS

RTS
Ni-1

CTS

Ni

Ni+1

Ni-1

Ni

Ni+1

Ni-1

Ni

Ni+1

Ni-1

Ni

Ni+1

Network Coded DATA

(a) CTSs from both Ni-1 and Ni+1.

(b) CTS only from Ni-1.

(c) CTS only from Ni+1.

(d) No CTSs from Ni-1 and Ni+1.

Collision

Figure 7. Acceptance of CTS by Collision Detection.

If both Ni−1 and Ni+1 broadcast CTS control messages,
these CTS messages collide at Ni since both of them are
transmitted with the same SIFS interval after receipts of the
RTS control message from Ni. However, since it is impossible
for Ni to detect a collision in all the other 3 cases, by detection
of a collision Ni determines that the collision is caused by the
concurrently transmitted CTS control messages from Ni−1

and Ni+1. That is, Ni finds that both Ni−1 and Ni+1 notify Ni

of their possibility for receipt of a forthcoming data message by
transmissions of their CTS control messages and broadcasts
a network coded data message me of mf and mb.

If either Ni−1 or Ni+1 broadcasts a CTS control message
in response to the RTS control message from Ni, Ni receives
the CTS control message without a collision. Thus, Ni finds
that only one of the successive intermediate nodes in a route
broadcasts the CTS control message, which means that only
the sender intermediate node is ready for receipt of a data mes-
sage from Ni and the other is currently impossible to receive
it. Then, Ni broadcasts the network coded data message or
the original data message to the successive intermediate node
broadcasting the CTS control message. The data message is
expected to be received correctly by the receiver node. In
addition, no collisions are caused at the successive intermediate
node of Ni, which does not broadcast a CTS control message
since it does not broadcast it due to not to be a sender or
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a receiver node but a receipt of an RTS or a CTS control
message from its neighbor node other than Ni. Otherwise,
both Ni−1 and Ni+1 has already been received RTS and/or
CTS control messages from their neighbor nodes and are
not possible to receive data messages from Ni. Ni tries to
rebroadcast an RTS control message after a DIFS interval.

Same as CTS control messages, ACK control messages
for a network coded data message broadcasted by Ni are
broadcasted by Ni−1 and Ni+1 and their collisions are treated.
After detection of a collision between the CTS control mes-
sages from Ni−1 and Ni+1, Ni broadcasts a network coded
data message m destined to Ni−1 and Ni+1 with a SIFS
interval. On receipt of the network coded data message m,
Ni−1 and/or Ni+1 transmit ACK control messages to Ni

after a SIFS interval if Ni−1 and/or Ni+1 receive the network
coded data message correctly. Among the neighbor nodes of
Ni, which have received the RTS control message from Ni, it
is possible only for Ni−1 and Ni+1 to transmit ACK control
messages. Hence, there are only the following 4 cases for Ni

on receipts of ACK control messages (Figure 8):

• Both Ni−1 and Ni+1 transmit ACK control messages
and Ni detects a collision of them.

• Only Ni−1 transmits an ACK control message and
Ni receives it.

• Only Ni+1 transmits an ACK control message and
Ni receives it.

• Neither Ni−1 nor Ni+1 transmits an ACK control
message and Ni receives no ACK control messages.

If both Ni−1 and Ni+1 transmit ACK control messages,
these ACK messages collide at Ni since both of them are
transmitted with the same SIFS interval after receipts of the
network coded data message from Ni. However, since it is
impossible for Ni to detect a collision in all the other 3 cases,
by detection of a collision Ni determines that the collision is
caused by the concurrently transmitted ACK control messages
from Ni−1 and Ni+1. That is, Ni finds that both Ni−1 and
Ni+1 notify Ni of their receipt of the network coded data
message by transmissions of their ACK control messages.

If either Ni−1 or Ni+1 transmits an ACK control message
in response to the network coded data message from Ni, Ni

receives the ACK control message without a collision. Thus,
Ni finds that only one of the successive intermediate nodes
in a route transmits the ACK control message, which means
that only the sender intermediate node received the network
coded data message from Ni and the other failed to receive
it. Then, Ni tries to retransmit a data message destined to
the successive intermediate node from which Ni does not
receive an ACK control message. In this case, it is possible
for Ni to transmit either only the original message failed to
transmit to the node or another network coded data message
for the original message failed to transmit to the node and
another buffered data message destined to the other successive
intermediate node of Ni. For performance improvement point
of view, the latter, i.e., a network coded data message is
desirable to be transmitted. Otherwise, both Ni−1 and Ni+1

has already been received RTS and/or CTS control messages
from their neighbor nodes and are not possible to receive data
messages from Ni. Ni tries to rebroadcast an RTS control
message after a DIFS interval.

Ni

Ni+1

Ni-1

ACKSIFS

Ni

Ni+1

Ni-1

Ni

Ni+1

Ni-1

RTS

Ni

Ni+1

Ni-1

Collision

(a) ACKs from both Ni-1 and Ni+1.

Network Coded DATA

(b) ACK only from Ni-1.

(c) ACK only from Ni+1.

(d) No ACKs from Ni-1 and Ni+1.

Figure 8. Acceptance of ACK by Collision Detection.

In the proposed method, the concurrent transmissions of
CTS control messages transmitted by Ni−1 and Ni+1 are
recognized by Ni by the collision of the messages at Ni. The
collision is detected not only by Ni but also all the nodes
included in both of the wireless signal transmission ranges of
Ni−1 and Ni+1. The nodes included in the wireless signal
transmission range of Ni receive the RTS control message
from Ni and is notified of the transmission request for a
network coded data message by Ni and the NAV which
represents the interval when the neighbor nodes suspend to
initiate a data message transmission and keep silent. However,
the nodes out of the wireless signal transmission range of Ni

and detect the collision of the CTS control messages cannot
achieve the NAV . Hence, it is possible for such nodes to
broadcast an RTS or a CTS control message to initiate a
transmission or a receipt of a data message though Ni−1 and
Ni+1 are included in the wireless signal transmission range of
the nodes as shown in Figure 9. The probability of occurrences
of collisions at Ni−1 and/or Ni+1 caused by a data or a
control message depends on the distances between successive
intermediate nodes Ni−1, Ni and Ni+1, i.e., the lengths of
communication links 〈Ni−1Ni〉 and 〈NiNi+1〉, their angle and
transmission request ratio of data messages along the route.

IV. EVALUATION

This paper proposes a novel RTS /CTS control for colli-
sion avoidance in bi-directional wireless multihop transmis-
sions of sequences of data messages supporting P2P type
multimedia network applications. In order to evaluate the
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Ni-1 Ni+1

Collision

Ni

Figure 9. NAV Unacceptable Areas due to Collision of CTS Messages.

advantage of the proposed method, which allow two successive
intermediate wireless nodes to broadcast CTS control mes-
sages and to transmit ACK control messages concurrently with
the same SIFS interval after receipts of a broadcasted RTS
control message and a network coded data message from Ni,
this section evaluates end-to-end throughput of data messages
in simulation experiments.

Here, two terminal nodes and all the intermediate nodes
are located with 100m spaces. All the nodes communicate
with a 101m wireless signal transmission range by IEEE
802.11b wireless LAN protocol. Hence, in this simulation,
only collisions of control and/or data messages along the route
are considered. That is, there are no other routes. Appropriate
routing tables are assumed to be set in advance in all the
nodes. Length of routes are 2–19 hops, i.e., there are 1–18
intermediate nodes in a route and sequences of data messages
are transmitted in both direction between the two terminal
nodes. End-to-end throughput of data messages are evaluated
in the proposed method in comparison with a naive wireless
multihop transmission with the original RTS /CTS control and
without network coding communication and NC-MAC where
the transmission order of CTS and ACK control messages
are indicated by the intermediate node broadcasting a network
coded data message (See Section 2). All the related protocols
are implemented on ns-3 simulator [6].
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Figure 10. End-to-End Throughput of Data Message.

Figure 10 shows the results of the simulation experiments.
The horizontal axis represents the length of routes and the
vertical axis represents the average end-to-end throughput of
data messages.

First, the end-to-end throughput of data messages in NC-
MAC is averagely 11.5% higher than the naive transmissions
with the usual RTS /CTS control and without network coding
communication. In cases of more than 9-hop routes, the per-
formance improvement is almost the same as 7.8%. Anyway,
it is clear that the advantage of network coding communi-
cation and avoidance of collisions between data and control
messages is reasonable. However, as mentioned in Section 2,
6-phase transmissions, i.e., RTS , CTS , CTS , network coded
data message, ACK , ACK are required in NC-MAC and 8-
phasetransmissions, i.e., RTS , CTS , original data message,
ACK , RTS , CTS , original data message, ACK are required
in the naive approach.

Next, in the comparison between our proposed method
and NC-MAC, NC-MAC is superior to the proposed method
in routes with less than 4 hops. However, in routes with
more than 4 hops, the proposed method performs much better
than NC-MAC. This is because the proposed method requires
only 4-phase transmissions RTS , CTS , network coded data
message, ACK by introduction of collision detection for
receipt of concurrently transmitted CTS and ACK control
messages. Totally, the proposed method achieves 30.1% and
42.2% higher end-to-end throughput of data messages than
NC-MAC and the original RTS /CTS control without network
coding communication, respectively.

V. CONCLUSION

This paper has proposed a novel RTS /CTS control for
collision avoidance in network coding communication for
bi-directional concurrent transmissions of sequences of data
messages in wireless multihop networks. Here, receipt of CTS
and ACK control messages from two successive intermediate
nodes are recognized by an intermediate node transmitting a
network coded data message by their collision. The results
of simulation experiments show that the proposed method
achieves more than 30% higher end-to-end throughput of data
messages. For higher performance, the authors is designing a
more cooperative protocol for network coding communication
to have more opportunities to apply the network coding
transmissions of both directional data messages.
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Abstract—The Internet of Things (IoT), this emerging technology
connecting everyone, and everyones ’things’, is not about objects,
gadgets, databases, applications and profits to be made from it,
but about people it enriches. Researchers, developers, industries,
telecommunication companies, and scientific communities have
been interested in this paradigm and have proposed different
solutions from different perspectives. They are mainly focused on
the technical level, like performance, interoperability, integration,
etc. However, whenever use cases are targeting human users,
the focus must not be merely on these sides, but on human
factors as well. Thus, it is essential to apply a user-centric
approach allowing identification of application-specific features
and understanding users needs, motivations and beliefs. This
survey aims at encouraging other IoT system developers and
researchers to pay attention to the relationship between people
and IoT systems. We emphasize the value of adopting a user-
centric vision. The goal is not to provide solutions, but rather to
raise the right issues.

Keywords–Internet of Things; User-centric Internet of Things;
Social Internet of Things; Social Cyberspace; Internet of People.

I. INTRODUCTION

The Internet of Things is a computing concept that de-
scribes the idea of everyday physical objects being connected
to the Internet and being able to identify themselves to other
devices. IoT is expected to be dominated by huge content-
oriented traffic, intensive interactions between billions of per-
sons often on the move and heterogeneous communications
among hosts and smart objects [1]. It provisions millions
of services, with strict real-time requirements and striking
flexibility in connecting everyone and everything.

Interconnected things, such as sensors or mobile devices
sense, monitor and collect all kinds of data about human social
life. Those data can be further aggregated, fused, processed,
analyzed and mined in order to extract useful information to
enable intelligent and ubiquitous services [2].

This paradigm is the result of the evolution of a whole
range of new trends following undeniable progress at differ-
ent levels, such as the evolution of mobile and ubiquitous
technologies, the evolution of sensors, wireless and cellular
communication networks, as well as the evolution of data
storage and processing technologies (Cloud Computing, Big
Data, etc.).

Researchers, developers, industries, telecommunication
companies, and scientific communities have been interested
in this paradigm and have proposed different solutions from
different perspectives. They have tried to deal with different
problems, such as the heterogeneity of involved devices and
communication protocols [3] [4], the security of communica-
tions and the minimization of energy consumption [5].

Nevertheless, consumption of IoT products and services
remains above expectations [6]. It must be admitted that the
user is somewhat excluded. The user is at the heart of IoT
systems. It is both the source of data and the consumer.
Adopting a user-centric vision is, therefore, a promising new
trend. Advantages are numerous. Navigability and resources
discovery are improved [7]. Scalability and heterogeneity
problems are addressed [8]. The quantity and the variety
of contextual data are increased [7] and the community is
exploited to establish trustworthiness [9].

We wish through this survey to focus on the user-centric
IoT. We emphasize the value of adopting such a vision, we
study the user-centric IoT environments, the user in such a
context, his needs, and barriers and obstacles to the acceptance
of IoT products and services from users’ point of view. The
goal is not to provide solutions, but rather to raise the right
issues.

The remainder of the paper is organized as follows. In
Section 2, we introduce and compare different visions of
the IoT paradigm and we underline and classify its main
challenges. In Section 3, we focus on the user-centric IoT. We
define the user in such a context, we report related paradigms
and we underline highlights and advantages of adopting such
vision. In Section 4, we report and analyze IoT challenges
from a user vision. In Section 5, we compare researchers
challenges with users challenge to give a glance at the open
issues on which research should focus more. Conclusion and
future research hints are given in Section 6.

II. INTERNET OF THINGS

The IoT is emerging as one of the major trends shaping
the development of technologies in the information and com-
munication sector at large [5]. The shift from an Internet used
for interconnecting end-user devices to an Internet used for
interconnecting physical objects that communicate with each
other and/or with humans in order to offer a given service,
implies to rethink again about conventional approaches usually
used in networking, computing and service provisioning.

The IoT is a technological phenomenon generated by
innovative advancements in information and communication
technologies related to: (i) Ubiquity, (ii) Pervasiveness and (iii)
Ambient Intelligence [10].

A. One Paradigm, Many Visions

Manifold definitions of IoT are suggested from the research
community which testifies to the complexity and to the multi-
disciplinarity of this paradigm. The term IoT is broadly used
to refer to:
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• The global network connecting smart things through
extended Internet technologies.

• The set of technologies supporting such a vision (e.g.,
Radio Frequency IDentification (RFIDs), sensors, ac-
tuators, machine-to-machine communication devices,
etc.)

• The set of applications and services leveraging such
technologies to give birth to new industrial opportu-
nities [5].

From a device-centric perspective, the IoT is based on
the concept of smart things, which are able to sense, detect
or measure physical phenomena (e.g., temperature, light, etc.)
or to perform actions having an effect on the real world [5].
This encompasses devices considered in RFID research [11],
as well as those considered in Wireless Sensor Networks and
Sensor/Actuator Networks [12] [13].

From a network-centric perspective, the IoT can be con-
sidered as a highly heterogeneous, dynamic and distributed
networked system, composed of a great number of smart
objects generating and consuming data [5].

From a data-centric perspective, IoT refers to entities
processing as providers and/or consumers of data related to
the physical world. This fact motivates the adoption of content-
centric network architectures and principles [5].

In literature, many architectures are suggested for repre-
senting the IoT. However, the most common and basic adopted
architecture is composed of three layers: (i) Physical layer
also called perception layer, device layer or sensing layer;
(ii) Network layer; and (ii) Application layer also called
Service layer. (i) Physical layer concerns identifying, naming,
addressing and managing IoT objects. (ii) Network layer
encompasses networks and protocols used for allowing IoT
objects to communicate and to interact. (iii) Application layer
encompasses Data Management and Services Management
modules and offers final IoT services to end-users.

B. Underlined Challenges
Although well known for a while, the IoT paradigm is still

in its infancy and the road ahead is long. Researchers, projects,
and industries are focusing on different issues. We cite in this
section the main underlined challenges.

a) Heterogeneity and interoperability: IoT is charac-
terized by a high heterogeneity at different levels. From devices
level, IoT is a set of heterogeneous devices expected to present
dissimilar capabilities from computational and communication
standpoints. Identifying, addressing, naming and managing
such devices in a standardized way is the first challenge [3]
[14].

From a network-centric perspective, allowing those devices
with various communication capabilities to communicate and
interact through various networks and using different commu-
nication protocols is the second challenge [4]. It covers basic
connectivity issues from the physical layer to the application
layer without considering the content of information.

From a data-centric vision, IoT is about exchanging and
analyzing massive amounts of data, to transform them into
useful information and to guarantee interoperability among
various applications and services. It is essential to provide data
with standardized formats, models and semantic descriptions

(meta-data), using well-defined languages. This will enable IoT
applications to support automated reasoning, a key feature for
enabling the proliferation of such a technology on a wide scale
[15].

From a service-oriented vision, the main challenge relates
to how to integrate and compose functionality provided by
smart objects into services. This requires designing: (i) ar-
chitectures and methods for creating a standardized represen-
tation of smart objects able to resolve the heterogeneity of
devices/resources and (ii) methods for seamlessly integrating
and composing resources/services of smart objects into value-
added services for end users [5]. Table I shows the main
protocols used for each IoT layer.

TABLE I. PROTOCOLS IN DIFFERENT IOT LAYERS

Application
Layer

HyperText Transfer Protocol (HTTP),
Constrained Application Protocol (CoAP),
Embedded Binary HTTP (EBHTTP),
Licklider Transmission Protocol (LTP),
Simple Network Management Protocol (SNMP),
IP Flow Information Export (IPfix),
Domain Name System (DNS),
Network Time Protocol (NTP),
Secure SHell Protocol (SSH),
Device Language Message Specification(DLMS),
Distributed Network Protocol (DNP),

Network
Layer

Internet Protocol Version 6 (IPv6),
Routing Protocol for Low-power (RPL),
User Datagram Protocol (UDP),
Universal Logging Protocol˜(uIP),
Serial Line Internet Protocol (SLIP),
IPV6 LowPower wireless Area Network (6LoWPAN)

Physical
Layer

IEEE 802.11, IEEE 802.15, IEEE 802.16, Z-Wave,
Ultra˜WideBand protocol˜(UWB),
Highway Addressable Remote Transducer protocol (WirelessHART),
Infrared Data Association protocol(IrDA), Konnex protocol (KNX)

b) Scalability: As daily objects become connected to
a global networked infrastructure, scalability issue arises at
different levels, including: (i) identifying, addressing and man-
aging due to the size of the resulting system and to the con-
strained nature of typical IoT devices which do not enable quite
memory and computing capabilities; (ii) data communication
and networking due to the high level of interactions, com-
munications and data exchanges among involved entities; (iii)
information and knowledge management due to the massive
amount of data and information sensed, detected, generated
and analyzed and (iv) service provisioning and management
due to the high number of real-time services execution options
that could be available and the need to handle heterogeneous
resources [5].

c) Energy-optimized solutions: For a variety of IoT
entities, minimizing the energy to be spent on communi-
cation/computing purposes will be a primary constraint [5].
While techniques related to energy harvesting (through piezo-
electric materials or micro solar panels) will alleviate devices
from constraints imposed by battery, energy remains a scarce
resource which may not be wasted and which may be prop-
erly and reasonably consumed. Thereby, energy optimization
concerns also the network level, because communication is
recognized as the most energy-consuming task. It concerns
also the application layer which justifies the need to design
services, applications, and solutions that tend to optimize
energy consumption even at the expense of performance.
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d) Trust, security and privacy: Trust is a multidimen-
sional, multidisciplinary and multifaceted concept. The con-
cept of trust covers a bigger scope than security, thus it is more
complicated and difficult to establish. It is also related to the
concept of privacy that is the ability of an entity to determine
whether, when, and to whom personal information could be
disclosed. Trust, security and privacy are highly related crucial
issues in emerging information technology areas, such as IoT
[16].

A number of studies aim to improve identity trust and
achieve privacy preservation in ubiquitous systems such as
IoT. Fongen [17] propose a framework for authentication and
integrity protection designed for IoT environment in order to
ensure scalability and lightweight requirements. Gambs et al.
[18] propose an implementation of a specific inference attack
called the de-anonymization attack, based on Mobility Markov
Chain (MMC). They suggest some distance metrics in order
to measure the similitude among two MMCs and aggregate
these metrics to create de-anonymizers able to recognize users
in an Anonymized Geo-located Data-set. In [19], the authors
propose an extended trust protocol to support secure mobility
management in order to adapt the network to changes of lo-
cation and infrastructure. This extension aims to improve fault
tolerance capacity, connectivity, dependability and scalability
in IP-based Wireless Sensor Networks.

Some other works, focus on data transmission and commu-
nication trust which is strongly related to security. A security
protocol to support data exchange amongst objects was pro-
posed by [20] and combined with a security framework for
enhancing security, trust, and privacy for embedded systems.
Lightweight symmetric encryption and asymmetric encryption
in Trivial File Transfer Protocol (TFTP) were proposed to
make the given protocol appropriate to the constrained nature
of IoT devices. In [21], the authors propose mechanisms to
ensure security at the network layer and at the application layer
and perform an experimental study to identify the most appro-
priate secure communication mechanism for current sensing
platforms. Raza et al. [22] introduce SVELTE, an intrusion
detection system for the IoT, implemented and evaluated to
permit resiliency face to routing attacks, such as spoofed or
altered information, sinkhole, and selective-forwarding.

Some other works aim to establish trust management of a
whole and propose various trust frameworks and architectures.
In [23], the authors propose a system architecture that offers a
solution to several challenges, such as general system security,
network security, and application security with respect to basic
information security requirements (confidentiality, integrity,
availability, authority, non-repudiation, and privacy preserva-
tion). Quan et al. [24] propose a trusted architecture for a
farmland wireless sensor network which includes four layers:
(i) a perception logical layer, (ii) a mark recognition logical
layer, (iii) a decision-control logical layer and (v) a trusted
interface logical layer. This architecture aims to afford trusted
and reliable data transmission in Wireless Sensor Networks.
An IoT architecture investigated by EU FP7 IoT-A project [25]
aims to consider both service privacy and IoT access security
aspects for dealing with service accommodation, identification,
and IoT-A platform realizations. Gessner et al. [26] propose a
set of trust-enhancing security functional components which
covers both basic IoT resources access control and essential
functions, such as identity, trust and reputation management.

This component composition provides mechanisms for secur-
ing communications between subjects to ensure data integrity
and confidentiality, service trust and privacy of users.

III. USER-CENTRIC INTERNET OF THINGS

The IoT is a vision of ubiquitous connectivity. With
sensors, code, and infrastructure, any object can become
networked. But the question we need to ask is: should they
be? And if so, how? Public debate over the IoT is polarized.
Commentators tend to voice either excessive optimism or total
pessimism, with precious little in between.

Optimists describe IoT as a magical realm of “enchanted
objects”, where our possessions gently anticipate our every
need. The other camp paints a darker picture. They claim
that, at best, the IoT is just another excuse for rampant con-
sumerism, whose only contribution will be to clog basements
with yet more unnecessary junk. They affirm that everyday
household objects will be turned into enemy spies, placing
us under constant surveillance. We will be nudged and ma-
nipulated at every moment. Our lives and possessions will be
perpetually exposed to hackers.

The solution is intuitive: we need to forget about things. We
need to stop obsessing over smart objects and start thinking
smart about people. This is the true potential of the IoT. It
could put our vast stores of tacit embodied knowledge to
work online. It could unite the physical and digital worlds.
It also could put us in control of our own information and
contextual integrity, against a moral and political backdrop
that is resolutely committed to human rights, the rule of law
and social cohesion. It could become an Internet, not of smart
things, but of smart empowered people.

A. The User in Intelligent Systems
The user is a human, defined by different characteristics:

his name, his age, the country where he lives, his Job, his
school level, but also his interests, his domains of expertise and
his preferences. In computing systems, all these characteristics
are classically represented by a profile. The user is also repre-
sented by the context where he evolves. A user context includes
his location, his current activity, objects and other users in
proximity but also his social context. The social context of a
user is represented by a set of social relationships entertained
with other users and forming the user social networks.

In intelligent systems, the user plays several roles. He is
both the source of information, the provider of services and the
consumer. The user is therefore in the heart of these processes.
That is why some paradigms have appeared giving focus to the
user. Several works focus on detecting user profile [27], user
social characteristics [28] [29] and to adapting treatments and
process to user context [30]. Those works can be reused to
achieve a user-centric IoT.

B. Related Paradigms
In this section, we will address some new IoT paradigms

aiming to give focus to the user.
1) Internet of People: Miranda et al. [31] define the Internet

of People (IoP) as bringing the IoT closer to people in order
to easily integrate into it and fully exploit its benefits. This
new paradigm aims to put people at the center of innovation
strategies and be able to make a profit from the power of
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collective intelligence. More than just smart applications and
smart cities, the potential of IoP resides in smart people.
IoP includes numerous topics, such as Biometric Sensors
and Identification Technology, Wearable Technology, Brain
Informatics Processing, Body Area Network technology, So-
cial Computing, and Collective Intelligence, Technology for
Biomedical and healthcare application etc.

In [31], the authors define a set of features they believe
are essential foundations for any approach to the IoP: (i)
IoP should be social and let devices interact with each other
and with people more socially than does the IoT; (ii) IoP
should be personalized which mean that interactions must
be personalized to users sociological profiles and contexts;
(iii) IoP should be proactive and not manually commanded
by the user; (iv) IoP should be predictable which means
that interactions must be triggered according to a predictable
context that the user has previously identified, and for which
a specific behavior has been defined.

2) Social Internet of Things: IoT embodies a large number
of smart objects that, through standard communication pro-
tocols and unique addressing schemes, provide information
and services to final users. Making objects smart was only
the first step of an evolutionary process that affected modern
communication devices and has been triggered by the advent
of IoT in the telecommunication scenarios [1].

The second step consists of the evolution of objects with
a certain degree of smartness to objects with an actual social
consciousness. These objects can interact with the surrounding
environment and feature a pseudo-social behavior with neigh-
bors or within circles and communities. The third step consists
of the birth of social objects that act in a social community
of objects and devices giving birth to the Social Internet of
Things (SIoT) [1].

SIoT objects are able to autonomously establish relation-
ships with other objects, to join communities and to build their
own social network which may be different from their owner’s
ones. SIoT has the potential to support novel applications and
networking services for the IoT in more effective and efficient
ways. Thus, within a given social network of objects, a key
objective will be to publish information/services, find them,
and discover novel resources to better implement services also
through an environmental awareness. This can be achieved by
navigating a social network of friend objects instead of relying
on typical Internet discovery tools that cannot scale to trillions
of future devices [1].

Short, SIoT permit to address some IoT challenges, such
as scalability and heterogeneity, to allow trust-based social
relationships among people and objects, to improve objects
navigability and discovery by narrowing down its scope to a
manageable social network of everything and to increases the
quantity and the variety of contextual data

3) Physical Cyber Social Computing: [32] propose
Physical-Cyber-Social (PCS) computing, that takes a human-
centric and holistic view of computing by analyzing obser-
vations, knowledge, and experiences from physical, cyber,
and social worlds. Some of the main challenges in health-
care, sustainability, crime prevention, and mitigation require
a holistic approach to computing for providing actionable
information. With the increased digitization of the physical
world culminating in a massive data generated from sensors,

mobile devices, and personal/social observations has led to
a deeper view into our physical, cyber, and social worlds.
The data generation rate has surpassed the ability to store all
observations. PCS computing is envisioned to derive insights
from these observations to provide actionable information to
humans. Providing actionable information by taking a human-
centric approach is the vision of PCS computing.

4) People as a Service: [33] People as a Service (PeaaS)
is a mobile-centric computing model that allows a users socio-
logical profile to be generated, kept, and securely provided as
a service to third parties directly from a Smart-phone. PeaaS
emphasizes smart-phones capabilities and relies on them for
inferring and sharing sociological profiles. These profiles are
not disclosed and are preserved on the device, making it easier
for owners to keep their virtual identity under their own control
and to preserve them privacy while still enabling third parties
to make profit from users identities.

Serving individuals virtual sociological profiles through
Smart-phones are different from other mobile-centric models
that only provide data, such as GPS localization and tempera-
ture. PeaaS allows a variety of information to be collected, such
as moods, tendency, preferences, social statuses, daily habits
and health habits of a group of peoples in order to delimit
their digital projection. However, filtering and analyzing this
information to infer users characteristics and specificity or
to generate relevant information is not a trivial task. Various
techniques, including activity recognition approaches and af-
fective computing, are used in PeaaS for building the richest
sociological profile possible [33].

5) Social Devices: Social Devices is an IoT model, in-
troduced by [34]. The motivation behind the model was that
smart-phones have not only a lot of information about their
owners, but also modalities that enable them to resemble
humans. They can translate text into speech, for example. At
present, Social Devices concept is supported by a middleware
platform. This allows proactive triggering of interactions be-
tween devices of co-located people. Additionally, it offers a
complete set of Web-based tools to define interactions and their
triggering contexts.

6) Social Sensing: Social Sensing is an integral paradigm
of the IoT when objects being tracked are associated with in-
dividual people. Mobile phones, smart watches, smart glasses,
and wearable sensors are good examples of sensing objects.
Such paradigms have tremendous value in enabling social net-
working paradigms in conjunction with sensing. The growing
capability of basics hardware to track a wide variety of daily
data, such as location, speed, and video leads to tremendous
opportunity in enabling a connected and pervasive world of
users that are ubiquitously connected to the Internet [35].

C. Highlights and Advantages
Adopting a user-centric vision is, therefore, a promising

new trend. Advantages are numerous.

• Navigability and resources discovery are improved by
narrowing down them scopes to a manageable social
network of everything [7].

• Some IoT challenges, such as scalability and hetero-
geneity are addressed [7].

• The scalability is guaranteed like in human social
networks [8] and the heterogeneity of devices, network
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and communication protocols is resolved by the use
of social networks.

• A larger data source becomes available as it comes
from a set of users, a network of users, or a community
rather than from a single user.

• The continuous feed of data from communities gives
us big data team [9] and the quantity and the variety
of contextual data is increased allowing improved ser-
vices intelligence and adaptability to users’ situational
needs [7].

• A better user adaptation that will lead to the increased
consumption of IoT products [9] and a better informa-
tion filtering become possible, because communities of
objects collaborate to provide a common view [36].

• Models designed to study social networks can be re-
used to address IoT related issues (intrinsically related
to extensive networks of interconnected objects) [8].

• The focus and the consideration of user-side chal-
lenges will increase the acceptability of IoT products.

• The community is exploited to rate the trustworthiness
of potential providers of information and services [36].
So, a level of trustworthiness can be established for
leveraging the degree of interaction among things that
are friends [8].

IV. IOT CHALLENGES AND PERSPECTIVES: A USER
VISION

The high cost of intelligent devices is one of the problems
posed by users. According to statistics [37] drawn up in 2014
on a sample of 2000 French users, 59 % of users consider the
price of IoT devices as one of the greatest constraints. High
prices are not the only constraint. Indeed, the price constraint
can disappear if these objects become useful and necessary.
We expose in this section the main IoT challenge from the
users point of view. We have relied on statistics and have
chosen in this section the most cited users’ problems, including
the usefulness and usability of connected objects but also and
above all, their ability to respect the users’ privacy.

A. Utility
The majority of users find that these smart objects are

not useful enough and that they do not bring much to their
daily lives. The same statistic [37] show that 45 % of all users
questioned and 52 % of users who are older than 50 years old
do not see the usefulness of objects being conveyed, although
the number of applications and IoT objects for the health and
well-being of the elderly is quite high. Developers, designers,
and creators of IoT objects and services are faced with a new
challenge: developing more useful and interesting scenarios
that can meet the specific need of users.

A study from LAPOSTE [38] carried out with a national
sample of 1032 peoples classified areas of IoT applications
according to users’ expectations. This study revealed that
proximity services are at the forefront, followed by home
automation services and then health-care and wellness services.
According to the same analysis, proximity services allow the
rapid intervention of trusted personnel for isolated persons, the
keep of elderly or dependents people at home or the safety
of children. For home automation services, 77 % of users
surveyed place an emphasis on security and protection against

theft and intrusion. 74 % place more emphasis on fire risk
services and energy-saving services. As for the field of health
and well-being, 45 % of users give importance to services
that make it possible to practice a sporting activity regularly.
Another study [6], classifies health-care services on the first
position, security management services on the second position
and home automation and energy consumption management
services in the third position.

The cited study [37] tried to clarify which prototype of
users are most willing to use connected objects and which
connected objects are most used. This study found that 23%
of users interviewed have at least one intelligent object. For
the most part, the latter are men, receiving a wage of more
than 1500 euro and living for the most part in the Paris region.
This study ranked the object “connected weather station” at the
top of the list of most used intelligent objects. In the second
position are connected gas, electricity and water meters, con-
nected watches and bracelets, and connected alarm systems. In
the third position, connected sphygmomanometers and scales,
connected sockets and remotely controllable heating systems.
Other objects are also used, such as connected refrigerators, but
also connected baby monitors (which monitors babies quality
of sleep) and connected baby scales (which monitor the growth
curve of a baby).

Note that other areas are neglected and little known by
users. Let us mention, for example, the field of transport and
vehicular networks, although it is quite developed. We also
note that applications and devices using the social environment
of the user or the notion of collaboration are few.

B. Usability
The usability or the ease of use of connected objects and

IoT services is also one of the brakes to the acceptability of
these products by consumers. Indeed, a study [38] affirms that
74 % of users perceive the multiplication of applications to
control each object as a brake on the purchase and use of the
latter. Another study [39] shows that nearly 12 % of users who
do not have connected objects say that it is useless to buy
objects that are not compatible with all types of computers
and Smart-phones. 15% say it is not easy to manage multiple
connected objects at the same time. 9 % say they do not know
how to operate these objects.

Establishing interoperability is a potential solution. It
makes intelligent objects reconfigurable and autonomous, thus
minimizing human intervention. It also allows easier control
and management when it comes to a large number of objects.
Integration of the social component and contextualization also
present possible solutions to increase the quantity and variety
of data in order to offer more intuitive, intelligent, personalized
and adapted services.

C. Trust and Privacy
The mentioned study [39] tries to classify the brakes to the

acceptance of IoT objects by users. 43% of users queried say
they are afraid of the use that can be made of their personal
data. 18 % find that the connected objects are not operational. 8
% believe they are unreliable. The second cited survey [6] joins
the first one and states that: 33 % of the users questioned are
afraid of what is done with the data collected by IoT objects;
19 % find that these objects quickly become obsolete and 17
% find they are not very efficient and very reliable.
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The number increases when it comes to some more critical
areas, especially the health field. Indeed, a barometer [40]
was established in 2016 by the company VIDAL (company
dedicated to information on health products), on a sample
of 1402 doctors, revealed the following percentages: 33% of
doctors surveyed say they have no confidence in healthcare
applications and services in terms of securing personal data.
84 of the doctors questioned would not recommend connected
health objects to their patients. However, there are a number of
factors that could encourage them to advocate benefits, such as
certification and labeling of the object (39%), its therapeutic
area (37%) and the profile of its manufacturer or designer
(8%). Doctors first trust their peers to make healt-related
connected objects (scientists societies 67%, university doctors
53% and confreres developers 42%). In addition, certain pro-
motional arrangements are more likely to convince doctors of
the adoption of connected health objects. Recommendations
made by scientists societies (67%), medical press (58%) and
medical congresses (51%) are the most convincing.

Those apprehensions are not unjustified. Some past events
confirm the fear of users. The first examples of dysfunctions
observed date back to 2011. A pharmaceutical company had
to warn its users that the rheumatology calculator application
it had developed produced erroneous scores [41]. The follow-
ing year, another laboratory had to recall its application of
calculation of doses of insulin [42]. Then, Apple announced
the removal of blood glucose monitoring from its health
management application [42]. This has drawn attention to the
fact that these solutions are not so simple to implement even
for a technology champion.

According to these different statistics, we distinguish two
major problems: trust and privacy. We also distinguish three
levels of trust: trust in the object or IoT devices, trust in
IoT services and applications, trust in the service provider or
in the designer of the devices. We also distinguish a fourth
level: trust in the recommender of the service or IoT object.
We believe that trust management in IoT environments should
necessarily consider these four levels in order to improve users’
acceptability of IoT products and allow them to overcome their
fears and apprehensions.

Several properties can allow measuring trust for each
dimension. For example, reliability, connectivity, energy rates
permit to measure trust in IoT devices and objects. Quality of
Services (QoS), functional characteristics and non-functional
characteristics (delay, availability, throughput, response time,
etc.) permit to measure trust in IoT services and applications
[43]. Expertise, past experiences, and QoS can be used to
measure trust in service providers [44]. And centrality, honesty,
and similarity of profile and interest can be used to measure
trust in services and objects recommenders [45].

The problem of privacy concerns the protection of users’
personal data. Indeed, the huge amounts of data that are
collected by the connected objects with sensors, are usually
stored on the Cloud and thus become exposed. The user must
be able to control and choose whether or not to give access to
his information. The de-anonymization techniques also make it
possible to reduce this problem. Indeed, with these techniques,
the majority of the data remains exposed, but the data which
makes it possible to identify to whom they belong (name,
address, age, etc.) are suppressed or hidden.

V. SYNTHESIS

Some users’ challenges are addressed by researchers, such
as trust and privacy. However, the proposed solutions remain
intangibles by users. Giving users the hand to participate in
setting their own rules, the same way as proposed in social
media, might be a potential solution. Reusing works and
researches conducted in the context of usable security [46] [47]
and usable privacy [48] [49] allows to resolve those challenges.

Ensuring interoperability and resolving heterogeneity can
help to improve the usability of connected objects, but this is
not a radical solution. We can have different solutions, such
as applying HMI solutions [50] [51] which permit to have
cognitive and adaptable users’ interfaces, especially when use
cases are targeting elderly and disabled persons.

Utility is a problem that is almost neglected, although it
may be the key to improving the acceptability of connected
objects by users. Researchers should focus on finding scenarios
and use cases that can interest and motivate users.

VI. CONCLUSION

The IoT is emerging as one of the major trends shaping the
development of the technologies sector at large. Researchers,
developers and, industries have been interested in the IoT
paradigm and have proposed different solutions for different
issues, such as heterogeneity, scalability, and energy optimiza-
tion.

Nevertheless, consumption of IoT products and services
remains below expectations. Indeed, according to several stud-
ies and statistics, users claim other problems such as the cost
of connected objects, but also and above all, their utility and
usability. These problems are not addressed by researchers.
Users also express their fears about the privacy of their
personal data and do not trust connected objects. The problems
of privacy and trust are addressed in the literature, however,
the proposed solutions remain intangible by users.

We tried in this work to address these problems and to
indicate some solution and some horizons of research.
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Abstract—Making a campus smart involves a wide variety of
devices, users, and other stakeholders. This gives rise to many
issues including scalability, extensibility, user-centricity, and
cost in terms of both deployment and maintenance. To
overcome these issues, we propose a novel platform called
SPACE that (1) enables end-to-end commanding and execution
of tasks on a smart campus operation in a distributed
and modulated manner, and (2) attempts to mitigate the
above-mentioned issues. As an initial research testbed, the
proposed SPACE has been deployed for di�erent scenarios in
a university campus including a classroom, a faculty o�ce,
and a lab. This paper empirically reports how the SPACE
system enables a smart campus testbed and further lessons
from the deployment.

Keywords–Internet of Things (IoT); IoT Platform; Smart
Building; Cloud-based IoT.

I. Introduction

While many research and development e�orts were made

under the concepts of ubiquitous computing, pervasive com-

puting and Internet of Things (IoT), we have not seen domi-

nating research in the area of IoT platforms that addresses the

challenges a�liated with providing seamless user-experience

and ease of maintaining the system [1]. Moreover, many of

the papers on IoT platform assume that the devices (e.g.,

bulb, fan, Air Conditioner (AC), etc.) are already smart and

have communication capabilities [2][3]. There are virtually

unlimited number of “things” that can be connected to the

Internet under the umbrella of IoT. Hence, an IoT platform

that can connect and accommodate such “things” is needed.

A university campus is an interesting and challenging

premises to apply the concept of IoT. A university campus

involves many smart contexts [4][5]. Many stakeholders

including students, professors, working sta�, guests, and ad-

ministrators are involved there and they have various needs

to be satis�ed. Professors and students need features such

as user-centricity, universal access, and multi-purpose space

sharing. Administrators would prefer an economically viable

and easy to maintain IoT-enabled campus. A smart campus

provides intelligent facilities like universal access, location

awareness, user-centricity, and support for heterogeneous

devices to the campus community, while the operational cost

gets reduced.

This paper presents a platform called SPACE for making

a university campus smart by connecting various types of

things and facilities (e.g., AC, fan, and bulb) in one system.

The proposed platform enables 1) integration of existing cam-

pus facilities into SPACE in a cost-e�ective manner, 2) end

users with personalized access to the campus facilities, and 3)

an extensible platform where end users can easily assemble

new components such as new end devices, controllers, and

new communication modules supporting di�erent protocols

and standards.

In this paper, we present the implementation and deploy-

ment of the proposed platform, and a reference model of

end-user oriented and ad-hoc deployment of a smart campus

that has not been originally designed and constructed to be

smart and user-centric. We introduce the concept of Device

Interfacing Gateway (DIGW) and used it to connect any

campus facility to the system.

The rest of the paper is organized as follows. Section II

provides an overview of related works. Then, we discuss the

problems of modelling the system design in Section III, and

present the implementation details in Section IV. We evaluate

and validate the system in Section V and �nally, we conclude

the paper and discuss the future works in Section VI.

II. Related Work

Zhang et al. [6] addressed the problem of lack of a

versatile and cost-e�ective software platform for smart build-

ings. They developed an open source software called Build-

ing Energy Management Open Source Software (BEMOSS)

that works on a single board computer for monitoring and

controlling energy consumption of a building. The system

included features like plug and plays using device discovery,

and interoperability of di�erent communication protocols.

However, the supported devices were limited to already smart

ones.

Sánchez et al. [7] implemented IoT applications and

services in the city of Santander, Spain, with a physical

deployment of more than 2000 sensors. They presented

a high-level architectural model supporting real-world IoT

experimentation facilities on di�erent devices. In order to

address the problem of scale and heterogeneity of devices

and application domains, they divided their architecture into

three tiers; IoT device, gateway, and server. Georgakopoulos

et al. [8] presented an IoT architecture with the concept

of service discovery and on-demand integration of devices,

storage and computing resources over the cloud. They in-

corporated data analytics and visualization to create an on-

demand IoT application. Although progress has been made on

implementation of large-scale IoT, the implementations are

generic and personalization of the system is not considered.

The following works addressed the lack of standards for

IoT and discussed frameworks for integrating various smart

devices. Puatru et al. [9] presented a solution for connecting

di�erent types of home appliances to one platform. They

focused on how di�erent platforms like Google Nest and

Philips Hue can be operated via a mobile device with a Web

browser for easy accessibility and better user experience.

Nati et al. [10] worked on user-centric IoT for integrating
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embedded heterogeneous smart devices in a real-life o�ce

environment. The solution o�ered modular implementation

of an open source smart home system using Intel Edison

board [11] as a gateway. Mozzami et al. [12] proposed a smart

phone based platform to handle heterogeneous devices and

multi-vendor smart home appliances in home environment

without the need for painstaking con�guration and custom

programming. They developed an Android application with

an open speci�cation for XML driver support. Hernandez

et al. [13] proposed a framework for the development of

IoT applications where smart objects exhibit autonomy in

regards to platforms and human users through management

functions. These works assumed that such smart devices

can be IP-proxied and capable of sensing and actuating, and

device-speci�c applications are already available.

Hentschel et al. [14] proposed a campus-wide sensor net-

work using Raspberry Pi. They de�ned supersensors as sen-

sors (light, temperature, motion, sound, and Wi-Fi) attached

to Raspberry Pi that are capable of local computer operations

and data transmission to a centralized database. The use of

Raspberry Pi reduced the cost of procurement compared to

standard expensive IoT sensors and has a small footprint.

They considered that di�erent sensors have di�erent com-

munication modes and tried to cope with a heterogenous

environment. They also discussed the advantages of their

method which include intelligent �ltering of sensor data as

well as capture and bu�ering of incoming data while the

network connectivity is disrupted. Joshi et al. [15] designed

a low-cost basic home automation system to control multiple

appliances that can be globally monitored and accessed using

low cost Raspberry Pi, Arduino and web server.

Some researchers have carried out works related to per-

sonalized and user-centric IoT systems. Jayatilaka et al. [16]

proposed an assisted living system where appliances exhibit

seamless social interactions with people. They embedded

multiple sensors such as thermometer, hydrometer, and scale

into appliances (refrigerator, microwave, and trash bin). The

appliances used Twitter as a messaging system to send

noti�cation messages to authorized people. Wu et al. [17]

developed a framework for human-system interaction by

analyzing the interactive relationship among services, spaces,

and users in a smart home environment. Lee and Lin [18]

implemented a situation-aware IoT based system that can

detect user activities in a room and control the devices in the

room accordingly. Alam et al. [19] worked on predicting user

behavior based on human activity pattern. Their approach

used episodes of events of home appliances that have on-

o� states (such as lights, fans, heater, and window blinds)

as an input to a sequence prediction algorithm to predict

the next activity from previous history. Using multi-sensor

data streams, Chen et al. [20] worked on a knowledge-driven

real-time continuous activity recognition using multi-sensor

data streams in a smart home environment. The approach

uses domain knowledge, ontologies, semantic reasoning and

classi�cation for activity recognition. Our work is related

to developing a platform for smart and user-centric campus

environment that provides facilities such as universal access,

user-centricity, and support for heterogeneous devices.

III. System Design

A. System Requirement Organization

In this section, we describe the system requirements of

our proposed SPACE platform and explain the approaches

for implementing a smart campus.

Universal access: End devices and campus facilities should

be accessible from anywhere so that users can control devices

without physically being present near the devices. SPACE

provides universal access by enabling end users to operate

all the end devices using a single mobile application.

User-centricity: The system should be simple in terms

of deployment, usage, and maintenance for the user. As a

consequence of user-centricity, SPACE provides pleasing user

experience and user-friendly interface.

Cost e�ectiveness: The cost of a system includes its de-

ployment, maintenance and the cost of upgrading/adding new

components. The cost of deploying SPACE over the existing

infrastructure is considerably lower than replacing all the

existing components (e.g., lights) in the infrastructure with

smart components (e.g., smart bulbs). Physical contact with

switches is generally required to control the components.

Repeated physical contact results in wear and tear of switches

and may lead to accidents. Such accidents can be avoided

by replacing physical switches with virtual switches that are

controlled through a mobile/desktop application.

Support for heterogeneous IoT devices: Various hetero-

geneous devices are present in an environment. Such devices

have di�erent operations and need di�erent protocols to

control them. It is desirable to identify, integrate, and control

such devices via a single application so that the user need

not use a di�erent application for each end device.

Extensibility: The system needs to be extensible regarding

support of both non-smart and already smart devices. It

should accommodate various kinds of communication and

processing technologies as per the need of the environment in

the deployed system. Users should be able to integrate devices

with minimum support from the system administrator.

B. System Architecture/Design Overview

The overall architecture of SPACE consists of four main

components - local controller, central controller, Device In-

terfacing Gateway (DIGW), and mobile application. Figure 1

shows the system overview of SPACE.

As shown in the �gure, the platform is divided into

three layers: User Interface (UI) layer, logical control layer,

and physical control layer. A local controller is deployed

in each environment such as rooms, o�ces, and labs. It

performs edge computation and it is responsible for managing

its local environment. All end devices in an environment

communicate with a local controller via DIGW. A DIGW is

attached to each of the end devices and is among one of

the most important components of the platform. The mobile

application can interact with the end devices via central con-

troller or local controller. Each of the components has some

speci�c functions and they interact with one another to ful�ll

the system requirements. Figure 2 shows the information

exchange among the components of SPACE.
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Figure 1. System overview of SPACE
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Figure 2. System block information exchange of SPACE

The Device Interfacing Gateway (DIGW) is used to proxy

and control end devices. Generally, end devices are not

capable of communication. To connect these end devices

to a network, a DIGW is plugged into each end device.

DIGW receives commands from local controller and sends

data/feedback from sensors and end devices to local con-

troller, as illustrated in Figure 2. It also enables discovery

of end devices. DIGW is comprised of four modules: com-

munication module, command processing module, interfacing

module, and power module. The details of each module are

explained below.

• The communication module takes care of receiv-

ing and sending signals over any particular commu-

nication protocol like ZigBee, Bluetooth, and Wi-Fi.

It does necessary processing of signals to convert

them into a standard format understandable by the

command processing module.

• The command processing module receives com-

mands from communication module, interprets the

commands and accordingly calls the right functions

that are stored in its memory. The functions then

trigger the interfacing module to actuate the com-

mand. It also takes care of internal optimization

regarding power consumption.

• The interfacing module is the physical interface

between an end device and DIGW. It consists of

actuators such as switches, valves, and infrared (IR)

modules that can control the end device. Actuators

provide functions such as turning ON/OFF of end

devices, modulating control changes, and switching

action between di�erent states.

• The power module takes care of the power con-

sumed by all the DIGW modules. It is interchangeable

with di�erent parts such as adapter, battery, and solar

cell.

The central controller is responsible for data storage, data

processing, command routing, and remote access. The central

controller is a cloud server through which all the local

controllers and mobile applications can interact. All the

information about end devices, room environments, and user

information (such as user authentication, and location) are

stored in the database of the central controller. The mobile

application uses the information present in the database of

the central controller for functions such as device status and

dynamic UI. The use of cloud service is to provide scalable

computing and storage power for developing, maintaining,

and running multiple services simultaneously.

The local controller is a control unit present in all the

environments such as rooms and labs. It is responsible for

all the activities happening in its local environment apart

from the authentication process, which is taken care of by

the central controller. It stores the relevant information of end

devices present in its local environment. It supports di�erent

communication protocols and acts as a bridge between the

DIGW and the central controller. It is responsible for the real-

time processing of sensor data in its environment. It is also

responsible for protocol conversion. For example, consider a

scenario where some end devices speak Zigbee via DIGW,

and some other devices speak Wi-Fi and remaining devices

speak Bluetooth and Radio-Frequency Identi�cation (RFID).

The local controller converts the command request from

the mobile application/central controller to the supported

protocol and sends the formatted command to the respective

DIGW and vice-versa. The local controller broadcasts its

location information along with a list of end devices that

can be controlled within its environment. This information

helps mobile applications to be aware of the location and

improves user experience (explained in the next section). If

the user is near a local controller, commands from the mobile

application reach the local controller earlier before reaching

the central controller, and so the command gets executed

faster. It performs edge computing which helps in optimizing

various latencies such as command execution time.

The mobile application gets access to end devices via

the central controller or the local controller depending on

the location (remote/local) of the user. It has a dynamic UI

that changes depending on the location of the user. This

feature helps in minimizing the number of manual operations

required to perform an action, hence providing a good user

experience. The UI of the application re�ects consistent

information regardless of the technology used at lower layers.

For example, two di�erent temperature sensors have the same
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type of UI even though they are from di�erent manufacturers

and use di�erent protocols such as ZigBee or Bluetooth. The

mobile application also supports voice commands to control

devices.

IV. System Implementation

This section details the implementation of SPACE inside a

university (Indian Institute of Technology Hyderabad, India)

as a testbed. We assume that, initially, the end devices are

not capable of any communication.

A. Technical Components

TABLE I. Software and hardware components of SPACE

Component Software Hardware

Mobile ap-

plication

Operating System

(OS): Android K,L,M;

Google Speech

Application Program

Interface (API)

Any smartphone

with Internet

connectivity

Central

Controller

OS: Ubuntu 16.04;

Database: PostgreSQL

2.40 GHz quad core

Intel Xenon CPU;

8GB RAM

Local Con-

troller
OS: Raspbian

Raspberry Pi (v2,v3),

Bluetooth Low En-

ergy (BLE) module

DIGW

for air

conditioner

Real-Time Operating

System (RTOS) and

ATtention (AT)

commands API;

Arduino Interactive

Development

Environment (IDE)

Espressif Systems

(ESP8266EX) [21], IR

module

DIGW for

room lights

RTOS and AT com-

mands API; Arduino

IDE

ATMEGA328P [22];

SPDT relay

Table I presents a concise summary of the various

software and hardware elements used by components for

implementing the SPACE platform. It may be noted that

implementation is done mostly using open-source software.

Figure 3 shows a cropped interface of the mobile ap-

plication. The sidebar displays information about the user,

Figure 3. UI of mobile application - side menu and main menu buttons

rooms, recorded data, and available settings. The main menu

has clickable icons to control the devices present in a room.

The icon changes from grey to blue when the corresponding

device changes its state from OFF to ON and vice versa.

The mobile application also supports voice commands

through Google Speech API. Certain key phrases are used

to train the API to perform actions similar to user clicks. For

example, we used the phrase "Lights on" to initiate function

calls for turning on lights. The voice command control was

deployed in an o�ce. However, we removed this feature in

the latest version of the mobile application as the Google

Speech API was not accurately detecting the voices and

required extensive samples for training data.

Figure 4 shows the block diagram of a local controller

along with DIGW and ampere sensors. Here, Raspberry Pi

Figure 4. Block diagram of a local controller along with DIGW and ampere

sensors

v3 is used as the local controller for performing edge com-

putation and storing data. Arduino, as well as Single Pole

Double Throw (SPDT) relay are used as DIGW to interact

with ampere sensors and end devices. Ampere sensors detect

the state of devices using the current readings.

Figure 5 shows the di�erent modules of DIGW used

in the real-time deployment of SPACE. All these modules

Power module (9V Battery)

Processing module 
(ESP 8266)

Communication  
module 
(ESP 8266)

Interfacing modules

(A) Sensor 
  connector

(B) Toggle switch 

(C) Selector                
    switch 

Figure 5. DIGW used in real-time deployment of SPACE

work independently, hence, making DIGW modular. The four

modules communicate with each other over General-Purpose
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Input/Output (GPIO) interface [23], which is a standardized

mode of communication. Consider a case where, after the

deployment, the user wishes to change the mode of com-

munication from Bluetooth to Wi-Fi. The user can do so by

getting a Wi-Fi module, which is compatible with DIGW and

replacing the Bluetooth module by the Wi-Fi module in a plug

and play fashion. This feature helps in saving the upgrading

cost of the system, as we need not change the whole DIGW

to change some particular features of the system.

B. Communication Protocols
Figure 6 shows the information �ow with regards to time

between various components of the system for executing a

command.

UI  
(Smart phone)
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controller  
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Figure 6. Information �ow between components of SPACE

For illustration, we examine two types of information

�ow: 1) the message �ow of user triggered command followed

by the sensor data �ow that senses the state of the end device

after execution of the command, and 2) periodic update of

sensor data. Consider a remote user is sending a command

to turn on a light bulb using the mobile application. The

application generates a command packet consisting of device

ID, desired state, and reply status ({Bulb1;1;0}) and passes it

to the central controller. The central controller parses the

command and routes it to the appropriate local controller.

The local controller identi�es the light bulb from the device

ID and routes the command to the appropriate DIGW, which

is connected to the desired light bulb. The communication

module (M1) of the DIGW receives the signal from the local

controller and converts the signal into a format, which is

understandable by the processing module (M2) and then

passes the message to M2. M2 then calls the appropriate

function F(C) to turn on Bulb1. F(C) gets executed via the

interface module (M3), and the light bulb gets switched on.

The ampere sensor connected to Bulb1 detects a change in the

state after the command execution and sends the sensor data

to the mobile phone via the local controller and the central

controller, respectively. The application then automatically

re�ects the new state of the light bulb in the UI. Also, the

temperature reading of the room is periodically sent from

the temperature sensor (T1) to the mobile application via the

local controller and the central controller.

C. Data Structure
Our system implementation used six data types, as shown

in Table II.

TABLE II. Data structure of message packets

Data Type Fields
Authentication Username, Password, Reply �ag

Location LocationID (IPv6 address), Location SSID

Device DeviceID, Device name, Device type,

LocationID, StateID

Sensor data SensorID, FloatData

Command DeviceID, DesireState, Reply

Preset Room Type, DeviceID, DesireState

Each data type is described as follows.

• Authentication: Username and Password are used

for storing the credentials for authorized users. Reply
�ag indicates whether a command is successful or

not.

• Location is identi�ed by the static IPv6 address

assigned to the local controller. In addition, it consists

of a human-readable name in the form of an Service

Set Identi�er (SSID) that in projected in each room.

• Device stores the details of a device. The mobile

application uses this message packet to know the

type and state of devices present in a room.

• Sensor data stores the reading of the sensors. This

reading is periodically sent to the local controller.

• Command is a message triggered by the end user

via the mobile application. It contains information

regarding the requested action by the end user along

with the id of the end device on which the action

must be performed.

• Preset is used to change the setting of a group of

devices for performing a combined task. For example,

lecture preset is used to turn on AC, projector and

turn o� lights to prepare for a presentation.

V. Evaluation

In this section, we discuss the output of implementing

the proposed platform. For evaluation, we consider three

di�erent room environments: a personal room, a professor’s

o�ce room, and a computer lab. 10 student volunteers were

selected to evaluate various scopes manually.

Universal Access: To test the universal access of the system,

the volunteers were asked to control various devices in the

rooms via the mobile application. Three di�erent scenarios

were considered: 1) when they are inside the room and

connected to the university Wi-Fi, 2) when they are at

a di�erent location of the institute and connected to the

university Wi-Fi, and 3) when they are out of the institute and

connected to the Internet using 3G/4G LTE. In all the three

scenarios, the volunteers could successfully control all the

functions of the system, monitor room temperature, motion

inside the rooms, and state of the devices (light, fan, and

air conditioner) in real time. This shows that the devices are

accessible to the users irrespective of where they are present.

Personalization: The volunteers were asked to install the

application and perform the sign-up process on their own.
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Using the application, they were asked to add a room and

all controllable devices present in the room. The volunteers

could arrange the layout of the icons according to their

convenience. In average, they took 8 minutes to complete

the whole setup under regular Wi-Fi connectivity. This shows

that the users could complete the set up and personalize the

UI with ease.

Location Awareness:Global Positioning System (GPS) was

not used to detect location because of its high power con-

suming property. A unique SSID, which was projected by

all the local controllers, was used to detect the present

location of the user. The transmission power of Wi-Fi was

controlled to be minimal so that its signal did not penetrate

the walls of the room and was available only inside the room.

Once a user entered the room, the mobile application picked

up the SSID from the local controller and the application

dynamically changed its UI, depending on the location (e.g.,

room, lab, etc.) of the user. This ensured that the user was

shown the UI of the room along with devices that could be

controlled, rather than seeing the UI of some other room.

Consistent observations were made in all the three di�erent

room environments. This feature of dynamically changing

the UI of the application reduced the number of manual

operations a user needs to turn on a device from three to

just one.

Cost E�ectiveness: Most of the existing IoT solutions use

expensive components that are designed for some speci�c

purpose. On the contrary, our implementation uses general

readily available inexpensive components such as Raspberry

Pi, Arduino, etc. This brings the current cost of the deployed

platform to $51 only per room. Each deployed system can

accommodate up to 20 end devices. Table III shows the

breakdown of the cost of deployment per room.

TABLE III. Cost for deploying the platform in a room

Gadget Price (in USD) # devices supported
Raspberry Pi v3 35 20

Arduino 6 17

ESP8266 5 1

SPDT 5 8

Misc. devices 5 1

Total 51

Scalability of storage space and processing power: The

use of central controller and cloud infrastructure makes the

platform scalable in terms of storage space and processing

power. Using cloud infrastructure, the storage space and

processing power of the central controller can be increased as

per the scale of deployment. The storage space and processing

power for a local controller depend on the speci�cation of the

Raspberry Pi used.

Reaction Time: To test the reaction time and concurrent

execution of the commands, we present three instances of

command request and the time delays in di�erent stages

of execution. The details of the performance of command

request through a local controller are shown in Table IV.

In the table, the Number of requests represent the parallel

requests made to the same local controller simultaneously,

from di�erent end devices. Pi execution time represents the

time taken by the local controller to process and forward the

TABLE IV. Service processing time comparison of three instances of

command execution

Instance Number of requests Pi execution Communication delay Net latency
time (ms) delay (ms) (ms)

1 5 0.002 0.165 0.167

2 10 0.002 0.213 0.215

3 30 0.003 0.250 0.253

command to the DIGW after receiving it from the mobile

application. Communication delay represents the time taken

from the command to go from the mobile application to the

local controller. Net latency represents the total latency, i.e.,

the sum of Pi execution time and communication delay. The

same user may make multiple requests (e.g., turn on light and

AC), but each user is asked to make a di�erent request at the

same time. More parallel requests mean more processing load

on the local controller and more probability of request drops,

hence increasing the reaction time. We observe that the net

latency increases with the number of parallel requests. The

increase in latency is because of 1) drop of packets by the

local controller due to overloading, and 2) Wi-Fi signal delay

between the mobile and the local controller. The total delay

is consistently low and the system works well even in the

situation where 30 di�erent command requests were made

concurrently.

VI. Conclusion and Future Works

This paper presented a novel framework for making a

smart campus environment called SPACE. Our platform o�ers

user-centric functionality based on user location and prefer-

ence for controlling devices in the surrounding space through

a mobile application. We validated the performance of the

SPACE platform through implementation and practical use-

cases in a university campus. The modularization property

of the DIGW allows SPACE to integrate various modes of

communication, power supply, and devices. The proposed

platform has high potential to support a wide variety of

services and applications on it.

The future work involves polishing the hardware by

3D-printing custom-designed circuit boards and casing with

standard design guidelines. This may also help in downsizing

and reducing the cost of the local controller and the DIGW.

Another direction of future work is optimizing the behavior

of the smart campus based on learning of user activity data.

Arti�cial Intelligence and data mining algorithms may be

used to predict user activities and actuate the campus facility.

Privacy preservation of the user-generated data must be

considered for using such data.
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Abstract—With the advent of Industry 4.0 and human-in-the-loop
paradigms, Cyber-Physical Systems (CPS) are becoming increasingly
common in production facilities, and, consequently, there has been a surge
of interest in the field. In production systems, CPS which assist humans
in completing tasks are called assistance systems. Most recent designs
proposed for assistance systems in the production domain are monolithic
and allow only limited modifications. In contrast, this work considers an
assistance system to have a hybrid architecture consisting of a central
entity containing the process description (or instructions) and one or more
plug-and-play Cyber-Physical Systems to retrieve relevant information
from the physical environment. Such a design allows the overall system
capabilities to be adapted to the needs of workers and tasks. In this paper,
a framework is presented for designing the CPS modules using Semantic
Web technologies which will allow (i) interpretation of all data, and (ii)
interoperability among the modules, from the very outset. Furthermore, a
knowledge description model and ontology development of a CPS module
is described. An approach is illustrated with the help of a use case for
implementing the framework to design a module, data exchange among
modules, and to build a sustainable ecosystem of ontologies which enables
rapid development of third-party CPS modules. An implementation using
Protégé is provided and future direction of research is discussed.

Keywords—human-centered CPS; assistance systems; adaptive automa-
tion; ontology; interoperability.

I. INTRODUCTION

An ever growing catalogue of products, short product life-cycle,
competitive product costs, and changing demographics have led to
a demand of reactive and proactive production systems that can
adapt to the changing needs [1]–[3]. According to the European
Factories of the Future Research Association, human-centricity is a
prerequisite for the production systems to be flexible and adapt to the
changing demographics [4][5]. Thus, major efforts are being made
to make adaptive human-centered CPS (H-CPS) where machines and
automation adapt to the physical and cognitive needs of humans in a
dynamic fashion [6][7].

In this paper, assistance systems are considered as H-CPS in
production systems. Assistance systems assess the production process
using sensors embedded in the environment and, based on the state
of the process, provide instructions to workers through visualisation
devices attached to them [8]. Although humans have unparalleled
degree of flexibility, i.e., humans can adapt to varying production,
major focus is being placed on increasing the flexibility of automation
systems that help workers during processes. Emerging developments
like modularity, Service-Oriented Architecture (SOA), interoperability
by the virtue of common semantic description (e.g., administrative
shell [9][10]), and edge-computing [11] are rarely applied to H-CPS.

In this paper, a CPS-based assistance system, which adapts to
a worker’s need by exploiting the benefits of such techniques is
proposed. Such an assistance system has a central system and one or
more CPS modules attached to it as shown in Figure 1. CPS modules
feed information extracted from the environment to the central system.

Figure 1. Schematic description of an assistance system.

The central system, in turn, processes this information to assess the
state of the process and the worker’s needs.

To the best of the authors’ knowledge, no design so far allows one
module to access and use the data from other modules. In this paper,
semantic design of modules and interoperability between different
parts of an assistance system are discussed in detail, and consequently,
a Semantic Description and Interoperability (SDI) framework is
proposed.

In the remainder of the paper, first the related work is presented in
Section II and then the concepts of modularity and interoperability are
discussed in detail in Section III. In Section IV, the SDI framework
for design of modules is presented. Next, the development of such
modules is discussed in Section V. Finally, the implementation of
an assistance system is simulated using the proposed framework in
Section VI, followed by the conclusion and potential future work.

II. RELATED WORK

This work brings together two different areas of research: devel-
opment of CPS for production, as well as the semantic design of
these systems. Related work in both areas are discussed separately
and some aspects are discussed in detail.

Assistance Systems. There is significant contemporary research
interest in using sensor technology for developing context-aware
CPS [8][12]–[14]. Nelles et al. have looked into assistance systems
for planning and control in production environment [12]. Gorecky
et al. have explored cognitive assistance and training systems for
workers during production [13]. Zamfiresu et al. have also integrated
virtual reality and a hand-tracking module to help workers during
assembly processes [14]. However, they do not consider the modular
design of these modules and interoperability between such modules.
Very recently, Quint et al. have proposed a hybrid architecture of
such a system, which is composed of a central system and modules
which can handle heterogeneous data [8]. However, they do not
explore standardizing the design of such modules. In this work, a
framework for designing CPS modules and an ecosystem for ensuring
interoperability across these modules is proposed.
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Semantic Design. The Semantic Web is an extension of World Wide
Web that promotes common data formats and exchange protocols on
the Web through standards. Wahlster et al. [15][16] use Semantic
Web technologies to represent and integrate industrial data in a
generic way. Grangel et al. [10] discuss Semantic Web technologies
in handling heterogeneous data from distributed sources using light-
weight vocabulary. Semy et al. [17] describe these technologies as
the key enabler for building pervasive context-aware system wherein
independently developed devices and softwares can share contextual
knowledge among themselves. Semantic Web technology formalisms,
such as Resource Description Framework (RDF), RDF Schema and
Web Ontology Language (OWL), help solve the major hurdle towards
description and interoperability between CPS by annotating the enti-
ties of a system. Some of the major advantages of using RDF-based
semantic knowledge representation are briefly discussed here:

Global unique identification. Semantic Web describes each entity
within a CPS and its relations as a global unique identifier. According
to the principles of Semantic Web, HTTP URIs/IRIs should be used
as the global unique identifiers [18]. This ensures disambiguation,
and retrieval, of entities in the complete system. As a consequence, a
decentralised, holistic and global unique retrievable scheme of CPS
can be established.

Interoperability. Interoperability is the ability to communicate and
interconnect CPS from different vendors. It is vital in order to
have cost effective rapid development. According to domain ex-
perts [10][16][19], RDF and Linked Data are proven Semantic Web
technologies for integrating different types of data. Gezer et al. [20]
mention that OWL-S ensures better interoperability by allowing ser-
vices to exchange data and allowing devices to configure themselves.

Apart from the above mentioned advantages, by using RDF repre-
sentation different data serialization formats, for example RDF/XML,
RDF/OWL can be easily generated and transmitted over the net-
work [10]. Further, data can be made available through a standard
interface using SPARQL, a W3C recommendation for RDF query
language [21].

Recently, Negri et al. [22] discussed requirements and languages
of semantic representation of manufacturing systems and conclude
that ontologies are the best way of such representations in the domain.
The authors also highlighted importance of ontologies in provid-
ing system description in an intuitive and human-readable format,
standardization not only in terms of definitions and axioms, but
also standardizing Web-services and message-based communication.
This not only makes engineering of the system streamlined but also
facilitates interoperability between parts of the system. In his seminal
work, Nocola Guarino formally defined ontologies both as a tool for
knowledge representation and management, as well as a database for
information extraction and retrieval [23]. In particular, he describes
how ontologies can play a significant role during development, as
well as run-time, for information systems.

Further, Niles et al. [24] highlighted the usefulness of upper
ontologies in facilitating interoperability between domain-specific
ontologies by the virtue of shared globally unique terms and def-
initions (HTTP URIs/IRIs) in a top-down approach of building a
system. Semy et al. [17] also described mid-level ontologies as
a bridge between upper ontologies and domain-specific ontologies,
which encompass terms and definitions used across many domains
but do not qualify as key concepts. Furthermore, Sowa et al. [25]
discussed ontology integration and conflicts of data in the process.

They conclude that ontology merge is the best way of ontology
integration as it preserves complete ontologies while collecting data
from different parts of the system into a coherent format. In the
remainder of the paper, unless otherwise stated, the definition of
ontologies and standards as given by W3C [21] are followed.

Ontologies. Ontologies conceptualise a domain by capturing its
structure. In this section, some features of ontologies, which are
relevant for the proposed design are discussed. Ontologies are used
to explicitly define entities and relations between entities. Figure 2
shows an example of a small ontology, an associated SPARQL query
language, and query results obtained during a run-time. Ontologies
provide unique global addresses to all entities and relations using
HTTP URIs/IRIs . Hence, with the virtue of HTTP URIs/IRIs, entities
and relations can be referred to easily from within and outside the
system. Ontologies can also be imported, which is how definitions
of entities and their relationships can be re-used during development
time. This feature, as shown in the work later, is crucial in creating an
ecosystem of ontologies. During run-time, individuals of the entities
along with their relationships with each other are created.

Figure 2. An example of ontology definitions and relations, SPARQL query
and results.

To know more about ontologies, the reader is encouraged to visit
the W3C standards [21]. The described features are essential while
designing and implementing the proposed SDI framework.

III. MODULAR DESIGN AND INTEROPERABILITY

The assistance system should be designed to be adaptive and
flexible, such that it should be possible to combine different CPS with
very varying capabilities without requiring extensive configuration
from the worker. This flexible design makes it possible to scale the
intelligence of the overall system by adding/removing CPS. The paper
assumes that the central system contains a process description model,
which describes the instructions for a process. The model remains
unchanged irrespective of addition or removal of CPS modules.
Adding new CPS modules to the central system makes the complete
assistance system more aware of its environment and consequently
more intelligent.

An assistance system, considered in this work, has hybrid archi-
tecture which consists of CPS modules and a central system where
each CPS module collects and preprocesses data and feeds informa-
tion to a central decision-making entity as shown in Figure 1. The
central system collects information from all the modules attached to it
and decides the next step of the process depending upon the process
description model. Next step in the process is conveyed to a worker
with the help of visualisation devices as shown in Figure 1. In contrast
to a completely centralised or decentralised architecture, in a hybrid
architecture, the burden of making sense from the raw-data is divided
between the CPS modules and the central system: the modules need
to preprocess raw data and make minor decisions before reporting it
to the central system. The preprocessing step may include operations
like analog to digital conversion, computing a parameter which is a
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function of data from more than one sensor (e.g. numberofParts from
totalWeight and weightPerPart), calculating a moving average of a
sensor reading, etc. This avoids any computing overhead on both the
central system and CPS modules, and consequently makes them more
intelligent and context-aware. This division is discussed in detail in
Section IV.

A modular design enforces separation of concerns: the central
system will only rely on the information provided by the modules. As
per the traditional modular design, the internal state of the modules,
i.e., the implementation details, would ideally be made completely
opaque and inaccessible to the central system and other modules. In
contrast, in this work, a framework for designing the modules using
ontologies is proposed, which will allow the modules to access and
use information from each other.

There are several challenges which need to be addressed in order
to allow for such interoperability. The paper shows how these can be
overcome by semantically annotating the information in each module
using ontologies. As discussed in the previous section, an outright
advantage of using ontologies is that they can give a unique name,
i.e., URIs/IRIs, to each piece of information in the complete system
thus making it immediately accessible using a simple declarative
querying language (SPARQL) as shown in Figure 2 [26]. Moreover,
other advantages come naturally with using ontologies, viz. self-
documentation, automatic reasoning using description logic for free.

Using ontologies as the tool of choice, the following two ques-
tions are considered.

(i) How to design and semantically annotate a CPS module?
This question is answered in Section IV.

(ii) How to develop such modules using ontologies? This issue
is discussed in Section V and in Section VI.

Remark. Note that the decision-making algorithm in the central
system should be designed in such a way that it does not need to
be adapted to accommodate the underlying frequently changing CPS
modules, i.e., the assistance system should be able to function without
all modules being attached to the system and the modules should be
plug-and-play. However, the problem of designing the algorithm is
out of the scope of this work.

IV. FRAMEWORK FOR DESIGNING A CPS

In this section, a framework for designing a CPS module and
its ontology is proposed as shown in Figure 3. It starts with what
the module designer wants to achieve by adding a particular CPS to
the system, and then determines its boundary, or scope, with respect
to the central system. Next, decisions about the intelligence of the
system are made which, in turn, influence the hardware choices for
the module. Finally, a bottom up ontology of a CPS is created and
its integration with the central system ontology is described. The
framework, and its implementation, are explained with the help of a
use case of an inventory module which is shown in Figure 4.

Requirements. At the outset, it is important to understand why a
CPS module is required. This decision determines the metric used
for measuring the effectiveness of a module finally. This objective
may range from general, e.g., “increasing the efficiency of a factory”,
to specific, e.g., “decreasing the number of errors for a particular
assembly station”.

Figure 3. SDI framework for designing a CPS module.

For example, the requirement behind adding an inventory module
can be to make the assistance system more aware of the environment
in order to better understand the state of the process by the virtue
of parts used in the process. This, in turn, improves the ability of an
assistance system to help the worker. Keeping the requirements as
specific as possible helps with the next step of the design.

Figure 4. Schematic description of an inventory module

System Boundary. In the next step, the objective needs to be trans-
lated into a concrete piece of information that the central system needs
from the CPS. An analogy can be drawn between the information
which the central system needs and the idea of minimal sufficient
statistic: the information should be sufficient for the central system
to arrive at its objective. This information is the interacting variable
between a CPS module and the central system. In terms of ontologies,
the interacting variable needs to have the same URI/IRI in both the
central system ontology as well as the ontology of the CPS module.
This is ensured by defining the interacting variable in the upper
ontology of an assistance system and the CPS module importing it.

For example, the central system may need the total number
of parts for each part on the assembly station from an inventory
module. This is the interacting variable for the CPS module.

CPS Intelligence. Once the system boundary is known, i.e., the
interacting variable for a CPS module, it is necessary for the CPS
to be intelligent enough to calculate this information from raw
sensor readings. This intelligence is manifested in the accuracy/update
frequency of sensors and the computational power afforded by the
hardware (e.g. Raspberry Pi or Arduino) used to create the CPS
module. Calculation of the value of the interacting variable effectively
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sets a lower bound on this system intelligence, i.e., a CPS should be
able to process the data received through sensors to communicate the
interacting variable whenever it is needed by the central system, e.g.,
calculating moving average of raw data every millisecond. The system
intelligence can further be improved by using more sophisticated
hardware and/or applying better algorithms while processing data,
which improves the quality of the values calculated by the CPS
module for the interacting variable.

Also, note that the CPS module should have the computational
power to use ontologies during run-time. However, the restrictions
placed by this requirement are mild because ontologies can be made
light-weight during run-time [10].

Developing the Information Model & Ontology. After deciding on
the hardware to use for a module, an information model which is an
abstraction of the physical layer is created based on the structural
and description models of the physical units present in a CPS
module (as shown in Figure 5). The structural model defines physical
assets present in a module: it lists all sensors, computational units,
communication units and relations between them. The description
model describes the properties of these assets. The process model
is the process description that exists in the central system and is
not changed on addition/removal of CPS modules. Structural and
description models of the information model are used to explicitly
define the hardware that was decided in the above steps. Figure 5 also
shows the structural and description models of an inventory module
and the process model contained by the central system.

Figure 5. Information model contains structural, description and process
models.

The ontology of a CPS module is developed using the information
model as a reference. In addition to the entities and relations defined in
the information model, the ontology may also contain variables which
are the result of processing the data gathered by sensors. Finally,
the interacting variable(s), which were decided while determining
the system boundary, are added to the ontology with appropriate
relationships with other entities.

Ontology Integration. In the final step, ontology of the CPS module
is merged with the central system ontology. The central system uses
the interacting variable for making its own decisions, but also acts
as a database for the complete assistance system during run-time.
The modules, hence, can query the central system for not only the
interacting variables of other modules, but also about the internal

entities, which the central system does not explicitly use. The problem
of how can the CPS modules be made aware of the various entities
which can be accessed is addressed next.

As discussed before, the interacting variables are described in an
upper ontology and a mid-level ontology contains descriptions of the
entities of all modules. To help the ecosystem develop, a committee
which consists of all shareholders (central system designers, deploy-
ment point managers, module developers, etc.) which oversees the
addition to new modules to the ontology would be needed. The upper
ontology is kept minimal and is only extended with new interacting
variables, i.e. when a new potential CPS module is identified which
can aid the intelligence of the central system. The other entities which
can be provided by the new module, but which are not needed by the
central system, are described in the mid-level ontology. The mid-level
ontology acts as a repository of all relevant entities described in all
CPS modules. This simplifies the search by engineers for variables
provided by other modules. CPS modules <<import>> the upper
ontology to get the URIs/IRIs of interacting variables and mid-level
ontologies to get the URIs/IRIs of the entities of all modules.

Instead of having a mid-level ontology, it is possible to have
only an upper ontology and ontologies of CPS modules. In such
a setting, if one module needs to query for the variables of other
CPS module, it then <<import>>s the ontology of that particular
module. However, this scheme of ontology development may result
in reinvention of entities. Thus, a centralised W3C committee like
setup [21] which consists of all stakeholders is favoured.

V. MODULE DEVELOPMENT

This section describes at a high level the development of a CPS
module and the central system after the design for the module has
been included into the upper and mid-level ontologies. During the
design of the module, the interacting variable(s) were added in the
upper ontology while the mid-level ontology was updated to include
all entities which the module could provide, as agreed by all the
stakeholders. For the purpose of exposition and to maintain complete
generality, it is assumed in this section that the developer creating the
module is a third party who intends to develop a newer version of
the module from the specification.

Figure 6. Ontology development of CPS modules.

In the next step towards development of the module, on the
one hand, the developer (say, Dev. 1) studies the capabilities of the
hardware available to her. Here, the developers can leverage the
information model and ontology created during the design phase.
On the other hand, the developer studies the upper (mid-level)
ontology to determine what entities/values they should (could) provide
to the central system. This part of the development process is
illustrated in Figure 6(a). It should be noted that there is no need
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for communication or synchronisation between the developers of the
different modules or between the developers and the central system
developer. The developer <<import>>s the upper and mid-level
ontologies and creates the module ontology with the remaining (local)
ontological entities, and writes code which uses the central system’s
API and SPARQL queries to update the central system database (as
shown in Figure 6(b)).

Lastly, it is advised that Protégé should be used to create the
module ontology as (i) it enhances interoperability by using OWL-
S, and, (ii) it can automatically generate code using OWL API
(Application Programmable Interface), which can ease the burden
on the developer. In this work, Protégé is used to create ontologies
and the code generated is used to update the ontologies. In the next
section, simulation of the central system and an inventory CPS module
using Protégé is discussed.

VI. IMPLEMENTATION

In the previous section, the development phase of ontologies was
discussed. In this section, the simulation of an assistance system
during run-time is discussed. Assistance system ontology is developed
in Protégé, a free, open source ontology editor. The code generated
using Protégé (as shown in Figure 7) is used to simulate the behaviour
of CPS module, via OWL API. This implementation is written in Java.
For the ease of exposition, it is assumed in the text that the central
system can answer queries sent to it in SPARQL. These queries
can be written in a different language or may be provided using
an alternate API. However, the use of unique URIs/IRIs to refer to
entities in the ontologies is crucial to facilitate interoperability in all
implementations.

Figure 7. Classes generated by Protégé, based on OWL API. Central system
discussed in the paper is referred to as Brain.

It is assumed that ontologies of an assistance system, i.e the
central system and CPS modules, are developed using the proposed
framework. During execution, the ontologies are populated by creat-
ing individuals locally on all modules. During execution, the system
goes through three primary stages: (i) intialization, (ii) trigger, and
(iii) update, which are shown in Figure 8, and are briefly discussed
here:

Initialization. When an assistance system is started, the central
system sends an init() request to all CPS modules attached to

it. This request contains the URI/IRI of the central system. This
URI/IRI is address with which all modules identify the central system
through the lifetime of the process. In case of hardware malfunction,
system restart, or when a new module is attached to the system, the
initialization step is executed again.

Trigger. Triggers can be either timer-driven or event-based. Event-
based triggers are reported by CPS modules to the central system
whereas timer-driven triggers are generated by the central system.
Event-based triggers can be events that change the present state of a
system to another (valid) state of the system [8]. In case an event
occurrence renders no valid state of the system, triggers are not
generated. Trigger() request is either sent from modules to the central
system, as shown in Figure 8, or may be generated internally by the
central system clock.

Update. Communication between the central system and CPS mod-
ules is pull-based. Upon a trigger, the central system sends a getUp-
date() reqeust to all modules. Modules send the complete, or a part
of, ontologies with the new data values to the central system which,
in turn, update its own ontology.

Figure 8. Communication between the central system and CPS modules.

An example implementation is available for download on
GitHub [27]. The implementation therein simulates an inventory
module (using code generated from Protégé), a central system, and
then simulates human actions, updates the ontology on the inventory
module using the OWL API, and shows the communication between
the module and the central system.

VII. CONCLUSION

This work is focused on designing a human-centric assistance
system used in production which can dynamically adapt to the
needs of the workers and tasks using Semantic Web technologies.
Assistance systems are considered as consisting of a central system
and one or many CPS modules. An SDI framework is proposed to
design CPS modules which makes the data of the complete system
globally accessible by the virtue of HTTP URIs/IRIs. The SDI
framework explained the steps used to decide the boundary between
the central system and CPS modules, the performance requirements
of hardware, describing modules with the help of information models
and finally developing and merging ontologies. It also explains briefly
the ecosystem of ontologies consisting of upper, mid-level and module
ontologies. The framework is implemented in Protégé using OWL-
S. OWL API is used to simulate CPS behaviour and data exchange
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is demonstrated. However, the proposed framework can be used to
design CPS in general: the discussion in the paper was limited to
designing a CPS for an assistance system for ease of both exposition
and demonstration.

The work assumes that all vendors and third party development
use SPARQL as the query language. Calbimonte et al. have discussed
how such a problem of multi-vendor multi-querying language can be
resolved [28]. It can be incorporated in the SDI framework to make it
more robust. Knowledge mapped in ontologies may evolve over time
due to modifications in conceptualisation and adaptation to incoming
changes. Thus, in future, it is important to establish protocols for
versioning of data on Semantic Web as well as understanding the
missing data [29]. Another non-trivial task towards adoption of
ontologies in real life is setting up committees which oversee the
creation and maintenance of upper and mid-level ontologies [30].

The framework results in a repository of data from all modules of
the system and interoperability between these modules, thus laying the
foundation of plug-and-play production systems. The next important
step in the development of assistance systems is to develop a plug-
and-play methodology for CPS modules, as alluded to in Section III.

Another important step to make the system deployable is to
create global standards: either by defining design and communication
standards specific to assistance systems, or by investigating the
suitability of existing standards, e.g. RAMI 4.0 [31].
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[10] I. Grangel-González, L. Halilaj, G. Coskun, S. Auer, D. Collarana, and
M. Hoffmeister, “Towards a semantic administrative shell for industry
4.0 components,” in Semantic Computing (ICSC), 2016 IEEE Tenth
International Conference on. IEEE, 2016, pp. 230–237.

[11] J. Gezer, Volkan Um and M. Ruskowski, “An extensible edge computing
architecture: Definition, requirements and enablers,” in UBICOMM,
2017.

[12] J. Nelles, S. Kuz, A. Mertens, and C. M. Schlick, “Human-centered
design of assistance systems for production planning and control: The
role of the human in industry 4.0,” in Industrial Technology (ICIT),
2016 IEEE International Conference on. IEEE, 2016, pp. 2099–2104.

[13] D. Gorecky, S. F. Worgan, and G. Meixner, “Cognito: a cognitive
assistance and training system for manual tasks in industry.” in ECCE,
2011, pp. 53–56.

[14] C.-B. Zamfirescu, B.-C. Pirvu, D. Gorecky, and H. Chakravarthy,
“Human-centred assembly: a case study for an anthropocentric cyber-
physical system,” Procedia Technology, vol. 15, pp. 90–98, 2014.

[15] W. Wahlster, “Semantic technologies for mass customization,” in To-
wards the Internet of Services: The THESEUS Research Program.
Springer, 2014, pp. 3–13.

[16] M. Graube, J. Pfeffer, J. Ziegler, and L. Urbas, “Linked data as
integrating technology for industrial data,” International Journal of
Distributed Systems and Technologies (IJDST), vol. 3, no. 3, pp. 40–52,
2012.

[17] S. K. Semy, M. K. Pulvermacher, and L. J. Obrst. (2004) Toward the
use of an upper ontology for us government and us military domains:
An evaluation. Retrieved on 2018-09-20.

[18] C. Bizer, T. Heath, and T. Berners-Lee, “Linked data: The story so far,”
in Semantic services, interoperability and web applications: emerging
concepts. IGI Global, 2011, pp. 205–227.

[19] A. Schultz, A. Matteini, R. Isele, P. N. Mendes, C. Bizer, and C. Becker,
“Ldif-a framework for large-scale linked data integration,” in 21st
International World Wide Web Conference (WWW 2012), Developers
Track, Lyon, France, 2012.

[20] V. Gezer and S. Bergweiler, “Cloud-based infrastructure for workflow
and service engineering using semantic web technologies,” International
Journal on Advances on Internet Technology, pp. 36–45, 2017.

[21] S. Bechhofer, “Owl: Web ontology language,” in Encyclopedia of
database systems. Springer, 2009, pp. 2008–2009.

[22] E. Negri, L. Fumagalli, M. Garetti, and L. Tanca, “Requirements and
languages for the semantic representation of manufacturing systems,”
Computers in Industry, vol. 81, pp. 55–66, 2016.

[23] N. Guarino, Formal ontology in information systems: Proceedings of the
first international conference (FOIS’98), June 6-8, Trento, Italy. IOS
press, 1998, vol. 46.

[24] I. Niles and A. Pease, “Origins of the ieee standard upper ontology,”
in Working notes of the IJCAI-2001 workshop on the IEEE standard
upper ontology. Citeseer, 2001, pp. 37–42.

[25] J. F. Sowa et al. Building, sharing, and merging
ontologies. Retrieved on 2018-09-20. [Online]. Available:
http://www.jfsowa.com/ontology/ontoshar.htm

[26] E. Prud et al. Sparql query language for rdf. Retrieved on 2018-09-20.
[27] A. Singh. Example implementation of the SDI frame-

work. Retrieved on 2018-09-20. [Online]. Available:
https://github.com/AmitaChauhan/SDI-Framework

[28] J.-P. Calbimonte, H. Jeung, O. Corcho, and K. Aberer, “Enabling query
technologies for the semantic sensor web,” International Journal On
Semantic Web and Information Systems (IJSWIS), vol. 8, no. 1, pp.
43–63, 2012.

[29] M. C. Klein and D. Fensel, “Ontology versioning on the semantic web.”
in SWWS, 2001, pp. 75–91.

[30] I. Jacobs. World wide web consortium process document. Retrieved
on 2018-09-20. [Online]. Available: https://www.w3.org/2018/Process-
20180201/

[31] M. Weyrich and C. Ebert, “Reference architectures for the Internet of
things,” IEEE Software, vol. 33, no. 1, pp. 112–116, 2016.

47Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-676-7

UBICOMM 2018 : The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                           58 / 153



M-learning as a Motivational Method for Adult Basic and Professional 
Education 

 
 Claysllan Ferreira Xavier, George Mendes Teixeira Santos, Selmon Franco Mascarenhas, Mauro Henrique Lima 

de Boni, Adelino Rodrigues Soares 
 

Federal Institute of Education, Science and Technology of Tocantins 
Palmas, Brazil 

  
Emails:  {claysllan, mhldeboni, adelinorsoares}@gmail.com, selmon01@uol.com.br, mtgeorge_@hotmail.com 
 

 
Abstract—It is very important to find ways to improve the          
teaching methods of adult students enrolled in basic and         
professional education programs, since these students      
generally have a deficient education to start with. One way to           
do so may be using technology to make it easier to access the             
content to be studied. A mobile application, built according to          
user-centered design, allows students who own a smartphone        
to access videos chosen by teachers. In addition, students can          
answer quizzes as a way to test what they have learned. This            
mobile application could help these students with the basics of          
mathematics. After presenting and testing the proposed tool,        
55.7% of the students evaluated the tool in a positive way and            
reported that it improved their understanding of the subject         
studied. 

Keywords-Mobile Learning; Technology; Education; Adult     
Education. 

I.  INTRODUCTION 

The National Program of Brazil for the Integration of         
Basic Education and Vocational Education into the Youth        
and Adult Education Mode (in Portuguese PROEJA)       
established by Decree nr. 5.840 [1], of July 13, 2006, has           
the aim of combining Youth and Adult Education courses         
with Professional education. PROEJA seeks to teach young        
people and adults who have not had the opportunity to study           
in middle and/or high school at the regular age and who also            
seek to enter a profession. Thus, the youngest age for          
entering in PROEJA is 18 years old [2]. 

In general, PROEJA is a modality of teaching involving         
young people and adults. Thus, teachers must find ways to          
pass the contents to students in a manner that is dynamic           
and easy to understand. Especially with this group of         
students, the creation of a new model of teaching and          
studying is vital. 

Technology enables the use of slides,      
video-conferencing, collaborative tools, among other     
technological solutions that can aid the teachers in applying         
content and improve student's learning experience. Another       
important point in this learning experience is Mobile        
learning (M-learning). It is a research field that looks at how           
mobile applications can collaborate in student learning.       

M-learning is a very rapidly developing area that has been          
considered as the future of learning. Mobile devices enhance         
learning at any moment or place, providing access to         
learning resources, even outside the school. This flexibility        
makes it possible for adult learners to minimize their         
unproductive time, which may enhance their      
work-education balance [3]. 

PROEJA students, in general, have had a precarious        
basic education. This makes the teaching activity even more         
challenging for the teachers of this program. With math,         
particularly, this becomes more visible, considering the       
nature of the competencies acquired. This paper lays out the          
process for producing a mobile application using available        
open and free technologies for supporting the teaching and         
learning process in Mathematics at the Federal Institute of         
Education, Science and Technology of Tocantins (IFTO).       
An important objective is to make the contents of the          
subject attractive and easier for the students.  

Therefore, we sought to gather data with the purpose of          
answering the following research problem: Can the use of         
technology help teaching math in PROEJA? To do this, we          
developed an application with a user-centered design so that         
it was possible to analyze the user experience from the use           
of this software. 

For developing the present study, we used       
bibliographical and field research, as well as a case study.          
The bibliographical research was based on scientific       
publications on user experience and user-centered design.       
We developed the case study in its entirety through field          
research at IFTO, campus Palmas, involving the students’        
profile, their expectations about the tool, general evaluation        
of the tool and satisfaction survey. 

This paper is divided into the following sections:         
Section 2 presents the work related to the problem; Section          
3 describes the proposal presented to solve the problem and          
Section 4 presents the method used to develop the solution;          
Section 5 reports the results and presents analysis and         
discussions, and finally, Section 6 draws conclusions about        
the project and future work. 
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II. RELATED WORK 

Silva et al. [4] argued the need to search for new           
methodologies which value learning in order to discover a         
form of learning that would be significant for PROEJA         
students. In the study, it was possible to show that          
mathematical calculations represent the area of study that is         
the most challenging to the students of this class. Therefore,          
the authors concluded that they are dealing with a unique          
audience that needs to be distinguished from the students of          
other modalities of teaching in several aspects, such as,         
limited time in the classroom and difficulties in performing         
work outside the school. 

In [5], the authors discussed the effect of M-learning on          
mathematics learning. The result of this paper showed that         
utilization of mobile devices increases the motivation of the         
students. It means that there is a direct and significant          
relationship between use of mobile devices and student        
motivation towards mathematics. The authors concluded      
that M-learning can help to improve students' academic        
performance. 

Saccol et al. [6] perform a real experience in M-learning          
for training Information Technology (IT) professionals. For       
this purpose, they developed and implemented a virtual        
mobile learning environment called COMTEXT, which was       
designed to support competence development for workers       
using PocketPCs. In this study, the learners showed interest         
and excitement for the innovation characteristic of       
M-learning, especially because they could become      
connected and use learning resources in different settings. 

Mehdipour et al. [7] state that M-learning is emerging as          
one of the solutions to the challenges faced by education.          
The main purpose of their study was to describe the current           
state of mobile learning, benefits, challenges, and barriers to         
supporting teaching and learning. They concluded that the        
use of M-learning in classrooms helped the students        
working interdependently, in groups, or individually to       
solve problems, to work on projects, to meet individual         
needs, and to allow for student voice and choice. With          
access to so much content anytime and anywhere, there are          
plenty of opportunities for formal and informal learning,        
both inside and outside the classroom. 

In [8], Mahamad et al. proposed M-learning for        
mathematics by allowing the extension of technology in the         
traditional classroom in terms of learning and teaching. A         
survey has been conducted to investigate the use of mobile          
devices and to determine if primary school students were         
ready for mobile learning. The result of the survey shows          
that mobile phones can be useful in learning mathematics as          
most of primary school students already use them through         
many communication activities. 

 

III. PROPOSAL 

The teaching of mathematics to students through the use         
of communication technologies is currently widespread in       
all social strata and is associated with the vast content of           
information available on the Internet. 

Our proposal is to develop an application for mobile         
devices (App), such as smartphones and tablets, which        
makes it easy and practical for students to use specific          
content and mathematics classes, according to the program        
content, material available on the Internet and free access. In          
addition, the application will offer quizzes to help students         
test their knowledge, correct any mistakes in understanding,        
and allow the teacher to give tests for assessing student          
performance. 

The assumption was that an easy-to-use application       
containing contents taught in video-lessons for better       
understanding and quizzes to test knowledge could help        
students in learning math. Carvalho et al. [9] make it clear           
that theories and practice associated with information       
technology in education have repercussions worldwide,      
precisely because the technological tools offer academic       
content, objects, spaces, and instruments capable of       
renewing situations for interaction, expression, creation,      
communication and information. All this makes learning       
very different from what has traditionally been grounded in         
writing and print media. 

A. Operating Structure 
In general, the system and the App will use the concept           

of client-service architecture. In this format, the database        
resides on a remote server and its information is shared          
through services that are located on the same server as the           
application's Web service. This Web service will be        
exposing the services through a RestFul API (Application        
Programming Interface), which will be used by both the         
Web system and the App. 

According to [10] RestFul API is an architectural pattern         
that exposes data and functionality through resources       
accessed via dedicated URLs over HTTP. REST services        
feature a request-response pattern, where the HTTP methods        
Post, Get, Put, and Delete on a given resource are mapped to            
the respective CRUD operations: Create, Read, Update, and        
Delete. Service responses contain the representation of the        
requested resource presented in CSV, JSON, XML, or        
similar formats. This architecture provides greater data       
integrity because all users are working with the same         
information. 
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Figure 1. Software Structure. 

 
As can be seen in Figure 1, the system has two aspects:            

teacher and student. The teacher will be using a Web          
system, accessed by the browser, and through it will post          
videos and quizzes for the application. It will also be          
possible to manage registered students with the application.        
On the other side will be the students who will use the            
system through the application that will consume all the         
information registered by the teachers. 

 

 
Figure 2. Video Screen. 

As can be seen from Figure 2, the video screen lists the            
video lessons related to the content selected by the student.          

They will help the student understand the content, thus         
taking away the doubts that came after the lesson. 

We created one server containing all the online services         
of the application. The database is MongoDB [11] in         
version 3. We implemented the Web system and Web         
service using the NodeJS [12] version 8. To develop the          
application, we used the Ionic Framework [13] of        
development for mobile applications. The exchange of       
information from the server to the application is done         
through JSON files. 

IV. METHODS 

In order to increase the value of this research, we used a            
case study as a data collection technique. The case study          
took place a time when it was necessary to survey the           
current PROEJA scenario, specifically, the mathematics      
class at IFTO. Based on thisthat could help the students          
improve in this subject. survey, we develop a tool to solve           
the problem and check the users’ experience with it. 

The main aim of this case study was to verify how           
developing an application helps PROEJA students with       
learning mathematics as a way to improve their general         
education, with the purpose of validating the benefit of         
understanding clearly the basic concepts of mathematics at        
the IFTO, Campus Palmas, in Palmas, Tocantins, Brazil, in         
2018. 

First, we used a printed questionnaire about the students'         
expectations of the proposed tool containing 16 questions;        
70 students, 44 women and 26 men, in three PROEJA          
classes answered the questionnaires. The questions were       
objective and for most of them we used the Likert scale.           
This scale ranges from 1 to 5, where 1 represents no interest            
or total disagreement, level 2 indicates a little interest, level          
3 some interest, level 4 interest", and level 5 a lot of interest             
or totally agree. 

After obtaining the results of the expectation       
questionnaire, we performed an interview with the       
mathematics teachers of the classes to find out what were          
the greatest difficulties in teaching of mathematics to this         
particular group of students and what would be the         
suggestion of content that could help the students improve         
in this subject. 

Teachers suggested content that was added to the tool’s         
Web system so that it would be consumed by students          
through the application. Content was written about basic        
mathematics: operations of addition, subtraction,     
multiplication, and division; as well as content related to         
empowerment. After the contents were finalized, we       
presented the application in the classroom using a digital         
slide projector. 

After presenting the functionalities of the application       
through the projector, the App was installed on the students’          
cell phones, to be tested by them. The students watched the           
videos recorded on the content of basic math operations and          
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soon afterwards they answered quizzes about the proposed        
subject. The students tested the tool for 2 hours. 

Next, a satisfaction questionnaire and conversation with       
students about software improvements were performed. The       
questionnaire was given to the same 3 groups of students          
who answered the previous questionnaire and it was used to          
analyze user experience and validation of the tool. The         
questionnaire had 18 objective questions, some subjective       
questions, and most of them used the Likert scale. 

In conclusion, the information was obtained in a        
sensitive manner through two questionnaires of 16 and 18         
questions respectively, related to the proposed tool, applied        
to mathematics students of the IFTO, Campus Palmas. The         
research was carried out from April 15, 2018 until June 8,           
2018, when the students were available. 

The research has a 90% degree of reliability of the data           
presented and analyzed since, for a total of 90 students with           
a sampling margin of 5% and with a confidence level of           
90%, we would need to reach a sample of 68 answers of the             
students and we obtained a total sample of 70 answers          
through the two questionnaires. The sample calculation was        
automated based on a sample calculation tool published by         
[14]. 

V. RESULTS AND DISCUSSION 

In the questionnaire of expectation, the students were        
asked which types of mobile device they usually take to          
school, and it was possible to select more than one option. 

 
Figure 3. Types of mobile devices usually taken to school. 

 
It can be seen in Figure 3 that all PROEJA students take            

their mobile devices to school with 83.1% taking their         
smartphones, followed by 7.2% taking Netbook, 6% taking        
their laptop and 3.6 % carrying their tablet. It is worth           
mentioning that developing the mobile application was       
possible, since the students possessed the devices and took         
them to the classroom. 

Another question from the same questionnaire that       
students were asked was when they needed to study, but          
they had to search to find some material if it was more            
productive to use a smartphone than a computer. 

 
Figure 4. Productivity of the cell phone relative to the computer. 

 
In Figure 4, it can be seen that 51.4% totally agree that a             

cell phone to study was more productive than using a          
computer, 14.3% agree with such a statement, 22.9% are         
indifferent and 4.3% disagree, followed by the 7.1% who         
disagree completely. It is worth mentioning that adding the         
agreements gives a percentage of 65.7% of the students.         
Therefore, it is validated once again that a mathematical         
study application for the mobile phone would be of great          
use to students. 

Furthermore, some features were presented in which the         
application would make available in an organized way many         
videos selected by the teacher as a quiz, through a smart           
phone, where the student could see the videos and the quiz           
published by the teacher. In this way, still in the expectation           
questionnaire, the students were asked if these       
characteristics made the application a useful tool for the         
student. 

 
Figure 5. Agreement about application features. 

 
It can be seen from Figure 5 that 72.9% of students agree            

fully with these characteristics, followed by those who        
agree, 17.1%, the indifferent add up to 7.1% and those who           
disagree totaled 1.4%. It is worth noting that adding up only           
agreement with the first characteristics of the tool accounts         
for 90% of the students making it possible to create the           
application again. 
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Finally, the last question in the expectation questionnaire        
asked the students if they were interested in using the          
application as a tool that would help in their classes. Figure           
6 depicts the result of this question. 

 
Figure 6. Interest of students regarding the tool. 

 
It can be observed that 85.7% were very interested in the           

tool as an aid in their classes, 5.7% of them had an interest             
in the tool, 7.1% are indifferent and only 1.4% of them had            
no interest in the proposed tool. It is worth mentioning that           
93.4% of the students had some interest in using the tool           
and with this we verified that the students' expectations         
were high about the proposed application. 

After developing the application, presenting to the        
students and carrying out the tests done by them, we gave a            
questionnaire of their satisfaction with the proposed       
application. Students were asked how satisfied they were        
with the proposed application. Figure 7 depicts the results of          
this question. 

 
Figure 7. User satisfaction. 

 
It can be observed that 30% of the students were very           

satisfied with the tool, followed by 35.7% of the students          
who were satisfied, 15.7% were indifferent, 12.9% were        
unsatisfied and 5.7% very dissatisfied. The satisfaction was        
obtained from 65.7% s of the students, and if one subtracts           
those who were indifferent, only about 18.6% of the         
students were not satisfied with the tool. We found,         

therefore, that the overall level of student satisfaction was         
high. 

In order for us to verify whether the application met the           
expectation created by the students, we asked them in a          
question in the questionnaire using the Likert scale again.         
The result can be seen in Figure 8. 

 
Figure 8. Approval of user expectations. 

 
It can be seen that 20% of the respondents stated that the            

application was far above their expectations, 40% stated that         
the application was above their expectations, about 28.6%        
declared themselves indifferent, 5.7% said the tool was        
below expectations and another 5.7% said it was far below          
expectations. It is worth noting that 60% of the respondents          
stated that the application exceeded their expectations and        
only 11.4% stated that the application did not meet their          
expectations. We therefore found that the application has        
achieved a good user experience by evaluating the        
application before with the expectation search, during the        
tests of the users and at the end with the satisfaction survey,            
the majority of users declared themselves satisfied with the         
proposed tool. 

Finally, to confirm whether the tool would help students         
in mathematics teaching, students were asked if the use of          
the tool allowed them to have contact with the same subject,           
but in a clearer way. 

 
Figure 9. Application learning aid. 
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According to Figure 9, it can be seen that 30% of the            
students totally agreed that the application helped them to         
more clearly understand a math content, 25.7% agreed,        
27.1% were indifferent, 8.6% disagreed and another 8.6%        
disagreed completely. It is worth noting that a total of          
55.7% of students agreed that the application made learning         
the content clearer and easier to understand and only 17.2%          
were not satisfied. We found that the application brought         
some benefits for students, such as, learning the content         
more clearly and easily. 

VI. CONCLUSION AND FUTURE WORK 

Developing the present study allowed an analysis of the         
needs of PROEJA students and their difficulties in learning         
mathematics, while allowing us to create an application on         
demand that could be a tool to aid students in learning. The            
application is not replacing the teaching models already        
used, but will be an aid for the class in reinforcing the            
content studied. 

Overall, teachers have shown an interest in working on         
the topic in the classroom and are looking for ways to be            
up-to-date, but they still have some difficulties, such as         
students' lack of knowledge about basic mathematics.       
Teachers were eager to feed information to the toll by          
posting a video for the students and questions for practicing          
math concepts. 

Students have also shown considerable interest in the        
subject and will look through the application to learn about          
the content. Based on the research data, it can be concluded           
that 55.7% of the students evaluated the tool positively and          
reported that it improved their understanding of the subject         
studied. This way, the application will be a great tool to help            
students learn, because we concluded that the application        
had a positive user experience and helped them to learn the           
content. 

Given the importance of the theme, it is necessary to          
carry out the suggestions and functionalities suggested by        
the students to make the application a better tool and          
provide a better user experience, besides conducting       
research with the teachers about the Web tool that will be           
used by them, in order to bring new contents to the students. 

In this sense, the application of teaching mathematics in         
PROEJA will allow teachers to mediate the       
teaching/learning process in a more enriching way,       
motivating the student to have more desire to learn and          
helping make learning really meaningful. 
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Abstract—The number of Internet of Things (IoT) devices is
expected to increase significantly in the next few years due to
the availability of low cost IoT hardware and new application
scenarios. As a result, many more wireless IoT devices will share
the unlicensed frequency bands. Coordinated channel access is
required to increase the efficiency of the frequency spectrum
usage. In this paper, we propose two extensions to Long Range
Wide Area Network (LoRaWAN) Class A, the TDMA and Burst
scheme, in order to increase the channel utilization and system
throughput. Our calculations show that the proposed schemes can
provide more than 60% throughput compared to 18% provided
by the pure ALOHA scheme used in the current specifications
of LoRaWAN. We verify the feasibility of the schemes with
an implementation and measurements on eight LoRaWAN end-
devices and one gateway.

Keywords–LoRa; LoRaWAN; TDMA; Burst.

I. INTRODUCTION

Wireless Internet of Things (IoT) devices are used for
collecting data from environment, industrial monitoring, track-
ing goods and more. The availability of cheap hardware
components for wireless IoT devices and the emerging low-
power, long-range communication hardware accelerate the
deployment of many more IoT nodes. A significant increase
of the number of wireless IoT devices is therefore expected in
the next few years.

A large number of battery powered devices makes the fre-
quent maintenance of individual devices infeasible. Therefore,
low power requirements of IoT devices are of great importance.
Furthermore, it is important to use shared limited resources
efficiently, e.g., the frequency spectrum.

In the last few years, different Low Power Wide Area
Network (LPWAN) technologies have emerged to connect
remote wireless IoT devices to the Internet. Many of these
technologies have in common that they trade throughput for
increasing the range. In this paper, we focus on Long Range
Wide Area Network (LoRaWAN) [1], which is currently one of
the most promising LPWAN technologies. What is commonly
referred to as LoRa, consists of two components: (1) LoRa
modulation, a physical (PHY) layer, and (2) LoRaWAN, the
corresponding Media Access Control (MAC) layer. The LoRa
modulation uses Chirp Spread Spectrum (CSS) with different
spreading factors (SFs). We focus on the Class A variant
of LoRaWAN since it is best suited for low power end-
devices and is widely used. LoRaWAN Class A uses the
pure ALOHA protocol to access the channel. This limits the
channel utilization to a maximum of 18%. In this paper, we
use LoRaWAN Class A as a basis and investigate alternative
schemes that allow to use the channel more efficiently while

minimizing the additional resource demand in terms of on-air-
time.

The development of such a scheme involves the following
two main challenges. LoRaWAN Class A does not provide
a synchronization on the end-devices. Furthermore, LoRa
messages exhibit a long on-air-time, which is problematic
given the duty cycle limit of 1%, which is enforced by law
in Europe for the corresponding unlicensed EU868 frequency
band around 868 MHz.

Based on the analysis of the current channel access scheme
and the limitations of the LoRaWAN MAC layer, we propose
two schemes to increase the channel utilization for certain
use cases. Our analysis shows that the proposed schemes
can provide more than 60% throughput compared to 18%
throughput of the pure ALOHA scheme used in the current
specifications of LoRaWAN.
With this paper, we make the following contributions:

• We identify concepts and strategies to extend LoRaWAN
Class A to use the channel more efficiently than the original
specification without spending a disproportional amount of
resources.

• We propose two schemes, TDMA and Burst , which provide
more throughput and are more efficient in specific use cases
and which require only small modification of the LoRaWAN
Class A layer.

• We evaluate the proposed schemes with calculations as well
as implementations on real LoRaWAN hardware.

We start with discussing related work in Section II and
providing relevant background information about the LoRa
technology in Section III. In Section IV we analyze suit-
able transmission protocols. Then, we present our proposed
schemes in Section V. We compare the considered schemes
with calculations in Section VI. Section VII describes our
implementation with real LoRaWAN development hardware
and Section VIII provides an evaluation of the implementation.
Finally, we conclude the paper in Section IX.

II. RELATED WORK

Adelantado et al. give an overview of the limits of Lo-
RaWAN [2]. They investigate the influence of the number of
end-devices and also consider the duty cycle limit which is
imposed by European regulations [3]. Augustin et al. provide
an overview of the LoRa modulation and the LoRaWAN
MAC layer [4]. The study includes an analysis of the channel
capacity of LoRaWAN. Vejlgaard et al. investigated the impact
of interference on coverage and capacity of the LoRaWAN
and the SigFox system [5]. Morin et al. investigate the power
consumption and the corresponding device lifetime of different
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IoT schemes including LoRaWAN [6]. Kim et al. propose
a dual-channel scheme based on LoRaWAN to allow the
data of different categories being delivered with different
priorities [7]. Phung et al. analyze the packet delivery of
LoRaWAN, including acknowledged and not acknowledged
Class A transmissions as well as Class C transmissions [8].
Reynders et al. propose to use coarse-grained scheduling of
transmission power, SF, and time in LoRaWAN networks [9].
Beacons are used for time synchronization. Polonelli et al.
investigate the use of the slotted ALOHA protocol on top of
LoRaWAN [10]. In addition, they propose a simple request-
reply based time synchronization, which is similar to the time
synchronization used in this work.

To the best of our knowledge, the closest related work
is the work of Gu et al. [11]. They propose a data network
with separated control and data plane. For the control plane,
they use LoRaWAN. The data plane is based on a multi-hop
ZigBee network. Similar to our work, they add synchronization
to LoRaWAN in order to use a Time Division Multiple Access
(TDMA) based scheme. In contrast to the work of Gu et al.,
we do not use a separate control and data plane, we analyze
the possibilities for different applications scenarios in general
and in addition propose an Burst scheme that is advantageous
in terms of aggregated throughput and channel use.

III. LORA TECHNOLOGY

Two components of the LoRaWAN technology can be
distinguished: (1) the LoRa modulation and (2) LoRaWAN. In
this section, we will discuss the aspects of both layers which
are relevant for this work and how to compute the time on air
of a LoRa packet.

A. LoRa Modulation (PHY Layer)
The LoRa modulation is the physical layer. It is based on

CSS modulation. Similar to the concept of Direct Sequence
Spread Spectrum (DSSS), this modulation uses a large spectral
bandwidth to improve the robustness. A common bandwidth
setting for LoRaWAN is 125 kHz. In addition, the payload
information can be distributed over different amounts of time
by selecting different spreading factors (SFs). Increasing the
SF increases the time needed to send one byte, but also
increases the probability of successful transmission with a
given Signal-to-noise Ratio (SNR) and therefore increases the
feasible range. This allows to trade throughput for range. The
physical layer of LoRa has a payload size between 0 and 255
bytes and comprises a Forward Error Correction (FEC) with
4 different coding rates.

LoRa modulation is used on the sub-1 GHz ISM/SDR
frequency bands, e.g., the 915 MHz band in North- and South
America or 868 MHz and 433 MHz bands in Europe. Those
bands do not require a license and are therefore shared with
a large range of other devices which use different modulation
schemes. Depending on the region, international regulations
restrict the use of these bands in different ways. In Europe for
example, there are limits on the transmit power and the duty
cycle of each transmitting device is limited to 1 % for large
parts of the 868 MHz band.

B. LoRaWAN (MAC Layer)
LoRaWAN [1] specifies the MAC layer which is used

together with the LoRa modulation. The specification com-
prises three different types of devices which form a star-of-star

DevAddr FCtrl FCnt FOpts

FHDR FPort FRM Payload

MAC Message 
(PHY Payload)

MHDR MAC Payload MIC

Frame 
(MAC Payload)

FHDR

Figure 1. Frame structure of a MAC layer message.

topology. At the core, there are one or multiple network servers
(NSs), which implement the back-end with the interface to
applications in the Internet. Multiple gateways (GWs) are
connected to the network server by the Internet Protocol via
Ethernet. Each gateway connects multiple end-devices (EDs)
via LoRa wireless links to the network server. Three default
frequencies are used for end-devices to join a network, data
transmissions and fallback. Additional frequencies can be
configured manually.

The gateways simply forward messages from the end-
devices to the network server and vice versa. A gateway can
receive (uplink) messages on different frequencies and with
different spreading factors simultaneously. Common gateways
feature 8 frequency channels. In contrast to the multi-channel
reception, the gateways usually only support to send on a
single frequency and a single spreading factor. Most of the
available gateways do not support duplex mode, i.e., they
cannot receive while transmitting. The network servers manage
the connections to the end-devices, keep a state of each
end-device and remove duplicate messages originating from
different gateways.

LoRaWAN messages are transmitted as payload of a LoRa
PHY message. The message structure of data packets is de-
picted in Figure 1. MHDR is the header of the MAC message.
It contains the message type and LoRaWAN version. The MAC
payload contains the LoRaWAN frame. The MIC is a message
integrity code, which is calculated over MHDR and MAC
payload.

The LoRaWAN frame consists of a frame header (FHDR),
frame port (FPort) and the frame payload, i.e., the application
data. The frame port is a number which specifies which
application the data is intended for. The frame header contains
the device address (DevAddr), a frame control field (FCtrl)
which contains information about the state of the connection,
a frame counter value (FCnt), and zero or more MAC layer
commands (MAC commands) in the FOpts field.

A LoRaWAN message with 50 bytes of frame payload
needs a time-on-air of 176 ms for spreading factor SF7 or
3548 ms for SF12. Accordingly, a device is allowed to send
a maximum of 204 messages with SF7 or 10 messages with
SF12 in one hour due to the duty cycle limit. This limitation
holds for both end-devices and gateways.

The LoRaWAN protocol is divided into three classes.
Class A provides simple unsynchronized two-way communi-
cation between end-devices and network server with focus on
the uplink. Downlink messages can be sent only following an
uplink message in the so called receive windows, which are
depicted in Figure 2. Therefore, the downlink throughput and
latency are severely limited. Class B enabled devices support
all features of Class A. In addition, the gateways periodically
send beacons to synchronize the end-devices. This allows to
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Figure 2. In LoRaWAN Class A end-devices only listen for packets during
the defined receive windows.

schedule additional downlink receive windows. With Class C,
the transceiver of each end-device is constantly turned on, i.e.,
the end-devices are either receiving or sending at any point in
time.

Class B needs additional hardware such as a GPS receiver
to keep the gateways globally synchronized since they need
to transmit the beacon. Furthermore, Class B is inflexible
since all end-devices need to use the same synchronization
interval. Currently not many deployed end-devices implement
LoRaWAN Class B. Class C is only feasible for devices
which have extensive power supply available, which is not the
case for scenarios considered in this paper. Because of these
reasons, we focus on Class A in this work.

C. Time on air

In order to calculate the on-air-time of a LoRaWAN packet,
we use the toa() function (1) given in the SX1276 datasheet
[12]. It depends on the number of payload symbols (2) and
the symbol duration (3).

toa(PL) = (npreamble + 4.25 + npl) · Tsym (1)

npl = 8 + max
(⌈

8·(PL+13)−4SF+28+16CRC−20IH
4·(SF−2DE)

⌉
(CR + 4), 0

)
(2)

Tsym =
2SF

BW
(3)

PL is the number of frame (i.e. application) payload bytes.
We adapted the formula such that it is valid for application
layer payload by adding 13 bytes which correspond to the
LoRaWAN overhead under the assumption of not sending
any MAC commands in the FOpts field. SF is the spreading
factor. We always enable the CRC (CRC = 1) and the header
(IH = 0, i.e. implicit header off). We do not make use of
the low data rate optimization (DE = 0) and use a coding
rate of 4/5 (CR = 1). For the remaining parameters we
use the LoRaWAN default values for the EU868 ISM band
according to the LoRaWAN standard [1], [13]: the number
of preamble symbols npreamble = 8, and bandwidth of the
LoRa modulation BW = 125 kHz (default for data rates DR0
- DR5).

IV. TRANSMISSION PROTOCOLS

In this section, we discuss all channel access and synchro-
nization schemes we consider and mention the restrictions im-
plied by LoRaWAN Class A. Then, we describe the considered
schemes to increase the channel utilization, including our two
proposed schemes TDMA and Burst .

ED

ED

ED

Slo�ed Access

Exclusive Access

Unslo�ed Access

Slot 2 Slot 3 Slot 4 Slot 5

Slot 2 Slot 3Slot 1

Slot 1
random

GW

GW

GW t

t

t

t

t

t

ED: 
GW: 

End-device
Gateway

Figure 3. Basic channel access schemes.

A. Channel Access Schemes
Figure 3 provides an overview of the basic channel access

schemes considered in this paper. The message exchange
between an end-device and the gateway consists of uplink
messages that are directed from end-device to gateway and
downlink messages from gateway to end-device. Note that in
LoRaWAN Class A the time between uplink and downlink
messages is fixed, see Figure 2. Depending on the downlink
queue in the network server and whether the uplink requests
an acknowledgment, the network server transmits a downlink
in the receive window or not. In other words, not every uplink
message is necessarily followed by a downlink message.
Unslotted Access: End-devices can send messages anytime.
Due to this uncoordinated access of the channel, there is a
relatively high probability of colliding transmissions.
Slotted Access: The time is partitioned into slots of a fixed
length. The end-devices are allowed to access the channel only
at the beginning of a slot. This reduces the probability of
collisions in comparison to the unslotted protocol. However,
the clocks of the end-devices and the network need to be
synchronized. In addition, all messages need to fit into the
same time slot length.
Exclusive Access: A scheduler determines a time-driven
schedule, which defines the assignment of devices to time in-
tervals and frequencies to each device. The resulting schedule,
with mutually exclusive channel accesses, precludes message
collisions. End-devices need to be synchronized and to receive
and store information, which determines the time interval in
which they are allowed to access which channel.

B. Time Synchronization
The slotted access and exclusive access scheme require

end-devices to be time synchronized. Two options that we
consider are shown in Figure 4. The selection is based on
the opportunities of the LoRaWAN Class A standard, i.e.,
sending beacons from the gateways is not possible as downlink
messages can only be sent as answer to a previous uplink
message.
Request: An end-device and the network server exchange
dedicated messages via a gateway to synchronize the clock
of the end-device.
Piggy-Back: The request for a time-synchronization is part of
a regular data message, which is sent to the network server
via a gateway. Synchronization information, like a timestamp,
is then part of a downlink message sent from the network
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Figure 5. TDMA scheme with interleaved acknowledgment/sync packets.

server via a gateway to the end-device. This may be either an
acknowledgment or a data downlink message.

C. Considered Transmission Schemes
We will study the following four protocols. They are

selected as they represent different extreme solutions of a
wide spectrum of possible schemes. Many generalizations and
combinations of these four basic schemes are possible.
Pure ALOHA: This protocol has been proposed in [14] and
uses the unslotted access scheme and therefore does not require
synchronization.
Slotted ALOHA: This scheme has been proposed in [15]. It
combines piggy-back synchronization with a partition of the
channel in fixed time slots. Depending on the drift of the clock
of end-devices, not all uplink messages need be answered by a
synchronization message, e.g., a timestamp from the network
server. These synchronization messages from the gateway are
also subject to message collision.
TDMA: We propose the TDMA scheme which takes into
account the LoRaWAN Class A specifics. In our scheme,
the end-devices repeatedly send data packets D according to
a fixed TDMA schedule, see Figure 5. In order to achieve
synchronization between the clocks of the end-devices, special
data messages (denoted as DA) are answered by acknowl-
edgment messages (denoted by A) from the network server,
which include synchronization information. The required rate
of the synchronization messages depends on the clock-drift
of the end-devices and the required time synchronization
accuracy. There are several obvious options on determining
such a TDMA schedule and sending it to the end-devices
via downlink messages. We propose one possible schedule in
Section V-B3.
Burst: For application with non-critical latency demands, we
propose a new Burst scheme depicted in Figure 6. Multi-
ple messages are aggregated and sent together in a burst.
The scheme uses two different LoRa channels (two differ-
ent frequencies): The request channel for coordinating the
transmission of burst data messages and to perform time
synchronization and the burst channel for transmitting bursts
of uplink data messages. In order to send a burst, the end-
device first needs to request a burst transmission slot from
the network server by sending a burst request message on the

Burst Channel
(Coordinated)

Answer

Burst

Request

Request Channel
(Pure ALOHA)

t

t

Figure 6. Burst scheme with on-demand synchronization with 3 nodes (light,
hatched, dark).

request channel. A scheduler on the network server determines
which end-device is allowed to send in which time slots.

V. ANALYSIS

In this section, we describe and analyze the considered
schemes in order to increase the channel utilization. First, we
start defining the model and metrics to compare the different
schemes.

A. Model and Metrics
1) Basic Model Assumptions: We suppose that our commu-

nication scenario consists of N end-devices and K gateways.
We further assume that all end-devices and gateways can
reach any other end-device or gateway directly. In general,
we assume that every end-device connected to the network
generates data of size D with a fixed period T .
Time-On-Air: The on-air-time of a LoRa transmission can be
calculated, see Section III-C. We use tD for the on-air-time of
any data uplink packet and tA for any non-data packet (this
includes requests, answer, synchronization, and coordination
packets).
Clock Drift: After synchronization, the clocks in the network
server and the end-devices will drift apart. We denote the time
difference between previous time synchronization and the time
when the clock of the end-device is accessed as ∆t. The
maximal absolute value of the time difference between the
end-device and the network server at this point in time is then
modeled as

τ(∆t) = τ0 + ∆t · τ1 (4)

where τ0 is the synchronization error due to the synchroniza-
tion protocol between the network server and the end-device
and τ1 denotes the clock-drift of the end-device. In order to
account for the clock inaccuracy, we expand the actual time-
on-air tD and tA by a safety margin and define the expanded
time for data packets as sD = tD +2 ·τ(∆tmax) where ∆tmax

is the maximum time between time synchronization updates.
We define sA accordingly.
Duty Cycle Limit: The LoRaWAN standard limits the time, a
device is on air, i.e., sending a message. In this paper, we focus
on LoRaWAN EU868 and therefore the European regulations
(ETSI EN 300 220-1 [3]) apply which enforce a the duty cycle
limit of L = 0.01 for each device. This also applies to the
gateways. According to the regulations, the time interval which
is considered to evaluate the adherence to the duty cycle limit
is I = 3600 s. This constraint in terms of duty cycle L and
measurement interval I strongly restricts the design space of
efficient LoRaWAN based protocols.
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2) Metrics for Comparison: In the following, we list the
four metrics we are interested in to compare the considered
transmission schemes.

The success probability Psucc is defined as the probability
that an attempt of an end-device to transmit a data packet
to the network server is successful, i.e., there is no colliding
transmission.

We define the throughput S as the average accumulated
time of successful data message transmissions from all end-
devices relative to the total time. If there are in total Msucc(∆t)
successful message transmissions from any end-device in a
time interval of length ∆t, then

S = lim
∆t→∞

Msucc(∆t) · tD
∆t

(5)

where tD is the time on air for transmitting a data message.
The device time utilization Wd for a specific device d

is the average accumulated time the device is (successfully
or unsuccessfully) transmitting relative to the total time. For
example, if there are Md(∆t) message transmissions from this
specific end-device in a time interval of length ∆t, then

Wd = lim
∆t→∞

Md(∆t) · tD
∆t

(6)

where tD is the time on air for transmitting a data message. We
denote the device time utilization of an end-device by WED

and the the device time utilization of an gateway by WGW.
The send efficiency E is the average accumulated time

all end-devices are transmitting data packets which are suc-
cessfully received relative to the total time all devices are
transmitting. For example, if there are Msucc(∆t) successful
data transmissions, Munsucc(∆t) unsuccessful transmissions,
and Msync(∆t) synchronization messages in a time interval
of length ∆t, then

E = lim
∆t→∞

Msucc·tD
(Msucc(∆t)+Munsucc(∆t))·tD+Msync(∆t)·tA (7)

B. Considered Transmission Schemes in Detail
In this section, we explain the considered transmission

schemes in more detail and provide the corresponding per-
formance analysis.

1) Pure ALOHA Scheme: The LoRaWAN Class A scheme
uses the pure, i.e., unslotted, ALOHA scheme for channel
access. If the channel access attempts from end-devices are
assumed to be Poisson distributed with an average of G
accesses per packet time, then the performance metrics are
known to be [14]

S = G · e−2G Psucc = e−2G (8)

In (8), S corresponds to our definition of throughput and G
is the number of access attempts per packet time (access rate).
The maximum throughput is about Smax = 18.4%, which is
achieved for G = 1/2. This leads to a corresponding success
probability of about Psucc,max = 0.37.

In other words, even a low maximal throughput comes with
a low success probability. One intuitive measure to increase
the success probability is to use positive acknowledgment and
retransmission. But this leads to additional channel accesses
due to the re-transmitted packets and the acknowledgment

for each correctly requested packet. Finally, acknowledgment
packets are also subject to collisions. This means we can
increase the success probability only by reducing the channel
accesses, i.e., by reducing the throughput.

In reality, the duty cycle limit restricts the number of
feasible operating points of the pure ALOHA scheme. In our
analysis, we want to achieve a throughput S defined by N ,
tD and T . We use (8) to calculate G = N ·tTx

T from S in (9).
The actual time-on-air tTx for each pure ALOHA end-device
to generate a total throughput of S is always larger then the
theoretical send time required without collisions (tTx > tD).

S =
N · tD
T

G(S)⇒ G
!
=
N · tTx

T
(9)

With this, we can determine the end-device time utilization
WED (see (10)). The device time utilization of the gateway is
0 since no transmissions are acknowledged and no synchro-
nization is preformed. The send efficiency is determined by
E = S

G .

WED =
m · tTx

T
=
G

N

!
≤ L WGW = 0

!
≤ L (10)

Due to retransmissions, a delay has to be accounted for
this scheme.

2) Slotted ALOHA Scheme: As in the case of pure
ALOHA, the throughput analysis for slotted ALOHA is well
known and established [15]:

S = G · e−G Psucc = e−G (11)

If we assume perfect synchronization with no overhead
and no interference on the frequency band (i.e. all transmitted
packets are received successfully if they are not overlapping
in time), the maximum throughput is about Smax = 36.8%,
which is achieved for G = 1, where G is the access rate. This
would be an improvement by a factor of 2 in comparison to
the pure ALOHA protocol in terms of maximally achievable
throughput. The success probability remains unchanged with
about Psucc,max = 36.8% for this operating point.

But as we know, the scheme requires the end-devices to
be synchronized. Therefore, the actual throughput of a slotted
ALOHA system is lower than S and the success probability
is lower than Psucc. In addition, the rate of acknowledgment
packets transmitted by the gateways is limited by the duty
cycle limit L. This fact constrains the possible design space
for slotted ALOHA further.

3) TDMA Scheme: We propose the TDMA scheme which
is depicted in Figure 5. The end-devices send a data packet
(DD or DA) of fixed size D according to a Time Division
Multiple Access (TDMA) schedule. The schedule repeats
periodically with period T . In each period, all N end-devices
send exactly one data packet. Only a small number a < N
of all transmissions are acknowledged (DA packets) in each
period in order to keep the overhead low and to comply with
the duty cycle limit. The period between synchronization of a
particular end-device is T ·N

a on average. The acknowledgment
A is used to transfer a timestamp from the gateway to the
end-device. The acknowledgment slots of multiple periods are
evenly distributed to the participating end-devices such that the
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end-devices are alternately synchronized. In Figure 5, the case
for a = 1 is depicted. All devices, including the gateways,
send on a single frequency.

The LoRaWAN standard specifies the Rx1Delay time
between the end of the data packet and the corresponding
acknowledgment in order to allow the server to react to the
received message and to transmit a reply, see Figure 2. During
this interval, n =

⌊
Rx1Delay

tD

⌋
not acknowledged transmis-

sions are scheduled. This sequence of DA, DD . . . , A is
repeated a times. The rest of the period is used to sched-
ule m not acknowledged transmissions from the remaining
m = N − a · (n+ 1) end-devices.

Due to the ETSI duty cycle limit, not all combinations of
(N , tD, T ) are possible. The relation for the TDMA scheme
between payload size D (indirectly given as on-air-time with
safety margin sD) and the period T is given by (12). The
application payload and the on-air-time of a packet is linked
by the toa() function described in Section III-C.

The relation of the components of one TDMA schedule
period is given in (12). A non-zero gap (Gap) allows the
scheme to be suitable for combinations of parameters which
do not exactly fill the TDMA schedule. Gap is determined by
parameters in (12) (N , tD, tA and a).

The constraints due to the duty cycle limit based on the
device time utilization are given in (13). The device time
utilization due to downlink messages from the network server
can be distributed to K gateways.

T = (Rx1Delay+sA)·a+

(
N −

⌊
Rx1Delay

sD

⌋
· a
)
·sD+Gap

(12)

WED =
tD
T

!
≤ L WGW =

a · tA
T

!
≤ L ·K (13)

L corresponds to the duty cycle limit, see Section V-A1.
The send efficiency is E = N ·tD

N ·tD+a·tA .
In the case of no packet loss, the maximum time a clock of

an end-device is not synchronized is ∆tmax =
⌈
N ·T
a

⌉
and the

TDMA scheme provides a success probability of Psucc = 1
since none of the transmissions can be overlapping due to the
TDMA schedule.

4) Burst Scheme: As a second scheme, we propose the
Burst scheme, which is depicted in Figure 6. In contrast to
the TDMA scheme, in the Burst scheme the end-devices are
not continuously synchronized. The end-device synchronizes
their clock to the network server before sending a burst.
Synchronizing for sending a single packet would implicate a
large overhead. Therefore, in general the end-devices aggregate
data and send multiple packets bundled together in a burst.

The proposed scheme uses two different channels: The
request channel for handling requests and synchronization
and the burst channel for transmitting the bursts. The request
channel is uncoordinated and uses pure ALOHA, whereas the
burst channel is coordinated by a scheduler on the network
server. There is no explicit acknowledgment but it would be
possible to acknowledge the complete transmission of the last
burst in the following burst answer.

In order to send a burst, the end-device first needs to
request a burst transmission and obtain synchronization by
sending a burst request message on the request channel to the
network server. The network server maintains a schedule of
all scheduled transmissions. With a burst answer transmitted
on the request channel, the network server sends a timestamp
for synchronization and the information when the end-device
is allowed to send the individual packets of the burst. Then the
end-devices synchronizes its clock and stands by for sending
the burst packets in the designated slots.

The scheduler running on the network server makes sure
that no burst can collide on the burst channel. If there are no
suitable slots available in the following time interval of length
∆t which defines the safety margin τ(∆t), the network server
can deny an access to the burst channel. In this case, the end-
device tries to request the burst channel again after a backoff
time. The backoff time is increased exponentially with every
denial. This prevents overloading the request channel if there
are simultaneous requests from many nodes.

The LoRaWAN specifications require the end-device to
wait with sending a new message until the receive window
of the previous message has passed no matter whether the
end-device sent a confirmed or unconfirmed message. For this
reason, a single burst transmission, which consists of multiple
packets, needs to be sent as individual packets with gaps of at
least Rx1Delay in between.

For the analysis of the performance of this scheme, we as-
sume that the average period between two burst transmissions
of a single device is T . The accumulated duration of a burst
tBurst and the relation to the burst period T are given in (14).
The device time utilization and the corresponding limits are
given in (16). Since the messages are sent in bursts, they are not
evenly distributed over time, we need an additional constraint,
(15), that ensures that the absolute maximal transmitting time
within I = 3600 s is not exceeded.

tBurst = (nB + nG) · sD
T = N · tBurst

(14)

nB · tD + tA
!
≤ L · I (15)

WED =
nB · tD + tA

T

!
≤ L WGW =

tA
tBurst

!
≤ L·K (16)

nB indicates the number of LoRaWAN data packets that
are sent in a single burst, nG ≥ 0 is the number of slots which
are unused (gap) following a burst transmission. The unused
slots are, in some cases, necessary to keep the aggregated on-
air-time (WGW) below the allowed limit L on the side of
the gateway. In the Burst scheme, the number of nodes is
not restricted by the duty cycle limit, as it is the case with
the TDMA scheme, but depends on the size of the bursts.
The success probability of sending the bursts is Psucc = 1
since the synchronization and scheduling of the network server
makes sure that no transmissions overlap. The probability
for a collision on the request channel is supposed to be
small since the aggregated on-air-time for acknowledgments
by the gateway is limited to L = 1%. The throughput of the
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TABLE I. INPUTS AND OUTPUTS OF THE CALCULATIONS.

Input
D Application payload size
T Period with which an end-device

sends the application payload
N Number of participating end-devices
K Number of gateways
– LoRaWAN and LoRa modulation

parameters

Output
– Feasibility
E Send efficiency
WED,
WGW

Device time
utilization

Psucc Probability of a
transmission to
arrive

entire scheme is determined as S = nB ·tD
tBurst+2·tA and the send

efficiency is given by E = nB ·tD
nB ·tD+2·tA .

5) Comparison of Slotted ALOHA with TDMA: If we
compare slotted ALOHA and the TDMA scheme, it is obvious
that the minimum synchronization overhead is the same (unless
out-of-band synchronization mechanisms are used). In both
schemes, all nodes need to be continuously synchronized
within the required precision such that packets can be sent
inside a time slot. The only difference in overhead is the
assignment of each node to slots which exists in the TDMA
scheme but not in the slotted ALOHA scheme. However, this
assignment can be pre-configured (e.g. based on the node’s
ID), which means that the overhead of the slot assignment of
the TDMA scheme is negligible. Since the TDMA scheme
provides a significantly better success probability (Psucc =
1) it is always beneficial to use TDMA instead of slotted
ALOHA. Because of this reason, we omit the slotted ALOHA
scheme in our calculations which follow next.

VI. CALCULATIONS

In order to compare the three remaining considered
schemes, we calculate the previously described metrics.

A. Calculation Model
We numerically evaluate the access schemes described

in Section V to obtain the metrics and the feasibility of
the considered schemes at different design points. The most
important input and output quantities of the calculation are
listed in Table I.

The main input of each scheme consists of three param-
eters, application payload size D in bytes, period between
transmissions T of a single end-device in seconds and the
number of end-devices N . These three parameters describe
the requested throughput. By evaluating the equations of the
considered schemes, we determine which areas of the design
space are feasible and which scheme provides the best send
efficiency.

Further parameters for the calculations are the spreading
factor SF, plus further LoRa modulation parameters, which are
described in Section III-B and are kept constant for all calcu-
lations. In addition, there are parameters which are relevant
only for a subset of the schemes: The number of gateways K
which is relevant for the TDMA and Burst scheme, the number
of acknowledged transmission a in a TDMA period. Another
parameter for the calculation are clock offset and drift values
which are relevant for the TDMA and Burst scheme. Based on
measurements in Section VIII-A, we assume a clock offset τ0
of 15 ms and a clock drift of 20 ppm. The application payload
D size is a discrete parameter by definition. In order to keep

Figure 7. Feasible combinations of period T and application payload D
(fixed SF=7 and N=100). The color/hatching indicates the scheme with

highest send efficiency E.

the calculations tractable, the application payload D has been
sampled with a step size of 10 bytes, the period T with a step
size of 20 s. In our model, we consider it infeasible to send
multiple packets in a sequence, except for the Burst scheme.
This limits the application payload D in the TDMA scheme to
the maximum payload of a LoRaWAN packet (which is 222
bytes for SF7).

B. Calculation Results
In this section, we discuss the results from our calculations

in terms of feasibility, send efficiency and throughput.
1) Feasibility and Efficiency of the Schemes: We investigate

which scheme is most efficient for a given throughput defined
by N , D, and T . In Figure 7 we show an exemplary plot
for SF7 and N = 100 with 1 gateway. The non-white areas
represent the feasible combinations of input parameters. The
shading of the area indicates which of the scheme has the best
efficiency E. Please note that our assumptions of the model
limit the feasibility.

The calculations show that the TDMA scheme is feasible
and efficient in a large range of periods and payload sizes. For
very large periods and small payload size, i.e., low requested
throughput, the pure ALOHA scheme has highest send effi-
ciency since the overhead for the continuous synchronization
is large compared to the data that should be transmitted. The
Burst scheme is not feasible for small periods. For lower
periods, the device time on the end-device WED would exceed
the duty-cycle limit. For SF7 even for very short periods, the
TDMA scheme is feasible and provides higher send efficiency.
This is expected since the pure ALOHA needs approximately
4 failed transmission to send 1 successful message in the best
case of G = 0.5. The TDMA scheme only needs to send
synchronization messages for a fraction of all nodes in each
period. The calculations for different spreading factors and
different number of end-devices N yield similar insights.

2) Maximum Throughput: In this section, we investigate
the maximum achievable throughput of each scheme.

In Figure 8, the throughput S for different number of
end-devices N in the case of using only a single gateway is
depicted. The TDMA scheme can provide significantly higher
throughput values compared to the pure ALOHA scheme.
However, the maximum throughput for the Burst scheme is
comparable to the pure ALOHA scheme when using only one
gateway.
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Figure 8. Maximum throughput S for different combinations of period T
and application payload D in relation to N (SF=7 and 1 gateway).
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Figure 9. Maximum throughput S for different combinations of period T
and application payload D in relation to N (SF=7 and 3 gateways).

If we increase the number of available gateways, we can
increase the maximum throughput of the TDMA and the Burst
scheme. In Figure 9, we show the maximum throughput in case
of 3 gateways. The calculations show that especially the Burst
scheme profits from the additional gateways. For the TDMA
scheme it helps only if the number of end-devices is large.
With 3 gateways and SF=7 and less than 300 end-devices, the
schemes can provide a throughput up to 70% whereas the pure
ALOHA scheme only provides up to 18% throughout.

As shown in Figure 9, the maximum TDMA throughput
decreases with increasing number of end-devices whereas
the maximum Burst throughput is constant. For the TDMA
scheme the overhead to keep nodes synchronized grows with
the number of devices. For the Burst scheme, the overhead of
handling burst requests on the gateway can be kept constant
for any N by increasing the period. However, the transferred
data per end-device decreases with increasing number of end-
devices.

C. Selection of Transmission Scheme
Finally, we will provide guidelines that help to select an

appropriate transmission scheme based on the analysis in the
previous sections. An overview in the form of a decision tree
is given in Figure 10.

In the pure ALOHA scheme, the throughput is constrained
by the collisions (Psucc ≤ 1

2e = 18.4%) which are accepted
in order to not require a time synchronization. The TDMA
and Burst scheme have a success probability of Psucc = 1
but comprise an overhead due to the necessary time synchro-
nization. The collisions of pure ALOHA and the synchroniza-
tion overhead of the TDMA and Burst schemes reduce the
send efficiency. In addition, lack of synchronization increases
the necessary safety margin τ(∆t). A larger safety margin
influences whether a requested throughput can be achieved by

large
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small

Packet
Size D

large
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Packet
Size D
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Pure
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(continuous sync
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Figure 10. Decision tree for selecting channel access / synchronization
scheme.
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Figure 11. LoRaWAN setup.

a certain scheme but does not influence the send efficiency
directly.

If an application requests only a very low throughput (i.e.
T large and D small), the pure ALOHA scheme is suitable
and provides good send efficiency E = S/G, which is large
compared to the send efficiency of the synchronized schemes.

For larger requested throughputs there are two cases. If
the period T should be small, continuous synchronization
of all end-devices is reasonable and therefore the TDMA
scheme is suitable. If the period T should be large, continuous
synchronization is not necessarily reasonable and therefore the
Burst scheme is more suitable. In certain cases of small period
and small packet size, the TDMA scheme is not feasible due
to the duty cycle limitations. This holds especially for larger
spreading factors. In this case, the pure ALOHA is the only
option.

VII. IMPLEMENTATION

In this section, we explain the implementation on real Lo-
RaWAN development hardware, which is used to demonstrate
the feasibility of the two proposed schemes. The implementa-
tion is based on the framework of Polonelli et al. [10], which
implements the basic mechanism for time synchronization on
LoRaWAN development hardware. We extended the frame-
work by a mechanism to enforce frequency channels, using the
history of synchronization messages for time synchronization,
and the implementation of our proposed TDMA and Burst
scheme.

A. Setup
An overview of the setup which is used in this work is

depicted in Figure 11.
1) Network Server: For the network server, we use Lo-

RaServer [16], which is an open source implementation of the
corresponding LoRaWAN specifications. We run the different
components of the LoRaServer inside different Docker [17]
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containers on a Lenovo ThinkPad T460s laptop (Intel Core
i7-6600U, 2.60 GHz, 19 GiB RAM). The LoRaServer project
consists of 3 main parts: the gateway bridge, the network
server block and the application server. The gateway bridge
is responsible for communicating with the gateway. The net-
work server block implements the LoRaWAN MAC-layer
on the server side. The application server manages different
user applications and provides a web-interface. The received
and transmitted messages are exchanged via the open-source
Eclipse Mosquitto MQTT broker [18]. Furthermore, we use a
Node-RED [19] container to implement network flows.

2) Gateway: Our LoRaWAN gateway consists of a Rasp-
berry Pi 2 and the iC880A concentrator. This setup supports
the simultaneous reception of messages with all spreading
factors (SF7 - SF12) on 8 different frequencies. The gateway is
connected to the laptop via Ethernet. The software running on
the gateway is the lora gateway and packet forwarder from
the Lora-net reference project on GitHub [20].

3) End-Device: Each end-device consists of an
STM32L476RG microcontroller developer board (Nucleo-
L476RG) combined with an mbed SX1276 868 MHz LoRa
shield. The software running on the end-devices is based
on LoRaMAC-node from the Lora-net reference project on
GitHub [20] and the framework of Polonelli et al. [10].

B. Time Synchronization
Our proposed schemes require synchronized clocks across

end-devices and network server. By default this is not sup-
ported with the LoRaWAN MAC layer. Therefore, we add a
custom time synchronization to LoRaWAN. The implementa-
tion of the time synchronization is based on the implementation
described in the work of Polonelli et al. [10] and is similar to
the scheme used by Gu et al. [11].

The implemented synchronization scheme is depicted in
Figure 4. This scheme is based on a pair of corresponding
timestamps. The end-device takes a local timestamp right be-
fore sending a synchronization request. The gateway receives
this request and immediately takes the corresponding global
timestamp (tsGW). This timestamp is then sent to the end-
device in the following synchronization answer message. One
such pair of timestamps can be used to calculate the offset
between the local and global clocks. This offset is used in
the Burst scheme. For the TDMA scheme, this procedure
is repeated, which leads to multiple synchronization pairs.
From multiple synchronization pairs, the clock offset and drift
are calculated, which can then be used to convert the local
timestamp on the end-device to the global time of the network.

C. Enforcing Frequencies
By default, LoRaWAN end-devices choose pseudo-

randomly one of the 3 default frequencies to sending LoRa
packets. However, our schemes use a fixed assignment of
channels to end-devices and in the Burst scheme no uncoordi-
nated requests are tolerated in the coordinated burst channel.
Therefore, we enforce the end-devices to use the assigned
frequency. To implement this, we configure the channel mask
on the end-devices such that all but one configured LoRa
channels are disabled at any point in time. For this, we make
a request to the request/confirm based MAC Information Base
(MIB) interface of the LoRaWAN MAC layer.

D. TDMA Implementation
The TDMA scheme, proposed in Section V-B3, requires an

implementation of a bootstrap mechanism to obtain synchro-
nization and to send messages according to a schedule. The
implementation uses the piggy-back synchronization method
described in Section VII-B. The end-device re-calculates the
offset and drift value each time a new synchronization pair is
obtained. The obtained values are used to provide timestamps
from a virtual clock, which is synchronized to the clock of the
network server due to the synchronization scheme. After boot
up and joining the LoRaWAN network, the virtual clock is not
yet synchronized and therefore the end-device requests the first
synchronization point by sending a dedicated synchronization
request message on one of the 3 default LoRaWAN channels.
This bootstrap mode is at the same time used for fallback in
case the end-device looses synchronization in the case of not
receiving a synchronization answer.

In general, a scheduler on the network server can send a
schedule to the end-device in the synchronization answer. For
the implementation of our experiments, we define the TDMA
schedule statically. The individual end-devices determine their
send slots based on the current time and the end-device’s
ID, similar to the implementation of Gu et al. [11]. After
the bootstrap phase or after sending a data packet, an end-
device obtains the current timestamp and together with the
ID it determines the time to transmit the next packet and the
transmission type (DA, DD or A). In the time between the
transmissions, the end-device is put into sleep mode. Timers
that are based on the virtual clock are configured to wake
the end-device up and send the transmission scheduled by the
TDMA schedule.

E. Burst Implementation
The implementation of the Burst scheme requires a logic

on the end-device to send messages on the assigned channel at
the assigned point in time, a scheduler on the network server,
and a mechanism to prevent transmitting while receiving a
burst data message on the same gateway.

When the end-device wants to send a burst, a synchroniza-
tion procedure as described in Section VII-B is initiated. In
addition to the timestamp, the network server sends the time
difference between timestamp and start time of the burst.The
end-device then uses the timestamp to synchronize the virtual
clock, configures a timer to wake up when the burst should
start, and goes into sleep mode. The end-device then alternately
sends packets and sleeps in between until all packets of the
burst are transmitted. After completing a burst, the end-device
sleeps until the start of the next burst. In the implementation
for our experiments, we use a configurable interval between
sending bursts. The length of this interval is randomized to
ensure that the pattern of burst requests changes over time.

The scheduler is implemented as stateful Node-RED flow
function. The schedule consists of time slots of size sD, which
are assigned to end-devices which request to send a burst. With
this, the scheduler guarantees that the allocated burst patterns
do not overlap.

Most of the commercially available LoRaWAN gateways
(including the one used for the experiments in this paper) are
not capable of full-duplex, i.e., they cannot transmit while
receiving. This causes the gateway to miss burst data packets
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if it sends an answer to a burst request at the same time.
We mitigate this problem, by not answering burst requests,
if the burst answer would overlap with scheduled burst data
packet. Please note, that this problem has no influence on the
throughput if two or more gateways are used. For the case of
two gateways for example, one gateway can be configured to
only receive and the other one to only transmit. The gateways
then can periodically switch roles in order to distribute the
accumulated transmit time such that the device send time
utilization of the gateways is kept below the duty-cycle.

VIII. EVALUATION

We perform experiments to verify that our implementation
behaves as expected and to demonstrate that our proposed
schemes work on real hardware.

A. Synchronization Accuracy
First, we examine whether our assumptions of clock ac-

curacy for the calculations are in accordance with values
measured on real hardware. For this, the synchronization
accuracy which can be achieved with the implementation is
measured. The synchronization implementation is based on the
framework of Polonelli et al. [10].

We measure the offset between two periodically synchro-
nized end-devices located in the same room. For this, both
end-devices synchronize every 10 s with the gateway. In order
not to interfere with each other, one of the end-devices runs
with a configured offset of 5 s relative to the other end-device.
An experiment with 200 transmissions over a time interval of
30 minutes with spreading factor SF7 has been conducted. The
the measured offset is is in the range ±0.0123 s. From these
measurements we conclude that τ0 = 15 ms, which we use in
the calculation in Section VI, is a good upper bound for the
offset between two synchronized end-devices.

B. Evaluation of the TDMA Scheme
In order to verify that the implementation performs as

expected from the calculations, we run the TDMA scheme and
measure the packet delivery ration (PDR). For the evaluation,
we determined a feasible configuration which satisfies all the
constraints in Section V-B3 with N = 64, an application
payload of D = 50 bytes, a period T = 30 s, and a = 1 ac-
knowledged transmission per period. This configuration would
ideally lead to a throughput of S = 25.2% with 1 gateway.

We perform measurements with the mentioned configura-
tion with 8 end-devices and 1 gateway, which are located in
the same room. The slots for the remaining 56 end-devices are
unused, i.e., no device sends anything during this time. In order
to verify the synchronization implementation, we artificially
increase in our experiment the synchronization rate such that
in every period exactly one of the 8 participating end-devices
sends a synchronization request. The measurements includes
253 periods, which corresponds to 127 minutes or 2024 uplink
packets.

The resulting packet-delivery-ratio (PDR) for each end-
device is plotted in Figure 12. The mean PDR over all 8
end-devices is 99.75%. A probable cause for not receiving all
packets successfully is interference from other LoRa transmis-
sions on the same frequency. With this, we demonstrate that
an implementation of the described TDMA discipline on top

of LoRaWAN is feasible and that the TDMA scheme can be
implemented on LoRaWAN development hardware.
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Figure 12. Packet delivery ratios
(PDR) of the TDMA evaluation.
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Figure 13. Packet delivery ratios
(PDR) of the Burst evaluation.

C. Evaluation of the Burst Scheme
In an evaluation experiment, we run the Burst scheme

implementation to verify that it performs as expected from
the calculations. For this, we use the following configuration:
N = 8, nB = 4, T = 60.02 s (95 slots), SF7, D = 222 bytes.
This leads to a throughput of S = 31.0%. This configuration
uses an artificially decreased period T in order to test the
system under high load. This means, a single physical device
represents multiple virtual devices.

In our experiments, we use the setup of Section VIII-B with
8 end-devices and 1 gateway. The use of 1 gateway means that
some burst requests are not answered the first time because the
gateway does not send a burst answer while receiving a burst
data packet. Therefore, we expect that the amount of positive
answers to the the burst requests is smaller than 100%.

The results of the measurements are shown in Figure 13.
The star shows the number of burst requests, the circle shows
the number of burst data messages of each end-device. Both
values are normalized by the expected number of burst requests
or data messages, which is calculated using the values of the
configuration. The average number of expected bursts from
each end-device is 204.96 (absolute number). On average the
end-devices received 93.92% of the expected burst requests
and 93.04% of the expected burst data packets As expected,
both values are lower than the PDR of the TDMA evaluation
since a significant amount of burst requests is not answered
by the network server to allow proper reception of burst
data messages. The cross represents the number of received
burst data packets normalized by the number of unique burst
requests that have been answered by the network server. On
average the end-devices received 99.07% of all burst data
packets which followed on a answered burst request. This
number is comparable with the PDR of the TDMA evaluation.
In summary, the results show that the implementation of the
Burst scheme is feasible.

IX. CONCLUSION

In this paper, we first analyze the existing LoRaWAN
Class A scheme. Based on this analysis, we then propose the
TDMA and the Burst scheme, which allow to use the channel
more efficiently. The TDMA scheme uses a single frequency
channel and requires the end-devices to remain synchronized.
The Burst scheme uses two frequency channels, aggregates
data to be sent and requires the devices to be synchronized
only when sending a burst. With calculations, we investigate
in which scenarios the proposed schemes are advantageous
compared to the current version of the LoRaWAN specifi-
cations, which uses pure ALOHA. Our analysis shows that
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the proposed schemes can provide more than 60% throughput
compared to 18% provided by the pure ALOHA scheme used
in the current specifications of LoRaWAN. With experiments
with eight end-devices and one gateway, we demonstrate that
the proposed scheme can be implemented on real LoRaWAN
development hardware and that only small modifications of the
LoRaWAN layer are required.

Interesting future work is the implementation and evalua-
tion with multiple gateways. As discussed in Section VII-E,
this would allow to distribute the acknowledgments such that
more packets can be acknowledged and the system still com-
plies to the duty cycle limit. Another useful extension is the use
of multiple frequency channels with an agreed pseudo random
channel hopping sequence for the transmissions to make the
schemes more resilient against narrow band interference.
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Abstract—Human monitoring systems are widely deployed in
companies, schools and elsewhere for the prevention of crimes.
Such systems require operators to monitor information sent
from monitoring devices, such as cameras and/or beacon
sensors. To reduce the burden of operators’ work, we have
proposed an automatic human tracking system based on
mobile agent technologies. The system succeeded in tracking
persons when Radio Frequency IDentifier (RFID) sensors were
used as monitoring devices. However, it sometimes causes
human recognition error when using a camera. In this paper,
we propose a method to address human recognition error. In
this method, an agent changes his/her behavior according to a
distance computed from pictures taken by a camera.
Experiments using the proposed method showed that the rate
of successful human tracking improved even in an
environment where human tracking error often occurred.

Keywords-Human Tracking; Mobile Agent; Camera;
Sensor.

I. INTRODUCTION

As security measures of companies and our daily lives,
various kinds of systems, such as an entrance control system
for monitoring suspicious persons, have been introduced.
However, if the number of sensors and tracking targets
increases, tracking all targets becomes difficult. Therefore,
we propose a mobile agent-based tracking system using
neighbor relations of sensors in the environment where each
sensor is located discretely [1]-[3]. This system consists of
sensors, tracking nodes, mobile agents and a monitoring
terminal. The system uses cameras and/or beacons as sensors.
In this system, a node with a sensor analyzes data received
from its sensor, therefore, the processing load of data
analysis is distributed in each node.

One agent has the features of one target person. The
agent moves among nodes by detecting the features of the
target person. An operator can know the location of the
target by checking the location of its corresponding agent.

Since sensors are installed in discrete locations, such as an
entrance and passage crossings, a person is often not caught
in any sensors. Therefore, we proposed a method to predict
which sensor may catch the target person next [1]. The
method calculates neighbor nodes of each sensor based on
the value of each sensor's detection range, the map of the
floor and the locations of the installed sensors. Since the
method enables us to calculate neighbor nodes, the system
can predict which sensor may catch the target person next.

The system, however, sometimes fails to track a target
person due to the uncertainty of sensors. Even if the system
uses RFID sensors, the system sometimes fails to receive a
signal from a RFID tag. Therefore, we have proposed a
method to find hidden neighbor relations [2]. In this method,
when an agent loses a target, a new bypass is constructed
between the node where the target is lost and the node where
the target is found. This method can achieve continuous
tracking of a person.

When beacons or RFID are used as sensors, a unique ID
is included in the signal from the sensor. Thus, a person is
uniquely identified; we do not need to consider human
recognition error. A system using cameras, however, causes
human recognition error. When the system uses cameras, the
system extracts the features of a person from a picture taken
by a camera. Here, the features cannot always be extracted
accurately. For example, when tracking a person with brown
hair color, his/her hair color may be recognized as black
under the intensity of the light. As a result, it may cause
human recognition error.

Several research studies on human tracking using
cameras have been proposed. Wenxi et al. [4] propose a
method to predict the migration route of a person in a crowd
by using high-order particle filter and online-learning. Jin et
al. [5] propose a group structure to improve tracking
accuracy in a situation when the detection ranges of cameras
overlap. These are not applicable to a situation where sensors
are installed discretely. Babenko et al. [6] and Zhang et al.
[7] propose an online classifier to improve tracking accuracy
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of a single object. Cho et al. [8] propose a method to create
neighbor relationships among cameras automatically.
However, they require a central server to collect and manage
data from cameras. If the number of cameras increases, the
system requires expensive machines because of the increased
computational cost.

In this paper, we propose a method to address human
tracking errors. When we use a camera as a sensor, human
recognition error occurs because a person is identified by the
difference (hereafter, called “distance”) between the features
of a target and features extracted from a picture taken by a
camera. Therefore, a person who is not a target may be
recognized as the target; a person who is a target may not be
recognized as being the target. To address such cases, we
introduce the concept of reliability. Since the reliability is
calculated from several pictures, agents can keep tracking
even if the distance computed from a picture is accidentally
low or high. In experiments, we confirmed that it is possible
to track persons with high accuracy even in a situation where
human recognition error occurs.

The remainder of this paper is structured as follows.
Section II introduces the overview of our human tracking
system. Section III proposes a method to correct human
recognition error. In Section IV, the proposed method is
evaluated, and Section V concludes the paper.

II. HUMAN TRACKING SYSTEM BASED ON MOBILE

AGENT TECHNOLOGIES

We have developed an automatic human tracking system
based on mobile agent technologies [1]. In this system, a
mobile agent tracks one person called “target.” All the
targets are tracked by each agent automatically. An operator
can know the location of each target by its corresponding
agent.

A. System Overview

Figure 1 shows the overview of the system. The system
consists of targets, sensors, nodes, agents and a monitoring
terminal. A target is a human tracked by agents. A node has a
data analysis function and an execution environment for
agents. An agent moves across nodes along the migration of
a target. The location of a target is displayed on the
monitoring terminal through the location of the agent.

B. Tracking Flow

When a person comes into the detection range of the
sensor, the corresponding node catches its signal. If the
person is not tracked by any agent, the node generates an
agent with his/her features e.g. facial features and beacon
IDs. Hereafter, we call it as “a target agent.” The target agent
distributes its copies called “copy agents” to its neighbor
nodes. Neighbor nodes are calculated by a method described
in Section II-C. The set of a target agent and copy agents is
called as “a group.” When the target is detected in the group,
a copy agent which detects the target becomes a new target
agent. Thus, the target is tracked by the new target agent.
The original target and copy agents are subsequently erased.
The new target agent distributes its copy agents to its

neighbor nodes. In these steps, a person can be tracked by
agents.

Figure 1. Overview of the Proposed System

C. Method to Calculate Neighbor Nodes

To predict which sensors may detect a target next, we
have proposed a method which calculates neighbor nodes
based on each sensor's detection range and the locations
where sensors are installed. In this method, the following
points are defined:

 Branch points (passage crossings): Bi

 Sensor points (sensor locations): Si

 Detection points (between two branch points,
between two sensor points and between a branch
point and a sensor point): Di

Matrix � of |�| × |�| is defined from the detection range
of all sensors. S is a set of sensor points and P is a set of all
points (branch points, sensor points and detection points).
Element ��� of matrix � is defined as (1).

��� =

⎩
⎪
⎨

⎪
⎧

0,

�ℎ��� ��������� ����� �� ������
�� ���� ��� ������� ����� �� .

1,
�ℎ��� ��������� ����� �� ������

�� �������� ����� �� .

(1)

Next, we define an adjacency matrix � of |�| × |�| .
Element ��� of matrix � is defined as (2).

��� =

⎩
⎪
⎨

⎪
⎧

0,

�ℎ��� ����� �� ��� ����� ��
��� ��� ����ℎ������ ���ℎ ��ℎ��.

1,
�ℎ��� ����� �� ��� ����� ��
��� ����ℎ������ ���ℎ ��ℎ��.

(2)

When ��� ≥ 1 in (3), the neighboring sensor exists
(� − 1) points away from the detection range of sensor Si.

� = � ∙ �� ∙ �� (3)
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TABLE I. SENSORS’ DETECTION RESULT AND REAL EVENT

Real Events
Sensor

No Person Exists Person P1 Exists Person P2 Exists Person P1 and P2 Exist

Undetected True Detection Non-Detection Non-Detection Non-Detection

Person P1 is Detected False Detection True Detection False Detection
True Detection and

Non-Detection (※1)

Person P2 is Detected False Detection False Detection True Detection
True Detection and

Non-Detection (※1)

Person P1 and P2 are
Detected

False Detection
True Detection and

False Detection (※2)

True Detection and

False Detection (※2)
True Detection

※1 One person is detected but another person is not detected.

※2 Other person except existing persons are detected
Note) False detection never occurs if we use a Beacon/RFID sensor

Even if the neighboring sensors can be calculated in (3),
the number of points between the detection ranges of two
sensors is unknown. In other words, � is unknown. Therefore,
the points which are not included in the detection range of all
sensors are eliminated from matrix � and � . Matrix �′ is
generated from matrix � by eliminating all the points in
column � that satisfy (4).

����

�

���

= 0 (4)

Further, ��� is set to 1 if ��� = 1 and ��� = 1 . This
prevents a route from being cut off by the elimination of a
point. Similarly, matrix �′ is generated from matrix � by
eliminating all the points in column � and row �. Then, the
neighbor sensors can be calculated in (5).

�′ = �′ ∙ �′ ∙ �′� (5)

In (5), we can find all neighbor nodes calculated from all
tracking route.

D. Issues To Be Tackled

The system can track a person continuously if sensors
detect a target person correctly. However, a sensor has
uncertainty, thus, it sometimes fails to detect a target.

Therefore, we have to tackle the uncertainty of the
sensors. We, first, discuss the uncertainty of sensors by the
comparison between a sensor's detection result and a real
event, shown in Table I. Real events are put on the column,
and sensors’ detection results are on the row. In this table,
“True Detection” means that a target is correctly detected.
“False Detection” means that other person except existing
person is detected. “Non-Detection” means that a target is
not detected where the target exists. Tracking misses when
“False Detection” or “Non-Detection” occurs.

When we use a beacon as a sensor, “False Detection”
does not occur. Therefore, we have proposed a hidden
neighbor relation in [2]. In experiments using the hidden
neighbor relation, we have confirmed that the tracking
accuracy improved. However, the problem of “False
Detection” is remained. In the next section, we propose a

method to improve tracking accuracy even if “False
Detection” occurs.

TABLE II. EXAMPLE OF HUMAN RECOGNITION RESULTS

Input Picture Pictures Ordered by Distance

P1_Front P2_Right P1_Right P3_Back …

2.760 3.208 3.476 …

P1_Left P1_Right P3_Back P2_Right …

2.119 2.679 3.117 …

Figure 2. Distribution of Correct/Incorrect Answers

III. DEALING WITH TARGET RECOGNITION ERROR

When we use a camera as a sensor, target recognition
error occurs because a person is not uniquely identified.
Therefore, a person who is not a target may be recognized as
the target; a person who is a target may not be recognized as
the target. The former causes “False Detection”, and the
latter causes missing the target by “Non-Detection.” Also,
two or more persons may be recognized as the same target.
In this section, we, first, explain an example of target
recognition error.

A. Example of Target Recognition Error

As an example, we show a person recognition method
proposed by Nishiyama [9]. It uses a picture database named
SARC3D [10] included in PETA dataset [11]. The SARC3D
consists of pictures of 50 different persons. Each person has
four pictures taken from four directions, front, back, left and
right. Therefore, the SARC3D has 200 pictures in total. 100
pictures are used as training data for parameters’ setting.
Table II shows a part of distance computed from an input
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picture and other pictures in remained 100 pictures. The
smaller value means an input picture and other picture is
similar. For example, P1_front picture (taken from the front
of person P1) is most similar to P2_Right (taken from the
right side of person P2), and second similar is P1_Right (take
from the right side of person P1).

The distribution of distances are shown in Figure 2.
Correct answer means the distance between two pictures of
the same person. Incorrect answer means the distance
between the pictures of other person. From Figure 2, we can
see the distance of the same person tends to be low, and the
distance of other person tends to be high. However, the
distance of correct answers and incorrect answers overlap.
Even if a distance is low, it is not always a correct answer.
Even if a distance is high, it is not always an incorrect
answer. In other words, when the distance between the
pictures of other person becomes accidentally low, human
recognition error occurs. This causes “False Detection.”

B. Reliability

Each picture taken by a camera is certainly different even
if they are the pictures of the same person. This sometimes
causes that a distance computed from a person who is not a
target is lower than a distance computed from a target person.
As shown in Figure 2, the graphs of correct and incorrect
answers have an overlapping part. That is, even if the
distance is low, it may be an incorrect answer. This causes
“False Detection.” To avoid “False Detection,” we introduce
reliability which uses n pictures instead of one picture.
Reliability is defined as (9).

������������(�) = 1 −�(1 − �(��))

�

���

(9)

In (9), �� is a distance computed from a picture, n is a
number of pictures used for the calculation of reliability.
When n is 3, we use continuous three pictures taken by one
camera to recognize a target or not. �(�) is a function that
returns a precision for a distance ��. Since the function �(�)
depends on a person recognition method, we have to make
function �(�) based on a person recognition method. An
agent recognizes a person as his/her target if equation (10) is
satisfied.

�����������(�) > �� (10)

In (10), �
�

is the threshold value. The threshold value

enables us to control “False Detection” rate. If the threshold
value �

�
is high, “False Detection” decreases, but missing a

target increases. The threshold value �
�

is low, “False

Detection” increases.
In addition, even if the “False Detection” rate is low,

two or more agents which are tracking different targets may
recognize the same person as their each targets. In this case,
“False Detection” should occur except on one agent.
Therefore, we adapt group expansion described in the next
section without the decision of their target. In the same

reason, we adapt group expansion when two or more
different persons are recognized as the same target.

Figure 3. Example of Group Expansion

C. Group Expansion

If �
�
is high, “False Detection” decreases, but missing

a target increases. To decrease the problem of missing a
target, we expand a group. A group consists of a target agent
in a node which found a target last, and copy agents in its
neighbor nodes. The agents try to find a target within their
nodes. When an agent misses a target, the target may go out
of the monitoring area covered by their nodes. Therefore, we
expand a group to cover the outside of the monitoring area.
An agent misses a target in the following cases.

 Case1: Non-Detection occurs.

 Case2: Reliability is less than a threshold value.

 Case3: Two or more different persons are recognized
as the same target.

 Case4: Two or more agents which are tracking
different persons recognized the same person as their
target.

We do not mention Case 1 in this paper, since this case is
already addressed in [2]. We, first, mention Case 3. Here, we
suppose that a target agent stays in node 1, copy agents stay
in node 2, 3 and 4 in Figure 3. Then, both agents in node 2
and 3 find target candidates. Since a target is one person, we
cannot determine which person in node 2 or 3 is the target.
Therefore, when the target moves to node 5 or 6, the agents
lose the target. Then, a group is expanded to cover neighbor
nodes of node 2 and 3 (node 5 and 6 in Figure 3). Since node
5 and 6 are monitored by group expansion, the target can be
tracked continuously. In a similar way, a group is expanded
in Case 4.

Case 2 is different from Case 3 and 4. We cannot find
expanded nodes because there is no person who is likely to
be a target. Therefore, we make a group expansion condition.
The group expansion condition is defined as (11).

�����������(�) > �� (0 < � < �) (11)

An agent uses n pictures to calculate reliability. When
reliability calculated from n pictures of the target is
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accidentally low, the agent recognizes the target as a non-
target. In equation (11), pictures less than n are used as group
expansion condition. Therefore, the group expansion
condition is satisfied, if the distance of one picture is high.
When the group expansion condition is satisfied at some, a
group is expanded to cover its neighbor nodes. By group
expansion, missing rate of a target can be reduced.

IV. EXPERIMENTS

We implemented a simulator to evaluate our proposed
method. In this simulator, we evaluated whether persons can
be tracked correctly in situations where person recognition
error occurs. As a picture recognition method, we use the
person recognition method proposed in [9], but we can apply
any other person recognition method.

A. Simulation Settings

Figure 4 shows the map used in this simulation. There are
nine cameras installed in each node. Since our system is
implemented in distributed manner, the number of cameras
does not affect our system performance. Maximum eight
persons are walking at the same time. Table III shows the
walking route of each person. Each person moves between
nodes in 5 seconds. For example, person P1 starts at node 1,
reaches at node 2 in 5 seconds and finally reaches at node 9
in 40 seconds.

In this simulation, we fix n on 3, therefore, three pictures
are used to calculate reliability. The threshold �

�
is set up to

be “False Detection” rate under 5%.

Figure 4. Simulation Map

TABLE III. WALKING ROUTE

Target ID Walking Route

P1 1→2→3→6→5→4→7→8→9 

P2 9→8→7→4→5→6→3→2→1 

P3 3→2→1→4→5→6→9→8→7 

P4 7→8→9→6→5→4→1→2→3 

P5 1→4→7→8→5→2→3→6→9 

P6 9→6→3→2→5→8→7→4→1 

P7 3→6→9→8→5→2→1→4→7 

P8 7→4→1→2→5→8→9→6→3 

In this simulator, a distance computed from a picture is
given as follows:

Rule1: If the target of an agent is in the detection range of
a sensor, an agent randomly get a distance from the set of
correct answers in Figure 2.

Rule2: If the target of an agent is not in the detection
range of a sensor, an agent randomly get a distance from the
set of incorrect answers in Figure 2.

In these rules, a target recognition error can be produced.
For example, when a target is not appeared in, an agent gets
distance from the set of incorrect answers according to rule 2.
If the distance is low, the agent recognizes that the target is
there even if the target does not exist. Then, a target
recognition error occurs.

Regarding group expansion, we implemented Case 2 and
3 in Section III-C except Case 1 and 4.

B. Tracking Results of Two Persons

In this simulation, two persons, P1 and P2 are walking in
the map at the same time. Figure 5 shows the tracking result
of P1. We can see an agent can track P1 exactly behind 3
seconds. The reason of being 3 seconds behind is that 3
seconds are necessary to take three pictures. Figure 6 shows
the tracking result of P2. When P2 moves to node 4, the
reliability did not exceed the threshold �

�
. Therefore, the

agent cannot follow with P2. However, copy agents are
distributed to node 1 and 5 (Figure 7) which are neighboring
nodes of node 4, since the group expansion condition is
satisfied at node 4. After that, when P2 moves to node 5, P2
is detected at node 5. As a result, the agent can continue the
tracking.

Figure 5. Tracking Result of P1

Figure 6. Tracking Result of P2
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Figure 7. Tracking Results of P2 Group Expansion at Node 4

C. Tracking Results of One to Eight Persons

Figure 8 shows the tracking results of one to eight
persons. The results are the average of 20 simulations. Figure
8 shows the rate of that a target and its corresponding agent
are on same node. As shown in Figure 8, even if the number
of targets increases, the tracking success rate does not fall. In
the case of 8 persons, the tracking success rate is 92.5%. For
comparison, we make a system that regards a person with
smallest distance as a target. The comparative system regards
a person with smallest distance as a target. In this
comparative system, when the number of persons increases,
the tracking success rate falls greatly. In the case of 8
persons, the tracking success rate is 67%.

V. CONCULSION AND FUTURE WORK

In this paper, we extend the method proposed in [2] to
address target recognition error. In this extension, we
introduced two concepts, reliability and group expansion.
The simulation results show the success rate of target
tracking is improved. We plan to evaluate the soundness of
our method in a real environment.

Figure 8. Tracking Result of One to Eight Persons
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Abstract— It is challenging to prevent various kinds of
offenses, such as bicycle theft or street snatching. Machine
learning techniques, like Support Vector Machine (SVM) and
Bayesian Network (BN), are considered to be promising
technologies to assess the risk of such offenses. However,
applying these technologies is not easy and some problems
include preparation of missing data, providing reasons, and
multi –level classification of risks. In this paper, we propose a
method to solve these problems. We applied our proposed
method on an example of risk information provision system on
bicycle parking lots; the results showed the effectiveness of the
proposed method.

Keywords; Machine learning; Support Vector Machine;
Bayesian Network; Risk Assessment.

I. INTRODUCTION

It is challenging to prevent various kinds of offenses,
such as bicycle theft or street snatching. PredPol, which
predicts crimes by using data of past offenses, has been used
in the city of Santa Cruz, California, USA, and, as a result,
contributed to decreasing the crime rate of that city [1].

The risk of accidents for a specified situation should be
assessed using many factors, and so it is difficult to model
crime occurrence mechanism mathematically. Machine
learning techniques like Support Vector Machine (SVM) and
Bayesian Network (BN) are considered to be promising
technology for this purpose.

However, we have the following three problems for
applying the techniques. The first problem is preparation of
missing data. Machine learning techniques require as
learning data both accident data that occurred in the past
and non-accident data that did not occur. The problem is
that, in general, non-accident data do not exist in the
database, and, in addition, accident data in the database
often have missing items in it. We should prepare such
missing data and data items. The second problem is
provision of reasons. Most machine learning techniques do
not present reasons for the assessment results, which makes
the user is doubtful of the results because he does not
recognize why the situation is unsafe. The third problem is
multi-level classification of risks. Machine learning
techniques can classify the situation into safe or unsafe.
Such a classification alone could not satisfy the user needs
for determining what behavior to take. Although some
techniques can provide the probability for the result, it is

unlikely to be the real probability for the occurrence of the
accidents due to the first problem.

We propose a method to solve the above three problems
when using machine learning techniques to assess the risk
of a specified situation based on accident database. As
target machine learning techniques, we use SVM [2] and
BN [3].

The rest of the paper is structured as follows. Section II
describes an Internet of Things (IoT) system, as an example
to which the proposed method is applied. Section III
addresses the three problems, and the Section IV provides
the method for solving them. We conclude the work in
Section V.

II. A RISK INFORMATION PROVISION SYSTEM ON

BICYCLE PARKING LOTS

This section describes an IoT system, as an example to
which the proposed method is applied: Risk information
provision system on bicycle parking lots [4], called RaBiPL.

Figure 1. Risk information provision system on bicycle parking lots
(RabiPL)

Figure 1 shows what devices the system uses and how it
works. The system provides risk information for a specified
situation to prevent from bicycle theft. This system works
with IoT bicycles [5], which have various sensors and
3G/WiFi connection. The server of the system at the service
provider site gets environmental information, based on
which it assesses the risk of theft for the situation. The
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results are provided to the user’s smart device upon request.
The server performs the risk assessment by analyzing the
environmental information stored on the server.

TABLE 1. ENVIRONMENT INFORMATION

Environmental information includes:
(1) Properties of bicycle, such as model and price,
(2) Regional characteristics, such as the number of crimes,
(3) Time, such as time zone and day of week, and
(4) Surrounding environment, such as pedestrian traffic.

TI shows the four types of environmental information and
the method to obtain it.

III. RESEARCH PROBLEMS

A. Problem1: Preparetion of missing data

Machine learning techniques require as learning data
both accident data that occurred in the past and non-
accident data that did not occur.

The problem is that in general, non-accident data do not
exist in the database, and in addition, accident data in the
database often have missing items in the data.

In the case of RabiPL, their victims report many bicycle
thefts, and their data are available on the Web [6], but each
data may have missing elements, such as bicycle’s color,
and weather in which it occurred. Of course, there is no data
for the situation where bicycle thefts did not occur.

B. Problem2: Provision of reasons

Most machine learning techniques do not present
reasons for the assessment results, which makes the user
doubtful of the results because he does not recognize why
the situation is unsafe.

In the case of RabiPL, if the system informs its user that
the risk that bicycle theft will occur in his situation is high,
only the result may not convince him to stop parking there.

Problem3: Multi-Level Classification of risks

Machine learning techniques can classify the situation
into safe or unsafe. Such a classification alone could not
satisfy the user needs for determining his behavior to take.

Although some techniques provide probability of the
result, it is not a true value for the accidents. Therefore, it is
necessary to show how high the risk is at multiple levels so
that the user can easily decide what to do.

In the case of RabiPL, users want to know that his
situation is not risky, a little risky, risky, or very risky so
that he can make a decision on whether he will park or not,
considering his need to do it.

IV. PROPOSED METHOD AND ITS APPLICATION

A. Preparation of missing data

We propose a method to solve the three problems
mentioned in Section 3 and describe its application.

1) Proposed method for preparation of missing data
To solve Problem 1, we propose the following

method to prepare accident data with missing data
items and non-accident data.
 Missing data items in accident data:
 What can be obtained with sensors: field work
 Others: randomly created value

 Non-accident data (the same number as that of the
accident data) :
 Place (Randomly selected from where the accidents

did not occurred)
 Time (Randomly selected)
 Others:
 What can be obtained with sensors: field work
 Others: randomly created value

“Field work” is to go where the specified situation can
be realized to collect data by using sensors.

2) Application to RabiPL
 Missing data items for theft occurrence data:
 Using the theft data on the Web [6]
 Obtaining regional characteristics from a Web

service by searching by the current location
 Missing data:
 Information on surrounding environment

(traffic lights, illuminance, etc.): obtaining the
data items by "field work" at the place where
theft occurred

 Non-theft occurrence environment data:
 Randomly selecting the same number of non-theft

data where no theft occurred in the publicly
available list of the bicycle parking lots
 Getting location of the lots
 Randomly selecting time and properties of the

bicycle
 Obtaining regional characteristics from location

with the Web service
 Collecting non-theft environmental data with

field work

Information to be
obtained

Method

1) Properties of bicycle Obtaining from the information the user registered

2) Regional characteristics
Using publicly available database to extract
information on specific region (using GPS sensor)

3) Time (hour, day, season) Obtaining from the time the user request issues

4) Information
on

surrounding
environment

Pedestrian
traffic

Using human detection rate (using human sensor)

Weather
Querying the weather service about weather
information on specific region (using GPS sensor)

Lightness
Obtaining directly from sensor data (using
illuminance sensor)

Temperature
and humidity

Obtaining directly from sensor data (using
temperature / humidity sensor)
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In the "field work", we collected data for five
minutes to use the average value of the measured
sensor data.

Using the above method, we made 25 theft
occurrence environmental data in the perfect form and
created 25 non-theft data, and we were able to prepare
50 cases in total.

B. Provision of reasons

To solve Problem 2, we propose the following method to
provide reasons and describe its application.

1) Proposed method for providing reasons
We adopt Bayesian Network [3] as the applied

machine learning technique, which is a probabilistic
graphical model (a type of statistical model) that
represents a set of variables and their conditional
dependencies via a Directed Acyclic Graph (DAG).
[6].

When using BN, intermediate nodes are chosen to
explain the reasons for the assessment results, which
have been an established common sense through
statistical analysis conducted so far.

Then, after the assessment, choose the factors from
those with higher risks than thresholds as the reason of
the assessment.

2) Application to RabiPL
From the analysis on the theft of bicycles [7], we

select the following four major factors as the
intermediate nodes of the BN.
・ Existence of those who want to steal
・ Low possibility of detection
・ Attractiveness of the bicycle
・ Easiness to steal

Then, we link all the factors to the intermediate
nodes. With regard to RabiPL, we linked all the
environmental information items to the four
intermediate nodes, as shown in Figure 2.

Figure 2.Relationship between intermediate nodes and environment
information

Figure 3 shows an example to show the reason of the
assessment result.
 The user wants to know why theft risk is high.
 The system selects the intermediate nodes that are the

major contributors of the result. In this case, two nodes:
“Low possibility of detection” and “Easiness to steal”
are chosen.

 The system selects the environmental information
items that contribute to the probability of the
intermediate nodes and exceed the threshold. In Figure
4, two items: “Pedestrian traffic” and “Time zone” are
chosen.

Figure 3.Relationship between intermediate nodes and environment
information 2

 The system provides abstract and detailed reasons for
the user, by using the intermediate nodes and
environmental information items, as shown in Figure 4.

Figure 4. Evidence presented example

C. Multi-Level classification of risks

To solve Problem 3, we propose the following method to
provide multi-level classification of risks and describe its
application.

1) Proposed method for multi level risk classification
We also adopt Bayesian Network as the applied

machine learning technique, which provides a
probability value with the result. As mentioned before,
the value is not the real probability of the occurrence of
the accidents because of the Problem 1.

Therefore, we propose the following method to
classify the result into N levels based on its probability
value.

n: the number of data items.

��: k th data item (k =1,..,n)
a) Create a sequence S� by sorting in descending

order of probability values

�� = ���,��,････,���

Where �(��) < �(����)

Theft

Intermediate node

Illuminance

Pedestrian traffic

Weather

Time zone

Annual income

Number of keys

Number of crimes

Population density

price

color

Type of bicycle

Humidity

Temperature

Security registration

Attractiveness of the bicycle

Existence of those who
want to steal

Low possibility of detection

Easiness to steal

Theft:High

Intermediate node

Illuminance

Pedestrian traffic:Low

Weather

Time zone:Night

Annual income

Number of keys

Number of crimes

Population density

price

color

Type of bicycle

Humidity

Temperature

Security registration

Existence of those who
want to steal

Low possibility of detection

Attractiveness of the bicycle

Easiness to steal

Risk：High ・Low possibility of detection

・Easiness to steal

Pedestrian traffic：Low

Time zone：Night
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b) Divide the sequence into N as follows.

�� = ���� , ････,����

Where � = 1, … . ,�

�� <
�

�
(� − 1)

�� ≥
�

�
�

c) Let a data d be at level K when satisfying the
following equation.

�(�����) < �(�) ≤ �(���)

Where �(���) = 0

������ = 100

2) Application to RabiPL
In the case of RabiPL, we set the number of

classification level to three: high, medium and low. The
number of training data used was 30, including 15 theft data
and 15 non-theft data.

Figure 5 illustrates how the proposed method determines
threshold values to classify a probability value into a certain
level. In Figure 5, the horizontal axis is the probability value
of the learning data: ��, and the vertical axis is the sequence
number i. The sequence numbers: 10 and 20 divide the set of
learning data into three levels, and so the corresponding
probability values P1 and P2 can be used as the thresholds
that classify a probability value into a certain level: low,
medium, or high.

Figure 5. How to determine the risk

We use six theft data and four non-theft data as test data
to evaluate the assessment results using the thresholds that
the proposed method determined. Based on this data, the
evaluation was made on multiple levels of risk
determination.

Figure 6. Evaluation on risk assessment

Figure 6 shows the probability values for test data, in
which data 1-6 are theft data and data 7-10 are non-theft
data. From this result, five out of six theft data are classified
into high or medium level, and three out of four non-theft
data are classified into low or medium level. This result
shows this method gives us a good classifier of the inferred
results.

V. CONCLUSION

We proposed a set of methods to solve three problems
that machine learning techniques have when they are
applied to the risk assessment based on accident database.
We applied the proposed methods to risk assessment for
bicycle theft, which shows a good performance of the
methods, although a relatively small number of data are
used for the experiment.

The proposed methods should be applied to risk
assessment for other types of accidents so that it can prove
useful more widely.
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Abstract—In this work, we present and evaluate a concept for
using an integrated environment sensor as a wearable spirometer.
Unlike a standard spirometer that by design is fairly bulky, our
device can be unobtrusively integrated into various configurations
suitable for long-term use in everyday settings (open headset,
regular face mask, and professional sports mask). The sensor
measures the transient change in air pressure, humidity and
temperature in front of wearers’ mouth and nostrils. We present
our hardware design and signal analysis methods needed to
extract breathing rate information. We compare the results
with a standard spirometer. Moreover, a calibration between
the BME280 sensor and the spirometer is performed, having
both working in parallel. We show that our approach is able to
distinguish between normal breaths and deep breaths, as well as
to capture the period and magnitude of the breath cycles, with a
wearable device that can be used in everyday scenarios, as well as
sport activities. The classification accuracy is 96% in face mask
settings and 82% in an open headset setting. We also show that
the sensor is able to approximate air volume by comparing the
sensor’s pressure channel to the spirometer’s flow rate results.

Keywords–Wearable technology; Head-mounted sensing;
Spirometry; Respiration detection.

I. INTRODUCTION

Nowadays, wearable devices have a wide range of capabil-
ities to monitor users’ vitals and physical activities, such as
heart rate and the number of steps taken; however, there has
been a lack of emphasis on breathing detection during everyday
scenarios.

Spirometry is an important established medical procedure
to determine lung capacity and oxygen intake [1]. Studies
have shown oxygen intake has a direct correlation with
body composition and physical conditioning, such as cardio-
respiratory performance [2][3]. Spirometry is important not
only in physical fitness related activities but also in one’s daily
professional life.

Figure 1. A common Pneumotachometer type spirometer requires all the
airway directed to the sensing element.

Sigh rate is a clear indication of mental stress [4], and
sufficient deep breathing can also effectively reduce stress

and anxiety [5][6]. Lung capacity is also an indicator of
development or stage of recovery of various illness [7][8].

However, all of the spirometry is carried out under a testing
environment such as in a lab or clinic. As mentioned in
various studies, such an environment cannot fully reflect every
aspect of the participants’ daily life [9]. The traditional digital
pneumotachometer spirometer requires a fine mesh of typically
7 cm in diameter as the sensing element, as well as a mouthpiece
that directs all the airflow into the sensing element, as illustrated
in Figure 1. This is because the standardization of spirometry
requires a laminar airflow passage that has a total resistance
to the airflow at 14L · s−1 smaller than 1.5cmH2O ·L−1 · s−1,
considering any mechanical structure between the person and
the sensing element including tubing, valves, filters, etc., as well
as water vapor condensation [1]. Therefore, it is not practical
to transform the traditional spirometer into a wearable device.

Figure 2. (a) (b) prototype as an open-air headset. (c) prototype fitted into a
professional training mask (TRAINING MASK 3.0). (d) prototype fitted into

a regular dust respirator (3M 8710E) [10].

The contribution of this work is three-fold:

• We have developed a wearable system to continuously
monitor respiration using a small atmosphere monitoring
Integrated-Circuit (IC) sensor.

• We compare our system with an off-the-shelf hand-
held spirometer. The result proves there is a consistent
relationship between the two different sensors during
breathing.
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Figure 3. Proposed configuration for simultaneous data collection.

• We demonstrate that our system alone is capable of
detecting breathing instances, and recognizing between
normal and deep breaths.

The rest of the paper is structured as follows: In Section II,
the state-of-the-art is reviewed. In Section III, the form factors
of this work are described. In Section IV, the hardware and
the configuration of the system are described. In Section V,
we explain the first of the performed studies regarding the
calibration of the system: experiments, data processing, and
results. In Section VI, we expose and explain a use case study:
experiments, data processing, and results. Finally, in Section
VII, we conclude our work and mention new ideas to further
evaluate the system.

II. RELATED WORK

A wide range of wearable technologies is being developed in
respiratory monitoring [11]. Some examples are belt transducers
that measure the change of chest perimeter such as the
commercially available Pneumotrace II by AD Instruments;
sternum or belly positioned smartphones recording the accelero-
metric signals [12]; sound based wheeze detection [13] and
breathing rate detection [14]; and deriving breathing rate from
pulse oximetry [15]. However, as the sensors are not directly
positioned in the air flow passage, most of the modalities focus
on breathing rate and not on air volume during the respiration
act, and are prone to noise and motion caused influences, thus
most of the studies conducted require the wearers to remain
still.

III. FORM FACTORS

In this work, we measure the parameters of a fraction from
the airflow including pressure, temperature, and humidity. These
physical parameters can be measured by miniature integrated
sensors, such as the Bosch BME280 with the dimension of 2.5
mm-by-2.5 mm (Figure 2(d)).

There are already several form factors where the sensors
can be integrated. In many professional workplaces, there are
slim headsets that position a small microphone in front of the
mouth. Particularly in Asia, respiratory masks are commonly
used to fend off pollen, epidemic, and pollution. While the
acceptance of such surgical masks may be a matter of debate
in other cultures, fashionable designs are already emerging to

Figure 4. A difference of length cycle before vs. after thresholding

improve the acceptance, such as Vogmask and Airinum. In
sports, there are also training masks that restricts the air intake
to increase the training intensity, such as Training Mask [16]
in Figure 2(c).

IV. PROTOTYPE

We integrate the small BME280 sensor (Bosch) in each
of these form factors to examine the output as the wearers
do normal and deep breathing. The different settings (headset,
training mask and cotton mask) are shown in Figure 2. In the
headset case, the airflow out of the mouth and nostril are not
directed to be focused on the sensor; for both of the masks, the
sensor is in a closed chamber. The cotton mask has a filtering
effect on both the inflow and outflow of air. The training mask
does not have a filter, but an adjustable valve.

The system consists of a BME280 sensor measuring
pressure (units in Pascal); temperature (units in Celsius) and
relative humidity (units in percent) (Figure 2(d)). In our pilot
study prototype, we use an Adafruit BME280 module. But
the actual sensor measures only 2.5 mm, which can be easily
integrated into any headpiece/mouthpiece form factors. The
sensor readout is controlled by an ATMEL microcontroller
through an I2C bus. The microcontroller then communicates
with an RN42 module via UART, forwarding the data to an
Android application for visualization and recording sensor data.

V. SYSTEM CALIBRATION

A. Experiment
Our goal is to investigate how the sensor data relates to an

off-the-shelf spirometer in estimating the volume of air. For
that reason, we are interested in capturing the actual breathed
volume from both sensing systems running in parallel. In Figure
3, the proposed configuration is depicted, which consists of
the spirometer and the training mask connected to each other
using a plastic cone sealed on both extremes by a black tape.
To evaluate this setup, 5 participants are asked to perform the
following 4 experiments:

1) 3 seconds inhale, 3 seconds exhale,
2) 3 seconds inhale, 3 seconds retaining the breath, 3 seconds

exhale and 3 more seconds sustaining. The whole sequence
is considered a cycle,

3) monitoring breathing while watching a video,

76Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-676-7

UBICOMM 2018 : The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                           87 / 153



Figure 5. Magnitude relation between spirometry and BME sensor for participant 1

4) monitoring breathing while walking outdoors.
The height range of the participants is between 160 cm and

190 cm, and the weight ranges from 52.3 kg and 100 kg.

TABLE I. MAGNITUDE RELATION PARAMETERS FOR
ALL PARTICIPANTS AND EXPERIMENTS

Participant Experiment 1 Experiment 2 Experiment 3 Experiment 4

1
std=0.328 std=0.442 std=0.310 std=0.278
slope=0.931 slope=0.897 slope=0.806 slope=0.951
mar=0.234 mar=0.307 mar=0.222 mar=0.1970

2
std=0.380 std=0.553 std=0.235 std=0.292
slope=0.896 slope=0.933 slope=0.954 slope=0.923
mar=0.260 mar=0.438 mar=0.1503 mar=0.192

3
std=0.166 std=0.260 std=0.174 std=0.254
slope=0.976 slope=0.937 slope=0.958 slope=0.943
mar=0.128 mar=0.176 mar=0.118 mar=0.166

4
std=0.6478 std=0.524 std=0.470 std=0.390
slope=0.751 slope=0.793 slope=0.772 slope=0.900
mar=0.437 mar=0.432 mar=0.345 mar=0.2711

5
std=0.531 std=0.344 - std=0.245
slope=0.822 slope=1.10 - slope=0.941
mar=0.328 mar=0.244 - mar=0.181

For a more precise measure of the breathed volume, we
let the users perform these 4 experiments using the mask with
the sensor on it and the spirometer in parallel so that the two
sensors can simultaneously capture the sequences of breathing
cycles. All the experiments are recorded for 7 minutes. The

Experiment 1 and 2 are performed with help of an Android
application, which is intended to guide the users throughout
a series of breathing routines for calming, relaxing or helping
against stress. It is necessary to mention that the application
has been only used to provide a visual guide to the participants,
but the sequences described in there have not been followed
accordingly. The third experiment is recorded while watching
a video and the latest, walking outdoors. The latter two do
not follow any determined cycle, only normal breath events
are captured. The participants are asked to perform three fast
initial exhalations as a synchronization point to facilitate the
posterior analysis of the signals.

B. Calibration Data Processing
Since the study involves multiple units, every experiment

recording is normalized so that the average value is 0 and the
standard deviation is 1.

The fact that the BME280 sensor and spirometer are placed
at different locations in the airway passage may cause the
signals from the two instruments to differ from each other.
Especially the BME280 may be facing the nostrils and the
mouth of the user in a different location and angle, because the
facial structure of everyone is different. This may also contribute
to deviations of the signal quality across participants.
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Figure 6. Effective volume relation between spirometry and BME sensor for participant 1

We chose the pressure sensor channel because it measures
a similar physical parameter to the spirometer. Due to de-
synchronization between the two sensors, a previous processing
of the signals is necessary in order to compare the two
sensors regarding matching breathing cycles. The spirometer
and BME280 sensor signals are normalized and interpolated,
matching their different time steps. We apply simple average
filtering to remove small fluctuations in the signal samples.
Then, the signals are segmented by peak detection: positive and
negative peaks are located based on a prominence threshold
of 20% of the signal’s standard deviation. From the detected
peaks, we calculate the length between each negative peak
location corresponding to a breath cycle. An example is shown
in Figure 4 (top). Due to interpolation, the cycles might not
be perfectly aligned so a subtraction of this delay is needed,
making the length of cycles from both sensors match better.

Then, we want to match the cycles that have similar length

in both sensors. But there may be missing or false positive
cycles in either sensor, therefore the solution is to find similar
patterns in the change of cycles in both sensors. Thus Dynamic
Time Warping (DTW) is used to match the patterns in the
change of cycle lengths by finding the best matches. The result
is also shown in Figure 4 (bottom). From the DTW result, it
is obvious that while some cycles match exactly, some have
greater differences. Except for the cases where the two cycles
are actual different events, this may also be caused by the fact
that from one sensor, one cycle is repeated by the DTW to
’stretch’ this point so that later patterns can match the other
sensor. An empirical threshold is set to eliminate those cycles
whose distance is not reasonable. In Figure 4, the green marks
on the plot indicate the cycles accepted by the threshold, and
those at zero are rejected.

After this data processing, most of the accepted cycles are
matching each other. Figure 7 illustrates 10 cycles of both
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sensors cycles after processing.

C. Results
Once subtraction for alignment and threshold for outlier

elimination have been set, we extract each of those acceptable
cycles to perform a deeper analysis. Those selected ones are
once again interpolated and plotted. For a clearer picture of
their correlation, we plot the magnitude of the pressure channel
(BME280) against the magnitude of the flow rate (spirometer),
resulting in Figure 5. Every point corresponds to a sensor
sample. A clear positive relation is noticeable for all 4 cases.
Around 0 there is a vertical belt area, where a large dispersion
caused by airflow delay from the BME280 sensor’s location
to the spirometer, and misalignment between the two sensors,
making the variance around that area larger than in the regions
located on the extremes. It is especially visible in the retain
experiment. Thus this vertical belt is removed in the following
evaluations.

We use linear fitting within each experiment’s BME280
sensor’ pressure channel and spirometer’s flow rate scatter plot.
The vertical distance from a sensor sample point to the fitting
line is the residual, which tells us how far the flow rate value of
this point is away from the fitting line with the same pressure
value. We use the mean value of the absolute residuals (mar)
as a measure of how dispersed the data is away from the fitting
line.

In Table I, the values for all 5 participants and the 4
experiments are depicted. Due to faulty hardware, experiment
3 for participant 5 failed.

Figure 7. 10 overlapped cycles after matching

Figure 8. Valid breath cycle vs. outlier breath cycle

Even though it depends on the subject and experiment, it
is possible to observe that often the mar values of Experiment
2 are the largest. This can be contributed to the retaining and
sustaining parts of the breathing cycles described as part of
Experiment 2. These assumptions could explain such values in
Table I.

Later on, we calculate the 6th feature, the Effective Volume
(explained in Section VI-B), on both training mask and
spirometer data because this feature has a positive correlation
with the amount of air breathed. In Figure 6, every point
corresponds to a detected breathing cycle showing a linear
dependency between the Effective Volume of pressure channel
and the Effective Volume of the spirometer’s flow rate. This
means that the estimation of air volume of BME sensor and
the spirometer are positively correlated. In the subplot up left
of Figure 6, there are a few breathing cycles which are not
close to the fitting line.

To illustrate these outlier cycles, we plot in Figure 8 one
valid detected cycle against one of these such outliers so the
difference between them can be observed. These outliers may
not exactly be the same breathing event because the peak-
to-peak distances of the two instruments do not match each
other.

VI. USE CASE STUDY

A. Experiment
For the headset, training mask and cotton mask cases, we

invited 4, 7 and 4 people to perform experiments according to
the following sequences:

1) 5 deep breaths, apnea for 5-8 seconds, and 5 more deep
breaths,

2) a continuous series of 5 normal breaths, 5 deep breaths,
5 normal breaths, and 5 deep breaths,

3) a continuous series of 5 deep breaths, 5 normal breaths,
and 5 deep breaths
For the training mask, the participants performed all of
the 3 sequences once while seated in a room, and once
walking in a hallway.

For the cotton mask and headset, only seated data is
recorded. When people wear a headset, the piece pointing at
the mouth may have varying distances to the mouth. Therefore,
in the headset case, we let the participants adjust the piece
with 2 cm, 4 cm, and 6 cm distance to the lips, and recorded
the 3 sequences once in each distance.

The height range of the participants is between 160 cm
and 190 cm, and the weight ranges from 52.3 kg and 100 kg.
An example of the resultant signals from the second sequence
in each of the cases can be observed in Figure 9. We use a
spirometer SPR-BTA Inlet Vernier for reference, letting the 7
participants from the training mask perform the same sequences
with the spirometer while seated. The spirometer airflow signal
of the same participant from Figure 9 is shown in Figure 10.

From Figure 9, it is obvious that pressure, temperature, and
humidity behave differently in the three settings. In the open-air
headset setting, the air pressure is greatly influenced by the
environment and only gives visible peak under a deep breath.
Temperature and humidity offer a distinguishable signal, but
have a drifting effect: both values increase with continuous
deep breath and decrease with a normal breathing. The average
values of all three channels are also lower than the other two
settings which are in a closed chamber.

In the cotton mask setting, the humidity is always saturated
to 100% due to the filtering material blocks humidity from
dissipating. Pressure and temperature show clear distinguishable
signals for normal and deep breathing. The temperature still
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Figure 9. Signal examples from the BME280 sensor in different form factors of the participant performing alternating sequences of normal and deep breaths, the
sampling rate is 50Hz

Figure 10. Signal example from the spirometer of the participant performing
alternating sequences of normal and deep breaths, the sampling rate is 50Hz

Figure 11. Confusion matrix of three cases

shows slight drifting, which is possibly contributed by the heat
isolation property of the material.

In the training mask setting, the pressure and temperature
showed a similar response with the cotton mask. The difference
of the training mask is that the air flow in and out of the mask
is an open, unfiltered airway. This contributes to less shifting
in the temperature value, and the humidity is also no longer
always saturated.

B. Machine Learning Data Processing
First, the same normalization method is applied to the

signal for every experiment recording in its entirety. We apply
simple average filtering with a kernel size of 1-by-15 to remove
small fluctuations in the signal sample. The signal is then
segmented by peak detection: positive and negative peaks are
located based on a prominence threshold of 20% of the signal’s
standard deviation, as shown in Figure 9. Since the experiment
only included normal breathing paces, if there are multiple
negative peaks within 2 seconds, only the deepest peak is kept.
A negative peak between two positive peaks is marked as a
segment point, the signal between two of these points is taken
as one breathing instance or one window. Every instance is
manually annotated as ground truth by assigning normal and

deep breath labels. The precision and recall of detecting a
breath through said peak detection are 95.6% and 99.1%.

For every breathing instance D(t), we calculate the follow-
ing features to represent the signal:

1) average value of D(t),
2) absolute range: max(D(t))−min(D(t)),
3) standard deviation of D(t),
4) kurtosis of D(t),
5) length of the window (negative peak-to-peak distance),
6) effective volume: first Base(D(t)) is calculated as the

linear function that connects D( f irst) and D(last), then
the sum value of D(t)−Base(D(t)) is taken as the effective
volume.

C. Recognizing Breath Types
From visual inspection of the data, we selected the optimal

sensor channel for every case: headset - temperature, training
mask - pressure, cotton mask - pressure. Although other
channels may also be possible for a candidate, such as the
humidity in the headset case and the temperature in both mask
cases, how to combine different sensor channels will be part
of the future work.

For each participant, we evaluate how well the normal and
deep breaths can be separated by cross-validation using a cubic
Support Vector Machine (SVM) classifier with the six features.
Figure 11 shows the result as confusion matrices. The value
in every cell is the summary of the individual results and
normalized to the total amount of ground truth samples. The
accuracy is above 96% in training mask and cotton mask cases,
while 82.4% in the open-air headset case. This also agrees with
the signal examples in Figure 9 and suggests that the sensors
perform better in a restricted airflow for detecting normal and
deep breaths.

Next, we use the Neighborhood Component Analysis (NCA)
[17] to decide which features play more important roles in
separating the two different breathing types. NCA takes the
prediction accuracy as a goal function of additionally assigned
weights to the features for every observation as variables. The
goal function is continuously differentiable, thus the local
maxima point can be found with optimization algorithms, where
a combination of the feature weights results in a maximum
prediction accuracy.

We use the fscnca method implemented in the Matlab
Machine Learning Toolbox with default settings to perform
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Figure 12. Feature weight after neighborhood component analysis.

NCA on a per-person basis, and then calculate the average
weight for each feature within every form factor. The resulting
featherweights are shown in Figure. 12. A higher value means
the corresponding feature is more relevant for recognition. From
the result, the 5th feature (window length) and the 6th feature
(effective volume) are more relevant in all three form factors.
For the cotton mask and training mask form factors, the 2nd
feature (absolute range) is also relevant. The remaining features
have close to zero weight. This result can be used to further
optimize the feature calculation process.

VII. CONCLUSION AND FUTURE WORK

From our pilot study, it is clear that the integrated atmo-
sphere sensor, which measures air pressure, temperature and
humidity, can be used to detect breathing events and distinguish
normal and deep breaths in different form factors including face
masks and an open-air headset, thanks to the small footprint
of the sensor. The algorithm consists of simple filtering, peak
detection, and 6 features are calculated. The sensor is also
shown to be able to estimate the air volume by comparing with
a spirometer.

In our future work, we will work on improving the accuracy
of detecting deep and normal breaths for the reasons that this
form factor is more acceptable and can be integrated with other
head-mounted wearable devices, such as headphones or smart
glasses. In particular, we will investigate utilizing more than
one channel instead of selecting a single optimal channel, or
using two opposite-facing sensors as a differential setting to
reduce the influence of the environment.

We will also conduct experiments in outdoor or more active

scenarios, and use case studies especially in sport and fitness,
including user feedback and assisted training.
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Abstract—As the number of Location-Based Service (LBS)
users grows steadily worldwide, the need for data protection and
privacy-respecting methods and standards grows with it. There
exists a big variety of privacy enhancing approaches by now.
However, very few seem to have explored the impact of time on
people’s sense of privacy. In this work, we attempt to answer
the question whether and to what degree privacy concerns with
respect to location sharing are time-dependent or not. For this
purpose, we designed and carried out 2 different user studies, a
Web survey and a 4-week long experimental study. Our analysis
shows evidence towards an existing dependency between time and
the users’ willingness to share their location. Moreover, the effect
appears to be highly user-specific and correlates with certain
personal features, such as conviviality and the general personal
view on privacy and data protection.

Keywords—Data protection and Privacy; Location Based Ser-
vices; Semantic Trajectories and Locations.

I. INTRODUCTION

In recent years, mobile service providers rely increasingly
on context and in particular on location awareness in order
to raise the quality of their service. As a result, the num-
ber of Location-Based Service (LBS) users has experienced
enormous growth worldwide. Only in the US, it has been
doubled in the last 5 years and expected to reach 242 million
in 2018 [1]. Location-Based Services go nowadays beyond
the sole knowledge of the coordinates of some single point
on a map, e.g., for navigation purposes. Moreover, they make
use of additional knowledge about the location, such as its
type, corresponding activities and its opening hours, in order
to be able to provide targeted recommendations to the users.
In this case, this kind of semantically enriched locations may
be referred to as semantic locations and the corresponding
trajectories as semantic trajectories [2]. Semantic trajectories
support an application-oriented and thus a more sophisticated
way for modeling, analyzing and predicting human movement
patterns like in [3]–[6]. Since most modeling approaches are
data-driven, a large amount of tracking data is necessary in
order to achieve a good performance. However, large high-

quality datasets are hard to find. Rising privacy concerns and
strict privacy guidelines further aggravate this problem. Two
recent reports underpin this fact and show that almost half of
teen and over a third of adult smartphone app users have turned
off the location tracking feature at some time on their phones
or tablets because they worried about who might access their
data, [7] and [8].

Due to this fact and due to privacy becoming a generally
very important issue of our data-overflowing society, many
developers and researchers lay their focus on finding new
methods to protect the privacy of LBS, and not only, users.
This led to the emergence of so called Privacy Enhancing
Technologies (PET) [9] and Privacy by design approaches [10].
These aim at taking human values and privacy explicitly into
account and incorporating them into the development process
of services, while at the same time acting in accordance
with the data protection laws. There exists a great variety
of different approaches and ideas behind these methods. In
the location and tracking scene, current works base primarily
on spatial obfuscation techniques, such as GPS grid masking
[11] and spatial cloaking [12] to name but a few. According
to these techniques, certain location types or spatial areas
that are considered to be sensitive, such as hospitals, are
being obfuscated either by reducing the spatial resolution or
by anonymizing single individuals behind a bigger group of
people.

However, the aforementioned methods are static and despite
the dynamic nature of human behaviour none seems to have
investigated the impact of time on the users’ privacy concerns
so far. In the presented work, we attempt to explore whether
and to what degree time affects the users’ sensitivity when it
comes to providing information about their location. In other
words, we want to find out if there exist situations, in which
a user experiences a certain location sometimes more and
sometimes less critical in terms of revealing the particular
location. For instance, a visit to a bar in the evening might

82Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-676-7

UBICOMM 2018 : The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                           93 / 153



for some users be alright to share, whereas a visit to the
same bar in the morning not, especially when social standards
and values are taken into account. Adapting to this kind of
potential temporal privacy concerns would make location-
based applications more trustworthy and user-friendly. In order
to explore such temporal effects, we conducted and evaluated 2
user studies, an online survey and a 4-week long experimental
study. During both studies, the participants were asked to
provide information about their willingness to reveal their
location together with a brief explanation.

The rest of this work is structured as follows. In Section
II, we provide a brief overview on some of the most related
work in the field of privacy and privacy protection. Sections
III and IV describe in their first parts the details of our two
user studies. Their second parts include our evaluation results
and interpretations. Finally, in Section V, we summarize our
work and provide some concluding thoughts.

II. RELATED WORK

The first part of this section provides insight into some
basic work in the theory of privacy and privacy protection.
The second part gives a short overview of location protection
related work used in Location-Based Services.

A. Privacy Theories

A big variety of privacy theories has been developed so far.
Here, we discuss two of these theories, which have been most
frequently applied over time and verified by diverse studies:
the privacy theory by Westin and the privacy regulation theory
by Altman [13].

The privacy theory by Westin was developed in 1967 [14].
In his work, Westin regards privacy as

the claim of individuals or groups, to determine for
themselves when, how and to what extend informa-
tion about them is passed on to others.

When privacy is viewed in the context of social interaction,
Westin describes it as

the wilful and temporary withdrawal of a person
from the general society.

His theory supports the existence of different levels of privacy
that can be determined based on the following four states
(or dimensions) of privacy: Solitude, Intimacy, Anonymity and
Reserve and their corresponding degree of achievement. In
addition, Westin found in [15] that the driving factors behind
privacy attitudes depend on the one hand on the individual’s
level of distrust in companies or institutions and on the other
hand on her fears of technology abuse, a fact that applies very
well to our LBS use case. Westin’s fundamental work led to
the development of scales for measuring privacy such as the
Marshall dimensions of privacy preferences described in [16].

Altman’s privacy regulation theory [17] extends and refines
in part Westin’s work. In Altman’s view, privacy is a dynamic
rather than a static interaction withdrawal process, in which
individual people (or groups of people) selectively control

the access to themselves. In particular, his theory takes into
account that people may open themselves to others at a certain
time and close themselves off at another time. Thus, people’s
desired privacy level changes over time, a fact that can be
attributed to different external or internal factors. Altman
further describes an optimization process with two ends and
an optimal interaction level somewhere in the middle. On the
one hand, there is the end with too much interaction and on the
other hand, the end with too little interaction. Both ends are
considered to be unsatisfactory. The ideal privacy level, i.e., the
optimal level of interaction lies in-between, can change over
time and is different for each person. Finally, Altman’s theory
considers a set of behavioural mechanisms that can serve to
achieve the desired level of social interaction and thus, of
privacy. Verbal, para-verbal and non-verbal behaviour, as well
as, similar to Westin’s work, physical (territorial) distance and
isolation from the rest represent some of them.

Westin’s and Altman’s work has been often applied and
adapted respectively to match the requirements of our techno-
cratic society, in which the physical world merges increasingly
with the virtual one. Work, such as in [18] and [19], extend
privacy by adding the notion of roles and boundaries in the
virtual space and defining in this way virtual territories.

B. Privacy Protection Methods for Location-Based Services
and Applications

Due to location being a strong personal identifier, privacy
protection methods are an essential part of LBS. The location
history of LBS users reveals loads of private and sensitive
information about the user, which in turn may be used to
provide deep insights into their personal lives, their identity,
as well as into their personality and character. This makes
location data particularly critical. Therefore, their protection
is of great importance. There exist various location protective
approaches. k-anonymity and l-diversity, represent two of them
and are briefly introduced below.

k-Anonymity is a so called spatial cloaking technique. It
builds up a coarse, cloaked area over the location of a single
LBS user and enlarges it until k− 1 other persons (users) are
included in it [12] [20]. By doing so, the LBS provider or an
attacker cannot distinguish an individual entry of a single user
from at least k − 1 other entries in the cloaked area and thus
the single user remains unidentifiable. It is self-evident that
the value of k plays a significant role in the performance of
k-Anonymity.

The so called Feeling-based Privacy model of Xu et al.
relies on the k-Anonymity method and considers privacy and
its protection as a feeling of the user [21]. For this reason, it
is difficult to find a practicable value for k and thus to reduce
the feeling of the individual user to a numerical value. In the
Feeling-based Privacy model, a user is able to set indirectly
his desired anonymity level by defining spatial areas in which
he generally feels secure and comfortable, the so-called public
regions. The entropy of the selected areas is used to describe
their popularity, which in turn is used as the anonymity level
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for subsequent requests to the LBS, and must be guaranteed
to the user. The result is a more personalized version of k-
Anonymity. However, both approaches wouldn’t work if the
k−1 other users were in a group, that is, if the corresponding
k − 1 (user-ID, location)-tuples contain same sensitive values
as, for example, the same exact location. In this case, the
cloaked area would be small and might fall inside a large
critical location such as a hospital area. This would allow an
attacker to still know the whereabouts of a user.

l-Diversity was introduced to solve this problem [20] [22].
This method extends the k-Anonymity approach by ensuring
that the (user-ID, location)-tuples of a certain cloaked area
contain at least l − 1 different location types. This leads to a
further enlargement of the cloaked area until it covers l − 1
different locations.

In the aforementioned methods, the exact position is ab-
stracted by including other users or different locations into the
region of interest. This makes it difficult for LBS providers
or an attacker to gather private and sensitive information
and draw conclusions upon it. However, semantic information
about the k−1 included locations can still become problematic
for both models. For example, it is imaginable that a cloaked
area contains only semantically similar places. In this case,
it would be possible for an attacker to assign a semantic
meaning to the whole area. This could be for instance the case
if the cloaked area consisted solely of health service places,
such as hospitals or medical specialists. An attacker could
conclude that users from this cloaked area have either health
problems or know people that have health problems or work
in the health service domain. Similarly, if the cloaked area
referred to a university campus, an attacker could conclude
that the users are either students or belong to the academic
staff. Although personal information is being revealed in
both cases, the first (hospital) case is regarded as a more
critical piece of information. Thus, locations show a different
degree of sensitivity depending on their type. For this reason,
recent approaches aim at protecting the semantics, that is,
the meaning of locations as well, such as in Damiani et al.’s
framework [23]. Lee et al. present in their work also such a
semantic cloaking method, where cloaked areas are built up
based solely on different semantic location types [20].

Finally, in [24], Marconi et al. extend the core idea of Xu et
al. by interpreting feelings as dynamic, time-varying features.
In their work, they define and evaluate new attacker models
that have additional access to temporal information, such as
the distribution of anonymized entries over the day. It could
be shown that as soon as the factor time is included in the
attacker models, the privacy protection assumed in the Feeling-
based Privacy model could not be maintained. Moreover, their
work is in line with our assumption that when it comes to
privacy, time plays a major role. In contrast to the presented
work, both Marconi et al. and Xu et al. evaluate their work on
synthetic data and their focus lies primarily on the optimization
of depersonalization servers.

III. USER STUDY I

A. Overview - Description

Our first study included two parts. The first part aimed
at establishing possible connections between demographic as
well as personality characteristics and the sense of privacy
among the participants. In the second part, we focused on
learning more about the use of LBS running on smartphones
with respect to privacy and willingness to share their location.
For this purpose, we confronted the participants with the
question whether they believe that the sense of privacy is
time-dependent in various contexts. The goal was to identify
the circumstances, with respect to time, under which, people
would most likely reveal their data. In addition, the obtained
data of this first study served also an additional purpose,
namely as basis for the design and the content of our app in the
main, experimental study described in the following Section
IV. That is, we used the gained data in order to modify the
app accordingly and be able to provide our participants with a
high usability. This is particularly important when conducting
a long user study, because users tend to close or remove apps
with low usability more often.

For the purpose of our first study, we used the Google
Forms online survey platform [25]. We asked a total of 52
people, which we recruited via email. Approximately three
fourths of the participants were 18-25 years, with most being
in education (e.g., college or university students or trainees).
The rest of the participants were uniformly distributed within
the range of 25-65 years old. In addition, three fourths were
male and about 80% show a strong to very strong affinity for
technology.

B. Evaluation

Due to the limited space, in this section we will focus on
the most interesting findings. Figure 1 shows an interesting
but also expected trend with regard to location data protection
and the personality trait of conviviality. It can be seen that
the more sociable and extrovert people are, the less they care
about the protection of their location data. That is, people that
enjoy being more often with other people are more relaxed
with the idea of sharing their location, even with other parties.
In Figure 2, we can see the relation between location data
protection and whether the participants consider privacy to be
time-dependent or not. It is apparent that particularly people
who do not pay big attention to the protection of their location
data, do not consider privacy to be time-dependent. The other
way round, a large part of the people that care for their privacy
and to whom location data protection is important, consider
the sense of privacy to be changing over time. Our correlation
analysis resulted in a two-tailed significance of 0.03 and a
Pearson correlation coefficient of −0.302, which underpins the
indication of an inverse correlation between the two items.
Figure 3 presents the results of the belief that privacy is a
time-dependent feature in relation to the participants’ affinity
for technology. What stands out in this figure is that solely
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Fig. 1. Conviviality vs. Location data protection.
1: self-effacing and introvert, 5: sociable and extrovert.

“Yes” represents: “Yes, Location data protection is important to me”.

Fig. 2. Time-dependent sense of privacy vs. Location data protection.
1: “No, it isn’t time-dependent”, 5: “Yes, it is time-dependent”.

“Yes” represents: “Yes, Location data protection is important to me”.

people with a strong affinity to technology take the view that
privacy is indeed a time-dependent feature. This can be partly
attributed to the fact that people interested in technology, know
more about its potential, both positive and negative one. Thus,
they might be more aware of situations where sharing location
data can be critical and where flexible, time-dependent privacy
rules could be of great importance. In general, it has been

Fig. 3. Affinity for technology vs. Sense of privacy is time-dependent.
1: “I’m not interested in technology”, 5: “I’m very interested in technology”.

noticed that the interviewees have very divergent views on data
protection and privacy. Some participants were not interested
in data protection at all and have no problem being tracked
everywhere and at any time. Other, however, consider data
protection to be extremely important and want to be tracked
as little as possible or even not at all. A significant group of
the participant lie in-between by stating that they agree with
sharing their location data only when it is necessary or brings
practical benefits with it, e.g., for navigation purposes.

IV. USER STUDY II

A. Overview - Description

This section discusses our experimental study. Scope of
this study was to identify existing time-dependencies with
respect to privacy concerns in a real-world dataset scenario
and confirm this way the results of our survey described in
the previous Section III. During our experiment, we tracked a
total of 10 mobile phone users over a period of 4 weeks. In
addition to the GPS tracking running in the background, the
users were asked to provide additional information or answer
a small set of questions whenever they changed their location
as described below:

• Location type: E.g., “restaurant”, “chinese restaurant”,
etc.

• Purpose of visit: E.g., “Eating with friends/family”,
“celebrating Christmas party”, etc.

• Would you share this location at any time? “Yes”,
“No”. In case of “No”, the user is additionally asked to
add the reason.

• Rating bar: The user is asked to rate the experienced
intrusion of his privacy with respect to sharing her current
location, whereby
1 star = “Uncritical, I have no problems with being
tracked right now”.
5 stars = “Critical, I don’t want people to know where I
am right now”.

• Description: E.g., “Critical, because no one should know
that I am at a party,” or “Not critical, because everyone
knows that I am working here anyway”.

For this purpose, we designed and implemented an Android
tracking and annotation app illustrated in Figure 4. During the
user study, both GPS and annotation data were encrypted and
stored locally in the users’ own devices in order to comply with
the data protection guidelines. Each app user was assigned
with a random User-ID. The per User-ID anonymized data
were then transmitted to us after the study was over. Finally,
we offered 3 Amazon coupons to the 3 participants that used
our app at most, that is, with the most annotated entries, as
an additional incentive for the participants of our study.

B. Evaluation

First, we preprocessed the data by filtering out inconsisten-
cies and missing values. The filtered data were then organized
in tables according to the type of information, e.g., “user-ID”,

85Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-676-7

UBICOMM 2018 : The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                           96 / 153



Fig. 4. Screenshot of our Android tracking and annotation app.

“timestamp”, “location label”, “purpose”, etc. We evaluated
potential temporal dependencies in our data with regard to
following aspects:

• Absolute time of day., e.g., 12:35pm, etc.
• Aggregated time of day in blocks:

– 6am-10am: “morning”
– 10am-12am: “mid-morning”
– 12am-14pm: “midday”
– 14pm-17pm: “afternoon”
– 17pm-21pm: “evening”
– 21pm-6am: “Night”

• Aggregated time in special blocks (events):
– During the week
– Weekend
– Non-lecture period & Holidays
– Christmas (24-26/12)

• Location category (based on the Foursquare venue tax-
onomy [26])

– Residence
– Work
– Food
– Business & Services
– University
– Culture & Entertainment
– Nightlife
– Natur & Leisure time
– Travel & Traffic
– Event
– Others

The evaluation with respect to the location category is impor-
tant in order to identify and exclude eventual impacts of the
location type on the criticality rating of sharing the current
location (from now on referred to as privacy rating).

We analyzed the data of each user both separately and
combined. All in all, we had a total of 157 entries, which

corresponds to an average of 5.61 entries per day. We cal-
culated an average privacy rating of 1.847 and a standard
deviation of 1.287, with 1 and 5 representing the least and
the most critical score with regard to sharing the location at
the corresponding moment, respectively. This is a relative low
score. However, the data showed that 4 of our 10 users had no
privacy concerns at all when it comes to sharing their location.
They showed a permanent privacy rating of 1, regardless of
time and place. This fact puled our average privacy rating
down. Figure 5 presents the corresponding privacy rating

Fig. 5. Privacy ratings distribution over all users. 1 and 5 represent the least
and the most critical private rating score respectively.

distribution. The rating score 3 stands out as the second most
frequently chosen rating. As being the middle rating value, it
could be interpreted as users having occasionally substantial
but not extreme concerns over their location privacy. The rest
of the ratings are almost evenly spread out. Figure 6 contains
the privacy ratings of all users distributed over the time of
day. It can be seen that the privacy ratings are spread out over
the range 1 to 5 without forming any identifiable patterns with
respect to time. We can see the dense concentration of 1 values
that reflects the ratings of the aforementioned “biased” users.
We can also see the second dense concentration of 3 values. At
first glance, despite the results of our first study, time appears
to have no effect on the users’ privacy concerns. However, after
analyzing the data of single users separately, we could indeed
find evidence of temporal dependencies. Figure 7 shows the
privacy rating distribution over time for user ID4775. What is
striking in this figure is that the particular user stated to be
more sensitive when it comes to sharing her location in the
afternoon hours between 14pm-20pm. A similar effect could
be partly observed in other users as well. However, it should
be noted here that high ratings came often in combination
with certain location categories as well, such as outdoor and
nightlife locations or friend’s homes. Thus, it might be the
location types that affect at most the users’ sense of privacy.
On the other hand, since certain locations are visited only
during specific times, this could be again indirectly interpreted
as a time-dependent effect as well, an effect that appears to
be rather user-specific.

In Figure 8, we aggregate the time of day into 6 blocks.
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Fig. 6. Privacy ratings of all users over time of day. 1 and 5 represent the
least and the most critical private rating score respectively.

Fig. 7. Privacy ratings of user ID4775 over time of day. 1 and 5 represent
the least and the most critical private rating score respectively.

Interestingly, both the mid-morning and the midday show an
elevated average privacy rating of 2.24 and 2.33. However, at
the same time, both show the least recorded entries, which may
have affected to a certain degree the averages. Furthermore, no

Fig. 8. Privacy ratings of all users over aggregated time blocks. 1 and 5
represent the least and the most critical private rating score respectively.

significant differences could be observed when we compared
the ratings of during the week with the ones of the weekend.

The Christmas period seemed to be having a slight effect on
some users as we could observe a slight raise of high criticality
rating values in the particular period (24-26 December). This
could be attributed to the fact that people tend to concern
more about their location privacy in their free time, when
they are going out and when they are visiting relatives and
close friends. Finally, an interesting result could be observed
with regard to the location “home”. Although “home” is a
generally highly private location, the privacy ratings do change
significantly over time, a fact that once again underpins our
hypothesis that privacy concerns are time-dependent.

V. CONCLUSION

Recent research has been increasingly working on develop-
ing ways to protect the users’ location data, with most focusing
on spatial or semantic obfuscation techniques. However, very
few seem to have investigated the impact of time on the
users’ privacy concerns. In the presented work, we attempt
to explore time as a factor influencing the willingness of
users to provide information about their location. In order
to achieve this, we conducted 2 separate user studies, an
online user survey as well as a 4-week long experimental
study. Our analysis revealed slight, yet still present, evidence
of an existing dependency between time and people’s sense
of privacy. The effect seems to be user-specific and is more
common in people that are strong advocates of data protection.
Certain personality traits, such as conviviality, also appear to
play a significant role on the existence of time-dependencies.
Overall, the presented results strengthen the need for dynamic,
time-dependent location data protection techniques.
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Abstract—Wireless Sensor Networks (WSNs) constitute the plat-
form for a broad range of applications, such as those related
to national security, surveillance, military, health care, and
environmental monitoring. Maximising coverage using resource-
constrained nodes is usually a goal to provide the expected quality
of service for these applications. This problem has been studied
extensively in recent years, especially when the connectivity and
energy efficiency are of high significance. In this paper, we
propose a new distributed move-assisted algorithm, called SODA,
to efficiently provide the maximum coverage for WSNs with
self-organising mobile nodes. SODA is based on a deployment
algorithm recently reported in the literature which is inspired by
the equilibrium of molecules. However, while SODA’s transition
from chaos to order is faster, the final coverage provided by
SODA is also insensitive to the initial deployment of the nodes
and no specific level of coverage during the initial deployment is
required. This is achieved by detecting the local network density
and adjusting the partial force applied at each step in each
neighbourhood accordingly. Our extensive simulation study shows
the advantages of SODA including lower power consumption, as
well as faster and more effective coverage.

Keywords–coverage; distributed wireless sensor network; energy
efficiency; node deployment.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) are being used in
many different applications in the world, particularly with the
proliferation of Micro-Electro-Mechanical Systems (MEMS)
technology which has promoted the development of smart
sensors [1]. These applications vary from entertainment, travel,
retail, and industry to medicine, and emergency management
[2] [3].

In WSNs, providing adequate coverage is a fundamental
problem that has gained much attention recently [4] with the
aim to provide the maximum sensing coverage over the Region
of Interest (ROI). The required coverage can be achieved by
proper deployment of sensors after the initial deployment.
Therefore, random deployment of mobile sensors does not
guarantee the expected coverage in the ROI.

The mobile sensor deployment algorithms in WSNs are
classified as centralised or distributed [5]. The distributed
method is fault tolerant, scalable, and cost-efficient and, hence
a more popular method in wireless sensor networks [6] [7].
Distributed deployment of sensors does not rely on a cen-
tralised node, i.e., sink, to decide on all the sensors movements.
In the distributed strategy, every sensor can communicate with
its neighbouring nodes to decide about its movement at each
step. The communication method, the data sent and received,
and also the communication and sensing range are some of

the essential parameters to be specified in every distributed
deployment algorithm.

In different algorithms, different methods are used for
communication between neighbouring nodes to increase the
coverage in the area [7]–[12]. Some algorithms are inspired
by observing some natural phenomenon behaviours to cope
with the distributed sensor network requirements. For example,
neighbourhood movement theory that is seen in the animal
aggregation movements, like birds migration, is applied in a
deployment algorithm proposed in [13]. In this deployment
algorithm [13], sensors move based on the average of the
neighbour’s positions and, as a result, create a uniform sensor
placement to achieve the required coverage. In another study
[14], an algorithm is proposed for a distributed sensor network
in which the equilibrium of molecules inspires sensor move-
ment. This algorithm can provide full coverage after a rather
high number of steps and provides a somewhat high initial
coverage percentage over the initial deployment. Another
deployment algorithm using a clustering approach to achieve
better power usage and coverage has also been proposed in
[14] with the same concept for sensor movements. However,
none of them considers assumptions like the initial deployment
of sensors in the antagonistic environment in which manual
deployment of sensors is not possible. For instance, a sensor
network could be deployed near the crater of a volcano to
measure temperature, pressure, and seismic activities [15] or
it could be deployed as part of security surveillance in military
operations [6]. Therefore, the initial deployment of sensor
nodes with a certain percentage of initial coverage is not
always possible.

In this paper, we aim to develop a distributed deploy-
ment algorithm, called Self-Organizing Deployment Algorithm
(SODA) for mobile sensor networks. Our primary goal is to
achieve maximum coverage within an acceptable range of
energy consumption and time cost. The SODA is based on
the Distributed Self-Spreading Algorithm (DSSA) [14], which
is inspired by the equilibrium of molecules. SODA addresses
the DSSA limitations, such as sensitivity to the minimum
percentage of initial deployment coverage, the long transition
time from chaos situation to order, and limitations in providing
the appropriate coverage for single-point-deployment scenar-
ios, where all nodes are initially located over a single sub-area,
such as one corner or at the centre of the area. The superiority
of SODA is due to the adjustment of partial force where the
network is dense locally.

The rest of the paper is organised as follows. Section II
presents an introduction to DSSA followed by the SODA

                         100 / 153



UBICOMM 2018 : The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

Copyright (c) IARIA, 2018. ISBN: 978-1-61208-676-7 90

Figure 1. Partial forces in between sensor 1 and its neighbours.

solution in Section III. The performance evaluation section
to describe the simulation specification and results is under
Section IV while our conclusions are drawn in Section V.

II. A BRIEF REVIEWING OF DSSA
The DSSA is inspired by the equilibrium of molecules,

which balances the energy of the particles to remain in their
locations. This balance is caused by particles, which stay in
their lowest energy point with the same distance from each
other in a distributed manner. Similarly, the optimal spacing
in between sensors creates the required coverage.

In DSSA, it is assumed that sensors are randomly dis-
tributed in an area. Sensors can communicate with each other
if they are located within their communication range, called
CR, and can sense their environment with the sensing range,
SR. The communication between sensors is performed in order
to find their neighbouring nodes and to exchange the requisite
information. The collected information is then used to decide
about the appropriate location of each node to provide the
required coverage for the area. Every sensor node executes
the DSSA after an initial step.

In the initial step of the DSSA, the communication range,
CR and sensing range, SR values are given, which are de-
pendent on sensors’ specifications that are the same for all
the sensors. The initial location of sensors is specified in a
2D vector (p0). The higher dimension for sensor locations, is
possible by adding another component to the location vector.
The threshold1 and threshold2 are two parameters that can
check the exit points of the algorithm and should be defined in
the initial step, which are explained in the following sections.
Another important variable isM which is the expected density
in the sensor network. Expected density is the average number
of sensors in a one-hop neighbourhood. The expected density

is calculated byM = (
N.π.C2

R

A
), where CR is communication

range, SR is sensing range, N is the number of sensors, and
A is the size of the ROI. In addition to expected density, D
represents the local one-hop neighbourhood density of every
sensor. The expected density and local density control the
movement of the sensors.

The central core of DSSA is the partial force that moves
the sensors. This force is dependent on the current location
of sensors, the distance in between every two neighbouring
sensors, and the local density. Local density and partial force
have a direct relationship, that is the same as the movement
of particles in physics, which follow Coulomb’s Law.

The partial force at step n for a sensor and its neighbouring
sensor is a repulsive force calculated as:

f(i, j) =
Di

M2
(CR − |pin − pjn|)

pjn − pin
|pjn − pin|

(1)

pin stands for the position of sensor i at step of n, and Di

stands for the local density of sensor i at step of n. As appears
in (1), the magnitude of partial force depends on the position
of the nodes. If any neighbour of the sensor, like sensor j, has
a higher value in one dimension then the magnitude of that
force is positive and negative otherwise.

For every sensor node, the total force that moves that
sensor is the cumulative force of all neighbouring nodes in
its one-hop neighbourhood. The movement is independent of
the movement of any other sensor node inside or outside of
the neighbourhood. This process is executed as long as the
conditions for stopping the algorithm are not satisfied. These
conditions are:

• Oscillation Check: The execution of the algorithm at
each node is stopped when it reaches its oscillation limit.
Oscillation happens when a sensor moves back and forth
between almost the same locations consecutively. The number
of oscillations is counted by oscillation count, Ocount.
The distance that a sensor moves back and forth is called
threshold1, and oscillation limit, Olim, is the maximum
number of oscillations until the sensor stops its movement. A
sensor stops its movement if its Ocount equals the Olim.
• Stability Check: If a sensor moves less than a threshold2
over a number of steps, it can be concluded that it has reached
its stable position and it can stop its movement. To count the
number of these steps, a variable, StabilityLimit(Slim), is
defined. The stability check is useful if a sensor breaks down
or has reached stable status.

III. SELF-ORGANIZING DEPLOYMENT ALGORITHM
(SODA)

A. DSSA limitations
The concept of partial force and the background idea of

equilibrium of molecules, make DSSA a prominent solution
in WSN to achieve full coverage. However, many assumptions
in DSSA are not feasible. Sensitivity to the minimum per-
centage of initial coverage, initial uniformity, non-single-point-
deployment are some assumptions in DSSA, which cannot
be applicable in the realistic scenarios. In addition to these
assumptions, the high order of time for DSSA from chaos to
order state has been observed as one of the challenges. These
assumptions and challenges in DSSA are:

1) Single-point-deployment: In many applications in sen-
sor networks like chemical sensitive environment or borders,
single-point-deployment is the only way to initially locate
the sensors since it is not feasible to uniformly locate the
sensors. In DSSA, the initial deployment of sensors is con-
sidered to be uniformly distributed in the ROI where in some
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Figure 2. SODA Algorithm.

environments random deployment of sensors is not possible.
Therefore, single-point-deployment is a necessity in most of
the applications, which initially causes a high local density in
a part of ROI.

The partial force in DSSA depends on the local density
and distance in between sensors. An illustration of a sensor
node and its neighbours in the DSSA is shown in Figure 1.
The blue forces are for a scenario where sensor1 and 4 blue
sensors in the sensor1’s neighbourhood are in the area, and
the red forces are for another scenario that 4 more red sensors
are added in the current area. The size of the partial forces has
a direct relationship with their distance to the sensor1 and the
local density. Therefore, the partial force for a closer sensor
like sensor 4, F14, is greater than, the partial force for sensor
2, F12. In another scenario, if the local density of a sensor
increases by adding some sensors (i.e. red sensors in Figure

1), the values of the partial forces even for previous sensors
increase, that are shown as red forces.

For scenarios where the density is quite high in a sub-
region, the high force moves all the sensors with an unrea-

sonable intensity to the corners. The
D

M2
shows the density

factor in the partial force. The
D

M2
parameter is large when

sensor i is surrounded with many sensor neighbours. In the
dense areas (CR−|pin−pjn|) affects the partial force inversely.
The adjacent sensor node creates a larger force in comparison
to the sensor, which is far apart and not in the dense area.

Therefore, the intense move that is caused by
D

M2
is known

as the density factor, which is large in this case. Also the
small distance between sensors, which causes (CR−|pin−pjn|)
parameter to be closer to CR. Addressing these issues can
improve the performance of the deployment algorithm for all
scenarios including the single-point-deployment cases.

2) Sensitivity to the minimum percentage of initial cov-
erage: In order to achieve the best coverage, a minimum
coverage during the initial deployment is required in DSSA.
The random deployment of the sensors using enough number
of sensors in most cases provides more than 90% initial
coverage of the ROI [14]. Obtaining a high percentage of
coverage during the initial deployment is unreasonable as this
level of uniformity for the initial deployment is impossible
for most of the practical applications. Therefore, we aim to
address this issue.

3) A long process from chaos to order state: In DSSA, the
partial force is the key concept. The partial force in a single-
point-deployment is large at the few first steps of the algorithm,
which causes chaos in the system. The chaos situation proceeds
to a stable state as the effect of it decreases by lower partial
force. In the DSSA, the order state happens in the last steps of
the algorithm before the full coverage is achieved. Therefore,
the DSSA needs a long time to reach a stable state.

B. Self-Organising Deployment Algorithm (SODA)
Self-Organising Deployment Algorithm (SODA) is pro-

posed to overcome the limitations mentioned earlier in DSSA.
All those limitations are originated from the DSSA uniformly
treating of any local area regardless of the density of each
neighbourhood. Whereas, the partial force should depend on
the density of each neighbourhood to adjust the intensity of
applied partial forces in different circumstances. The number
of sensors and expected density are two parameters that should
determine the intensity of the applied partial force. Adjusting
the applied force during the first few movements of each sensor
is especially significance to avoid moving nodes chaotically.
The partial force is stateless (has no information about the
previous and next layout). Therefore, the number of sensors
in the neighbourhood and the expected density at the end of
the algorithm are used as a guide to control partial force to
behave as it is expected.

The detail of this algorithm is presented in Figure 2. In
SODA, two steps are considered: initialisation step and force
calculation step. The SODA initiates its process by initialising
the P, CR, SR, D, and calculating M, which is the expected
density. After initialisation, SODA is executed at each node as
long as the node is unstable. An unstable node is defined as a
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Figure 3. Covered area in a 10x10 region, 30 sensor nodes, CR = 4 and SR = 2: (a) Initial deployment. (b) Final coverage by DSSA. (c) Final coverage by
SODA.

node in which has not been reached its oscillation or stability
point.

The partial force at each node is calculated based on
the local density at each neighbourhood. Equation 1 is used
when the local density is lower than the expected density. The
following equation is used otherwise:

Fnewn(i, j) =
D

M×N
(CR − |pin − pjn|)

pjn − pin
|pjn − pin|

(2)

where the applied force is reduced in the dense neighbourhood.
In this equation, D, M , and N are local density, expected
density and the number of neighbours, respectively. CR stands
for communication range, and p shows the positions of the
sensors.

IV. PERFORMANCE EVALUATION

A. Simulation Specifications
The DSSA and SODA algorithms are simulated in a 10 x

10 region using Matlab. The CR and SR are assumed 4 and
2, respectively. The threshold for oscillation and stability is
considered to be 0.1522, the same as what is used in DSSA
performance study [14]. The sensor nodes are considered to be
randomly distributed around a point, which is chosen randomly
in the ROI. The initial coverage for each scenario is different as
the deployment point is chosen randomly. The final coverage
by running DSSA in one scenario is presented in Figure 3(b),
where this algorithm covers 97.2% of the area. These results
are based on 30 sensor nodes, CR = 4 and SR = 2 in a
10 x 10 area. In this deployment, the whole coverage of the
requested area is not achieved. The final coverage by SODA
for the same initial deployment is presented in Figure 3(c).
The initial coverage of 40.76% , presented in Figure 3(a), has
resulted in a full coverage by SODA.

The final coverage and the mean travelled distance by every
sensor are measured for the different number of deployed
sensors in two areas: a 10 x 10 small area and another 20 x 20
area. To obtain reliable results, every experiment is repeatedly
executed a number of times for every chosen deployment point,
and the average results are taken. The value of threshold for
oscillation and stability in 20 x 20 area is considered to be

half of the value of threshold in a 10 x 10 area, which is
0.0761. This is because the threshold should be smaller in
larger areas since the same number of sensors needs more
accurate movements in a larger area to be able to cover the
area more efficiently.

B. Results

1) Area Coverage: The initial covered area and the final
coverage of DSSA and SODA algorithms are shown in Figures
4 and 5, respectively. The initial coverage for both algorithms
is the same because the initial deployment in both experiments
is identical. As expected, the final coverage area provided by
each algorithm is increased by increasing the network size (i.e.,
number of sensors). However, the results from the figures show
an improvement in the covered area obtained by SODA com-
pared to the DSSA’s results in both scenarios. This difference
decreases as the number of sensors increases. Therefore, the
improvement in coverage descends as the number of sensors
increases. It applies to both scenarios. In SODA a dense initial
deployment can be locally recognised and very close sensors
can be separated gradually regardless of the initial percentage
of the coverage. Therefore, the coverage provided by SODA
is 10% increased in sparse scenarios where the network is not
crowded with sensors. The effectiveness of coverage in SODA
in larger networks is more noticeable than in smaller networks.
As can be seen from Figure 4, SODA continuously performs
well and can achieve up to 20% higher coverage than that of
DSSA in an area of 20 x 20.

2) Mean distance: Figures 6 and 7 show the mean distance
travelled by every node in both DSSA and SODA. The total
distance travelled by every node before reaching a stable
state is not appropriate for comparison. Therefore, the mean
distance is calculated to compare DSSA and SODA from this
perspective. The mean distance is important in case of power
usage, and movement mobility of every sensor, which at last
causes network stability. Figures 6 and 7 show that the SODA
has a smaller mean distance and in result uses less power
generally in both areas. The correct movement of the sensors in
SODA decreases the transition time from chaos to order state
in comparison to DSSA algorithm. The applied partial force
in SODA considers the local density and sensor numbers that
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Figure 4. The area coverage in 10 x 10 region

causes more appropriate movements. The proper movement
causes the sensors to reach their steady state sooner.

The behaviour in Figures 6 and 7 show that by increasing
the number of sensors, the mean distance that every sensor
travels rises and very slowly decreases after a while. In Figure
8, three different number of sensors are simulated in the SODA
algorithm, and this image is captured after three runs. Based
on Figures 6 and 7, the mean distance that every sensor travels
increases as the number of sensors increases and then decreases
after a while. The turning point in Figure 6, for instance, is 110
sensors. The result of the simulation in Figure 8 shows 6.52,
7.36, and 6.53 as mean distance of 150, 115, and 80 sensors
respectively. This data confirms the result from Figures 6 and
7.

The theoretical reason behind this behaviour is the distribu-
tion of the sensors. In any size of the area, the mean distance of
every sensor node increases as the number of sensor increases.
The increase of sensor numbers leads to the higher partial force
for every sensor node that causes more movements. However,
this increment behaviour stops after a certain point, which is
called the Optimal Number of Sensor (ONS). The ONS is
where the full coverage of an area is achieved. Although,
before ONS point the mean distance of sensors increases,
the reduction in mean distance is seen after this point. This
behaviour is also based on the density of sensors after this
point. The number of neighbours for every sensor increases
as the total number of sensors increases. The distribution of
these neighbours is asymmetric before ONS point. It makes
partial force to be large; however, when the number of sensors
is greater than the ONS, the node arrangement in every
neighbourhood tends to be more symmetrical and hence, their
forces counterbalance every other. Consequently, less force
implied shorter movement, which results in a lower mean
distance.

V. CONCLUSION AND FUTURE WORKS

Coverage can be considered as the practical measurement
of wireless sensor networks due to its direct impact on the
network performance. Many factors, such as sensors technical
specifications, network topology and most importantly, deploy-
ment algorithms influence the designated coverage. Maximis-
ing coverage using the resource constrained nodes is usually
the goal of any deployment algorithm.

Figure 5. The area coverage in 20 x 20 region

Figure 6. Mean distance in 10 x 10 region

In this paper, we have proposed SODA for mobile sensor
networks. SODA is based on the DSSA that is reported in the
literature, which is inspired by the equilibrium of molecules
to provide the required coverage. However, the effectiveness
of DSSA is highly dependent on the initial deployment of the
nodes and also subject to providing a minimum initial cover-
age. These issues have been addressed in SODA. Furthermore,
SODA’s transition from chaos (i.e., initial deployment) to order
(stabilised nodes) state is faster.

In our performance study, the performance of SODA has

Figure 7. Mean distance in 20 x 20 region
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Figure 8. Sensors movements in 20x20 region: (a) Movements of 80 sensors. (b) Movements of 115 sensors. (c) Movements of 150 sensors.

been compared to DSSA, by simulating both algorithms in
Matlab and measuring the final percentage of the coverage,
and the mean distance travelled by every node. Simulation
results confirm the advantages of SODA to achieve a more
uniform distribution of nodes after applying the algorithm and
hence a better coverage. The SODA solution has improved the
final percentage of coverage by 10% and the mean distance has
been reduced by 10% to even 60% in comparison to those of
DSSA. The faster transition from chaos to order causes the
faster symmetric form of each neighbourhood with less mean
distance for every sensor and consequently resulting in lower
power consumption.

In more realistic scenarios, WSNs can be used in a large
area, where the ROI can be divided into multiple sub-regions
for easy deployment. Finding an optimal solution to provide a
trade-off between the number of sub-region and the designated
coverage can be a direction for future work. Additionally,
extending SODA to be able to utilise two-hops neighbouring
information, or even more, when calculating the partial force at
each neighbourhood may yield benefits beyond those of one-
hop SODA. As another line, we are going to study this in the
future.
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Abstract— Early vessel profiling and risk assessment is a 

critical component of advanced maritime tracking systems, 

required by a number of maritime stakeholders including 

custom controls, port authorities, coastguards and others.  This 

paper reports on the development of a fuzzy logic reasoning 

tool for generating maritime vessel profile indicators through 

the Automatic Identification System (AIS). The report 

describes the need and the underlying statistical methods 

applied, which are based on Fuzzy Logic Reasoning, for 

finding potential profile indicators and classifying vessels to a 

degree of “risk”, thus requiring further examination and 

monitoring. Under conservative assumptions, some 

preliminary results about the probabilities and boundaries of 

potential indicators are presented and discussed.  

Keywords-AIS; Maritime Domain Awareness; Anomaly 

Detection; Fuzzy Logic System. 

I.  INTRODUCTION 

Maritime Domain Awareness (MDA) is the effective 
understanding of activities, events and threats in the 
maritime environment that could impact global safety, 
security, economic activity or the environment [1]. Recent 
advancements in Information and Communications 
Technologies (ICT) have created opportunities for increasing 
MDA, through better monitoring and understanding of vessel 
movements. The International Maritime Organisation (IMO) 
identified this issue as affecting the safety and efficiency of 
navigation and initiated a work program named e-Navigation 
to reduce the “confusion of profusion”. The IMO defines e-
Navigation as: “the harmonised collection, integration, 
exchange, presentation and analysis of maritime information 
onboard and ashore by electronic means to enhance berth to 
berth navigation and related services, for safety and security 
at sea and protection of the marine environment” [2]. e-
Navigation is expected to contribute to safer waterways, 
reducing accidents and environmental incidents through 
improved situational and traffic awareness both afloat and 
ashore [3]. 

Sea transport surveillance has been ineffective in the past 
decades due to lack of data, but nowadays tracking 
technology (i.e., Automatic Identification System, AIS) has 
transformed the problem into one of data overload [4]. For 
the last decade AIS has been inseparable part of the modern 
maritime industry. The original purpose of the system was to 
reduce collision risks, by providing vessels’ crews the 
necessary traffic information. The AIS transponders are 
capable of communicating in range of a few kilometres (i.e., 
less than 50km) and although the AIS system was not 

designed to be monitored in a centralised method, the 
maritime industry has been extremely interested in such 
systems (e.g., MarineTraffic, etc.).   

Positional data together with the departure and 
destination ports transmitted in AIS messages can be used 
for route prediction and in conjunction with vessel’s speed, 
time of arrival prediction is possible. Performing complex 
operations over such large datasets can give extra insights 
besides route prediction. For instance, combining route 
forecasts for multiple vessels can provide early warnings of 
possible collisions (by determining whether vessels’ routes 
will meet in space and time) and actual route data can be 
used to perform various kinds of complex analytics (e.g., 
root-cause analysis in case of forensic investigation). In 
addition, improving the route analysis process can offer to 
various maritime stakeholders (e.g., shipping companies, 
charterers, insurance companies and port authorities) the 
opportunity to perform risk analysis and understand better 
any possible threats of vessels’ manoeuvres, or even perform 
environment impact assessment, providing CO2 emissions 
and fuel consumption predictions. Ultimately, AIS historical 
data can be used to determine actual sea lanes, their capacity 
and port connections, produce realistic vessel operational 
profiles that determine the normal behaviour of specific 
vessel types, detect any anomalies (i.e., irregular behaviour) 
and much more.   

Anomaly is a “strange” deviation from a vessel’s normal 
behaviour, meaning that it is inconsistent with, or straying 
from what is usual, normal or expected, or because it is not 
conforming to rules, laws or regulations [5]. Detecting an 
anomaly can be defined as a method that supports situation 
assessment by indicating objects and situations that deviate 
from the expected behaviour and thus may be of interest for 
further investigation. The understanding of the complex 
maritime environment and a vessel normal behaviour 
though, can never be limited to simply adding up and 
connecting various vessel positions as they travel across the 
seas. A combination of static information such as reporting 
information, vessel’s flag (i.e., country), ship’s owner, 
vessel’s name, IMO and Maritime Mobile Service Identity 
(MMSI) and destination port with dynamic information such 
as speed/course changes, proximity with other vessels or 
structures, etc., is needed to classify possible abnormal ship’s 
behaviour. An anomaly can be classified as either static or 
dynamic depending on the vessel’s characteristics that 
distinguish the behaviour as anomaly. Static anomalies are 
related to vessel’s identification information mismatches or 
irregular changes. This information includes vessel’s flag, 
IMO, MMSI, vessel’s name and owner company. In 
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addition, irregular changes in destination reported from AIS 
messages (particularly when the vessel is under-way) is a 
potential indicator of risk. Combining such information with 
port inspections or incident reports that prove vessels are not 
conforming to regulations can also assist in anomaly 
detection; thus, classifying a vessel as potentially riskier than 
others and worthy of further investigation and monitoring. 
Dynamic anomalies are mostly related to vessels’ voyages 
and deviations from these. Speed or course changes, 
proximity with other vessels, and mismatches between the 
ship type and the sea lane (or zone) travelling are aspects that 
could constitute a dynamic anomaly.  

In this paper, we propose a decision support system that 
evaluates modifications of vessel identities and mismatches 
between reported destinations and actual port calls to 
determine possible risks (i.e., static anomalies). As this is a 
complex problem that requires the evaluation of multiple 
criteria while relying on inexact or partial knowledge 
obtained from the analysis of the AIS messages, we 
introduce a fuzzy-logic based mechanism that maritime 
stakeholders can use to detect risk indicators and classify 
vessels.  

The rest of this paper is structured as follows; Section II 
provides the state-of-the-art analysis for anomaly detection. 
Then, Section III presents the proposed Fuzzy Logic (FL) 
Reasoner and Section IV provides the analysis of the 
correlation of the FL inputs with the produced output. 
Finally, Section V concludes our work and discusses 
possible future extensions. 

II. RELATED WORK 

Static anomaly detection is mostly treated as a decision-
making process driven by risk identification/assessment in 
the related literature. Two classes of solutions are dominant 
in this perspective; the ones relying on probabilistic risk 
assessment and the ones using fuzzy logic as a relaxation 
approach to the definite boundaries of probabilistic 
approaches. Probabilistic risk assessment has been 
introduced as a solution for the assessment of risk in the 
maritime domain in [6]. In [7], the authors applied a 
Bayesian simulation for the occurrence of situations with 
accident potential and a Bayesian multivariate regression 
analysis of the relationship between factors describing these 
situations and expert judgments of accident risk, to perform a 
full-scale assessment of risk and uncertainty. A fuzzy 
approach that evaluates the maritime risk assessment when 
applied to safety at sea and more particularly, the pollution 
prevention on the open sea is introduced in [8]. The proposed 
decision-making system exploits a set of open datasets 
combined with human expert experience to perform 
information analysis and define the risk factor. Besides this 
solution, other approaches [9][10] also rely on Fuzzy-
Bayesian networks to model maritime security risks.   

Dynamic anomaly detection is highly related to 
efficiently handling vast amount of mostly positional data. 
Previous works have been focused on extracting knowledge 
regarding motion patterns from AIS data in support of MDA 
including numerous methods of supervised and unsupervised 
clustering data mining techniques.  In their work [11], 

Pallotta et al. propose the TREAD methodology as a method 
of automatically learning a statistical model for maritime 
traffic from AIS data in an unsupervised way as a framework 
for anomaly detection and route prediction. A statistical 
analysis upon AIS data to extract motion patterns, predict 
vessel movements and detect possible anomalies in their 
itineraries is introduced in [12]. In relation to AIS and sea 
ports research, AIS data are used in [13] to model maritime 
terminals operations, specifically focusing on the Port of 
Messina. In [14], the authors introduce a two-step 
methodology for anomaly detection that attempts to deal 
with the scalability issues caused by the vast amount of raw 
AIS data by distributing the learning process. Firstly, a 
density-based clustering algorithm that uses spatial and 
voyage information is used to distinguish “normal” vessel 
positions from the “abnormal”. Then, the labelled dataset is 
fed as training data into a distributed supervised learning 
algorithm running on Hadoop.  

Spatial join queries, which combine trajectory datasets 
and a spatial objects dataset based on spatio-temporal 
predicates, have high computational requirements, which 
often lead to long query latencies. In [15], Ray et al. propose 
a parallel in-memory trajectory-based Spatiotemporal 
Topological join (PISTON), a parallel main memory query 
execution infrastructure designed specifically to address the 
difficulties of spatio-temporal joins. Generally, the methods 
which are used in the context of anomaly detection are based 
on statistical/probabilistic models [16]–[19], such as the 
Gaussian Mixture Model (GMM) and the adaptive Kernel 
Density Estimator (KDE) [12][20], Bayesian networks [21]–
[24], but also neural networks [25]–[27] and hybrid 
approaches [28]. 

A number of prototype systems have been developed for 
experimental and operational reasons. For example, 
SeeCoast [29] is installed at Kount Harbor Operations Center 
in Portsmouth, Virginia. The system uses the Hawkeye 
system to fuse video data with radar signals and AIS 
messages to produce fused vessel tracks in or close by the 
port and reliably detect anomalies on such tracks. 
SCANMARIS [30] is a feedback-based system tested at 
“Centre Régional Opérationnel de Surveillance et Sauvetage 
Corsen” on Ouessant traffic management. It uses a rule-
based learning engine to process data fused from maritime 
traffic imagery, alert operators based on the rules defining 
anomalies and adapt its operation through the operators’ 
feedback. LEPER [31], which was tested successfully at the 
Joint Interagency Task Force South (JIATF South), is a 
system that performs primitive geohashing using a military 
grid reference system upon which it decomposes ship’s 
trajectories into sequences of discrete squares and uses 
Hidden Markov Model to calculate transition probabilities 
between grid locations. The predicted location is compared 
with the vessel’s position (determined by the speed and 
heading of the vessel) and if the distance between these two 
positions is above a predefined threshold, an anomaly is 
raised. Other notable prototypes that currently exist are 
SECMAR [32], FastC2AP [33] and MALEF [34]. 
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In our work, we introduce a Fuzzy Logic Reasoner in 
which the thresholds of the Fuzzy Logic Rules are based on 
statistical analysis and not on experts’ view. 

III. FUZZY LOGIC REASONER FOR ANOMALY DETECTION 

Fuzzy logic was first introduced in [35] by Lotfi Zadeh 
and relies on the theory of fuzzy sets. Contrary to the 
classical set theory, such sets contain element with degree of 
membership. This approach exploits the notion of degree in 
the verification of a condition, enabling conditions to be in 
intermediate states between the states of conventional 
evaluations, thus allowing variables to be “partially” true, or 
“not definitely yes” etc. Such notions can be formulated 
mathematically and processed by machines, giving thus a 
more human-like interaction between the programmer and 
the computers [36]. Fuzzy logic has been selected for static 
anomaly detection as it is considered to be an ideal tool when 
dealing with imprecise or contradictive data, which can be 
modelled adequately with fuzzy sets, and combined with 
human logic [37].  

A Fuzzy Inference System (FIS) is the fundamental 
implementation of fuzzy logic schemes comprising three key 
elements, namely the fuzzifier, the inference engine and the 
defuzzifier. The first element is responsible for transforming 
crisp values (e.g., real, integer, natural number, etc.) to fuzzy 
degrees of membership to states (i.e., values between the 
[0,1] interval). Then, the inference engine exploits a set of if-
then rules compiled by experts to link the inputs with the 
outputs and afterwards it collects and aggregates all the 
outputs of every rule into one fuzzy set. Multiple aggregation 
schemes have been proposed and applied relying on the 
maximum value, summing up the outputs or performing a 
probabilistic analysis on the produced fuzzy set. The sum 
aggregation is the most common one and also the one 
applied in our Fuzzy Reasoner. Finally, the defuzzifier 
aggregates the outcomes of all the fuzzy rules defuzzifies 
them to a single crisp value which is the output of the Fuzzy 
Reasoner. 

Thus, in order to define the FIS, the set of inputs and the 
output of the rule set should be defined. In the context of 
static anomaly detection, the inputs are the vessels’ static 
characteristics and the output is the fuzzy anomaly detection 
indicator. Table I sums up the rule set that drives the Fuzzy 
Inference System. Each rule is a union of conditions that 
when met the corresponding output is triggered (based also 
on the fuzzy degree). Thus, each set of input values may 
match to multiple rules with a certain degree. The defuzzifier 
will take this fact into account when transforming the fuzzy 
values into a crisp output. 

The proposed Fuzzy Reasoner (FR) produces a vessel 
anomaly indicator which captures the behavior of the vessel 
according to its static characteristics. The FR takes into 
consideration three inputs, namely “flag changes frequency”, 
“name changes frequency” and “destination changed/port 
arrival deviation”. “Flag changes frequency” captures how 
many times a vessel has changed its flag over a specific time 
period. Although this is not a de facto metric of abnormal 
behavior, frequent changes may be linked with fraudulent 
registrations or other illegal activities [38]. Furthermore, in 

order to minimize the probability of false negative cases (i.e., 
falsely assuming a vessel to be performing abnormaly), we 
take into account only flags that according to Paris MoU 
organization perform poorly [39]. “Name changes 
frequency”, similarly to the previous input is the input that 
captures how many times a vessel has transmitted a different 
vessel name through its AIS transponder in a specific time 
period and it is another indicator that a vessel may be trying 
to spoof its messages and hide its identity (e.g. O Ka San 
vessel that falsely transmitted its name to be Sarisa) [38]. 
Destination changed/Port Arrivals deviation: This input 
captures the mismatches between the number of destination 
ports a vessel reports through its AIS transponder compared 
to actual port arrivals. The latter have been produced through 
spatial analysis of the vessels’ reported positions and the 
ports locations. The metric for this input is calculated based 
on. (1). Finally, the output of the Fuzzy Inference engine is 
an indicator for vessel anomaly that the related stakeholders 
should further investigate its compliance to international 
safety, security and environmental standards. 

 Deviation = 1 – #Dest_changed / #Port_Arrivals () 

As depicted in Table I, we have selected two 
Membership Functions for the first two inputs labeled as 
Low and High and three Membership functions (i.e., Low, 
Normal and High) for the third input. This decision was due 
to the nature of the inputs. More specifically, “flag change 
frequency” and “name change frequency” are bounded in the 
[0, +∞) range with zero being the less risky situation (i.e., 
normal) while the “destination changed/port arrival 
deviation” is bounded  in the [-∞, 1) range with zero being 
the normal situation, in which case the reported number of 
destinations is equal to the actual port arrivals. 

TABLE I.  FUZZY LOGIC RULES 

Rul

e 

No. 

Inputs Output 

Flag changes 

frequency 

Name 

change 

frequency 

Destination 

changed/Port 

Arrivals deviation 

Vessel 

anomaly 

indicator 

1 Low Low Low Medium 

2 Low Low Normal Low 

3 Low Low High Medium 

4 Low High Low Medium 

5 Low High Normal Low 

6 Low High High Medium 

7 High Low Low High 

8 High Low Normal Medium 

9 High Low High High 

10 High High Low High 

11 High High Normal High 

12 High High High High 
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Although the Fuzzy Logic ruleset is compiled by experts, 
determining the shapes and the boundaries of the 
membership functions for each input is a difficult process 
that should be carefully designed. In our approach, shapes 
and boundaries are determined based on statistical analysis 
of observed flag changes, name changes and destination 
changed/port arrivals mismatches. The data used in this 
study is an AIS dataset provided by MarineTraffic, covering 
the entire globe and collected during 2017.  

Multiple shapes for the membership functions can be 
used relying on the nature of each input (i.e., the data 
distribution) with the triangular, trapezoidal and Gaussian 
being the most commonly used. In our system, triangular 
membership functions have been used for the flag change 
frequency and the name change frequency, because at certain 
values we are certain about the state that they are capturing. 
On the other hand, for the destination changed/port arrivals 
input gaussian membership function has been used for 
exploiting the continuous and non-negative nature of this 
membership function at the definition domain. Finally, 
Gaussian membership function has also been applied on the 
output for its smoothness in the decision-making process. 

In order to determine the boundaries of the Membership 
Functions of each input, we have calculated the probability 
distribution of each input. Figure 1, Figure 2 and Figure 3 
show the Cumulative Distribution Function (CDF) for the 
vessel flag changes, name changes and destination 
reported/arrival deviation respectively. As shown in Figure 
1, most of the vessels (i.e., 91%) have made one or two flag 
changes in 2017, thus the boundary between the low and the 
high membership function of this input is set to two. 

Figure 1.  Cumulative Distribution Function of number of vessel flag 

changes  

Figure 2 highlights the CDF for the Vessel name 
changes. The curve in this case is smoother compared to the 
Flag Changes and most of the vessels (i.e., 89%) have four 
or less name changes in a full year. Thus, the boundary 
between Low and High is set to four for this input. 

 
 
 

 

Figure 2.  Cumulative Distribution Function of number of vessel name 

changes 

 Finally, Figure 3 highlights the CDF for the destination 
reported/port arrival deviation. This input is calculated based 
on (1) and normal behavior for a vessel would result in 
deviation equal, or near to zero. There are two cases of 
anomalies included in (1). If the deviation is near 1 then the 
destinations reported are much less than the actual arrivals 
which implies that the vessel’s crew is not reporting vessel’s 
itineraries. On the other hand, if the deviation is negative for 
a vessel, then this means that it changes its destination more 
frequently than its actual voyages, which is an abnormal and 
possibly risky situation. Thus, in this case we have three 
membership functions, Low, Normal and High capturing 
these three possible situations. The boundaries are such that 
Low and High deviation correspond to 7.5% of the vessels 
each and Normal corresponds to 85%. 

Figure 3.  Cumulative Distribution Function of destination reported/port 

arrival deviation  

IV. DISCUSSION AND CONCLUSIONS 

Detection and classification of vessels to profiles of 
vessels requiring further monitoring is a requirement of 
many maritime authorities. In this work, we suggest a tool 
which makes use of Fuzzy Logic Reasoning and exploits 
open maritime tracking data, such as that collected through 
the AIS to build such indicators.  
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We notice that frequent flag and vessel name changes are 
strong indicators of vessels operating outside normal 
behavioral patterns. Specifically based on the distribution 
and while taking into account the uncertainty of the data, we 
detect that most of the vessels (i.e., 89%) have four or less 
name changes in a full year, while the majority of vessels 
(i.e., 91%) have made one or two flag changes. Our broader 
goal is that of building an expert system of automatic 
anomaly detection for both positional and static data 
transmitted by vessels, which would increase the 
effectiveness of the system and high-level situational 
understanding. In our future work, we will perform thorough 
experimental evaluations of our fuzzy inference algorithms 
in combination with positional anomaly detection.  
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Abstract—This paper presents a graph-based model for the
school scheduling problem. A Web system was developed using
the Neo4J graph-oriented non-relational database management
system. The results show that investing in the modeling and use
of a fully compatible database management system is worth the
cost and effort, since the execution time for the algorithms was
highly satisfactory. The modeling is extensible and supports repre-
sentation of other aspects of the problem, while the architecture
of the solution allows each of its components to be optimized
without impacting the others, favoring the development of future
work.

Keywords–Graph; Scheduling Problem; Neo4j.

I. INTRODUCTION

School scheduling is a problem that affects educational
institutions around the world. That is the case with the IFTO
- Federal Institute of Education, Science and Technology of
Tocantins, a public institution for secondary, technical and
college education. The campus in the state capital Palmas
alone, has 29 courses at different educational levels and more
than 250 teachers.

This problem has already been used as a case study to
validate several modeling and optimization techniques and
there are many software products that help solve it. On the
other hand, the cost of this software makes it difficult for public
institutions with scarce resources to acquire it. In this way, the
task is usually dealt with by a single person or team, who
are usually overwhelmed. This fact increases the chances of
obtaining inconsistent class scheduling as a result.

According to Sousa et al. [1], the problem of generation
of schedules is NP-Complete, which means that it can-not
be solved with polynomial runtime algorithms and the exact
methods, meaning that, algorithms that always return the
optimal solution normally run for prohibitive computational
times. However, according to Saviniec et al. [2], for that
reason, the approach to the problem must be made by heuristic
methods which, although not guaranteeing an optimal solution,
are able to generate satisfactory solutions in an acceptable
runtime.

Due to nature of the problem, which requires robust tools
for solving it, the human cost involved, the constant changes
in the courses offered by the institutions, as well as the
inconstancy of relationship between teachers-courses-students
and other peculiarities of the public sector, it is appropriate to
propose a solution that fits the IFTO profile using free tools
and to explore its positive aspects.

Because school resources are better used in didactic and
pedagogical than in administrative activities, this work presents
the development stages of software for performing the auto-
matic generation of class schedules for the IFTO - Campus
Palmas. The main objectives are to provide:

• Graph-based modeling, which allows the use of low
complexity algorithms;

• Storage in a graph-oriented NoSQL database, which
makes object-relational mapping unnecessary, since
it is common in this type of software, allows more
efficient queries and runs part of the algorithm on the
server itself;

• Use of an architecture of independent modules that
allows the improvement of each one without impact
on the others;

• Use of the Iterated Local Search (ILS) meta-heuristic
to explore the solution search space.

Once the objectives are reached, a reduction of the effort,
especially human, is expected in the assembling of the course
timetable.

This work is organized as follows: After the Introduction,
Session II presents related works, Session III presents the
proposed modeling and formulation of the problem, Session IV
presents the methodology and Session V presents the results.
Finally, Section VI presents some considerations and future
work.

II. RELATED WORK

The main difference between the works that approach this
topic using meta-heuristics is the modeling and the heuristic
basis for solving each particular instance of the problem.
In Freitas et al. [3], the class scheduling problem is solved
using Genetic Algorithms and binary arrays for storing each
solution. They developed a software called Kayrós, using
Java programming language and the data is stored in an
object-oriented database supported by DB4 6.0. The solution
proposed in Viera et al. [4], also uses Genetic Algorithms but
the modelling is based on an array where each element is
a four-field structure (course, teacher, schedule[], vacancy[]).
The last two are also arrays.

In Cassemiro et al. [5], a hybrid solution based on genetic
algorithms and Tabu search was proposed. The model sup-
ported in a three-dimensional array was developed to allow
the optimization of some aspects of the problem using a target
function that considers, among other values, the number of
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collisions in each individual of the population, treating them
as penalties.

A similar approach to this work was performed by Saviniec
et al. [2]. Such an approach involves three algorithms based on
ILS that are implemented separately and in combination and
do not present any mechanism for storing the results. Despite
the good results, modeling the problem involves complex
mathematical elements that are not easy to reproduce.

In Catarino et al. [6], the performance of a relational
database (MySQL) is compared to the performance of a
NoSQL (Neo4J) [7]. The results show an advantage for the
MySQL database for a small amount of data. However, as the
amount of data increases the performance of Neo4J becomes
higher. Finally, in Côrrea et al. [8], the performance of two
databases was compared, considering insertion, update and
query operations. The NoSQL database ran the inserts at
38% of the time in the relational database. In the update
and consultation operations, the percentages were 6.46% and
2.69%, respectively.

III. GRAPH-BASED MODELLING

Generating schedules is a problem associated with school
activity. Each teaching institution has particularities that need
to be represented in the model. Such a model should also be
able to store a solution to the exposed problem. In addition,
the aspects to be optimized must be present.

The amount of constraints involved influences the com-
plexity of the algorithm that solves the problem. In this way,
generically, [2][9] one may classify the constraints into two
main groups:

• Strong constraints (essential for solution consistency):
◦ a teacher cannot teach two courses at the same

time;
◦ one class can not be in two courses at the same

time;
◦ classes of the same course must be held on the

same day;
◦ courses must be scheduled in the course in

which the course is offered.

• Weak restrictions (non-essential):
◦ avoid windows in the teachers’ timetable;
◦ minimize the number of days each teacher will

be in the classroom;
◦ If classes of the same course are not all on the

same day, they should not be on consecutive
days.

In this work, only the strong constraints were observed.

This work represents the elements of the scheduling pro-
blem using a graph in the form G = (V,E) form, in which
V is formed by the following subsets, which represent the
different types of elements described as vertices:

• P = {p1, ..., pk} represents the teachers;

• D = {d1, ..., dl} represents the courses;

• T = {t1, ..., tm} represents the classes;

• H = {h1, ..., hn} represents possible schedules (week
day and time interval).

The set of edges is also composed by typified edges,
representing constraints and associations between the different
types of vertices:

• RH = {rh1, ..., rhl} represents the constraints be-
tween H elements connected to other P subset ele-
ments. For example, where a rh ∈ RH connects a
p ∈ P to a h ∈ H it means that p is unavailable for
scheduling in h interval;

• PA = {pa1, ..., pam} associates teachers and courses,
it defines that a p ∈ P teacher will be the chair of a
d ∈ D course;

• TD = {td1, ..., tdn}, which represents the courses
and their respective classes.

Figure 1 shows a graphical representation of G = {V =
{P,D, T,H}, E = {RH,PA, TD}}.

t1

d1

dl

p1

h1

h2

h3

h4

hn

td1

tdn

pa1

pam

rh1

rh2

rhl

Figure 1. Graph-based model.

To represent the solution of the problem by indicating at
which time each class will be performed, the following types
of edges are added to the set E = {RH,PA, TD}:
• HAT = {ht1, ..., htn} associates a class with a

schedule;
• HAP = {hp1, ..., hpn} indicates that a teacher is in

class at a given time;
• HAD = {hd1, ...hdn} defines that the classes of a

given course are performed at a certain time.

Considering the extension of the model with the inclusion
of HAT , HAP and HAD edges, it becomes complete. Figure
2 illustrates a simplified scheduling where the highlighted
edges hp1, hd1 and ht1 says that the teacher p1 teaches the
d1 course for t1 class. In the same way, the highlighted edges
hp2, hd2 and ht2 says that teacher p1 teaches the d2 course
for t1 class.

IV. MATERIALS AND METHODS

In order to achieve the objective of offering a low-cost
tool for the IFTO, only free distribution software was used in
the development of this work. To store the problem data to
be captured and inserted into the model, the NoSQL Neo4J
DBMS was used. This graph-oriented database allows the
model to be stored in its original format, requiring no object-
relational mapping that would increase the computational cost
of the system. In addition, the Cypher language [10], used for
data manipulation, allows the algorithm to determine the class
scheduling to run on the server itself.
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Figure 2. Schedule represented.

Figure 3. System architecture.

To explore the solutions space the meta-heuristic ILS was
used. This stage of scheduling is performed by an application
written in Java. The user interface is based on the PrimeFaces
framework [11], running on a Tomcat 9.0 Web server. Finally,
the Web system was developed using NetBeans IDE 8.2 [12].
Figure 3 illustrates the system architecture.

Looking at Figure 3, the bottom block represents the user
view. On the right, the three internal blocks represent: (A) a
framework to assist the user interface (which is optional), (B)
the Web server and (C) the metaheuristic coded in a program-
ming language. Note that these elements are independent and

can be optimized and replaced without affecting the others,
preserving compatibility.

The left block represents the DBMS, which includes stor-
age in (D) and scheduling in (E). The main interaction occurs
between blocks (C) and (E) where (C) receives and evaluates
the schedules generated in (E).

V. RESULTS

The algorithm developed to generate the schedules of a
single course d ∈ D related to a class t ∈ T and a teacher
p ∈ P , written in the Cypher language, is shown in Listing 1.

Listing 1. Internal Algorithm on Cypher Language.

1 match(t:Class)-[td:ClassCourse]->(d:Course
{code: id })<-[pd:TeacherCourse]-(p:

Teacher)
2 match(h:Schedule)
3 where not (h)-[:ClassSchedule]->(p) and

not (h)-[:ClassSchedule]->(t) and not
(p)-[:RTeacherSchedule]->(h)

4 with d, t, h, p limit 1
5 optional match(d)<-[ha:ClassSchedule]-(:

Schedule)
6 with d, t, h, p, d.ClassPerWeek as nClass

, count(ha) as nHad
7 where nHad < nClass
8 create(h)-[:ClassSchedule]->(p)
9 create(h)-[:ClassSchedule]->(t)

10 create(h)-[:ClassSchedule]->(d)

Having d (course) as input, line 1 finds the class t and the
teacher p. The available schedules (line 2) are filtered so that
only those free of any constraints remain (line 3). Next, line 5
checks if the course has already been scheduled, if the selected
time interval is sufficient for the classes of the course (line 7),
and in this case, if the connection between p, t, and d is made
with the chosen time interval h (lines 8, 9 and 10), inserting
the appropriate edges. Adapting structured logical reasoning to
the Cypher language paradigm was a challenge encountered at
this stage of the work.

Figure 4 shows the execution flow of the ILS. The al-
gorithm presented in Listing 1 composes block 1, indicated.
Note that the scheduling is not complete until all the subgraph
G = {D} is visited and each d ∈ D has been associated with
a interval h ∈ H by an edge.

Steps 1, 2, and 3 of Block 1 in the Figure 4 are executed by
DBMS, whereas the external steps to that block are executed
by the application. Thus, different scheduling solutions can be
generated from several courses sorting in array D [].

The tests were carried out considering that the association
between teachers and courses, classes and courses and the
constraints were previously defined, for example, by the school
managers. Therefore, the problem is summarized in staggering
the classes, since the possible conflicts were previously solved.
To perform the tests, two scenarios were created: scenario 1,
simpler, with 15 courses, 5 teachers, 3 classes and 20 schedules
and scenario 2, more complex, containing 50 courses, 19
teachers, 10 classes and 20 schedules. The chart in Figure
5 illustrates the comparison of runtime in seconds with the
PowerCubus software [13].
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Figure 4. Algorithm flowchart.

As one can see, the runtime of the solution proposed in this
article is only 12.5% of the time spent by the PowerCubus
software in the scenario 1. Scenario 2 could not be tested
in the PowerCubus software because it is limited to a free
version. However, the solution proposed in this article in the
second scenario was executed using only 30% of the time spent
by the PowerCubus software compared to the first scenario.
Thus, even for a more complex case, our solution obtained a
significantly more satisfactory result.

Figure 5. Our System x PowerCubus.

Finally, Figure 6 illustrates the interface developed and
presents the result of scheduling for a single class.

VI. CONCLUSION AND FUTURE WORK

The proposed modeling was efficient in representing the
aspects of the scheduling problem. The model is general
enough to allow inserting of new data, such as other types of
constraints. The ILS presented satisfactory solutions and the

Figure 6. Web page: Screenshot schedule for single class.

algorithm executed directly in the graph-oriented DBMS was
consistent and quick to execute. Note that the graph-oriented
database allows queries to be performed without the need to
cross-out data in cross and joins the are common in relational
databases, being more direct and much faster. Furthermore,
since Neo4J does not limit the storage of nodes, the solution
proposed in this article allows us to deal with instances of any
size for the proposed problem, meaning that it, it can be used
in the long term by the IFTO.

Continuation of this work will involves the inclusion of the
weak restrictions previously mentioned and also environment
allocation for holding classes. Since the IFTO offers courses
in different areas and requires the shared use of facilities
such as classrooms, swimming pool, sports gym, auditoriums,
computer labs, among others, this functionality will be very
useful.

In addition, the user interface must be upgraded to improve
usability, because, despite automated scheduling generation,
human intervention will still be necessary in the process, e.g.
for inserting data into the system.
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Baseado em Algoritmo Genético e Busca Tabu para Resolução do Prob-
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[8] T. d. S. Côrrea, D. E. C. d. Almeida, and A. F. G. Neto, “Comparação
entre banco de dados relacional e não relacional em arquitetura dis-
tribuı́da [Comparison between relational and non-relational database
in distributed architecture],” III Seminário de desenvolvimento em
soa com cloud computing e conectividade, Instituto Nacional de
Telecomunicações – INATEL [III Seminar of development in sounds
with cloud computing and connectivity, National Institute of Telecom-
munications - INATEL], September 2017, ISSN: 2447-2352.

[9] E. A. Abdelhalim and G. A. El Khayat, “A Utilization-based Genetic
Algorithm for Solving the University Timetabling Problem (UGA),”
Alexandria Engineering Journal, vol. 55, March 2016, pp. 1395–1409.

[10] “Intro to Cypher,” URL: https://neo4j.com/news/explorando-o-cypher-
a-linguagem-de-pesquisas-em-grafo-do-neo4j/ [accessed: 2018-10-14].

[11] “Why PrimeFaces,” URL: https://www.primefaces.org/whyprimefaces/
[accessed: 2018-11-11].

[12] “NetBeans IDE - The Smarter and Faster Way to Code,” URL:
https://netbeans.org/features/ [accessed: 2018-11-11].

[13] “PowerCubus,” 2016, URL: http://www.powercubus.com.br/ [accessed:
2018-10-04].

105Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-676-7

UBICOMM 2018 : The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                         116 / 153



A Solution for Mobility Protocols Evaluation

Thierry Silva Pereira

Federal Institute of Education, Science and Technology of Tocantins (IFTO)
Palmas, Brazil

Email: thierrysilvaee@gmail.com

Abstract—The motivation of the research project proposed in this
article is to show means and results for overcoming the challenges
of maintaining an uninterrupted connection on wireless mobile
networks, which is becoming more and more necessary for users
who increasingly require ubiquity when accessing voice and video
services. These services become a critical case when used together,
since high transmission rates are needed. A possible option in this
scenario is the use of smartphone oriented networks, considering
their recent support for packet-switched services evolution. This
article presents the implementation of an app for mobile devices,
that can be used with the Android or IOS operating systems,
which provides a thorough mobility protocol evaluation.

Keywords–Technology; Mobility; Handover; Latency; Wireless
Networks.

I. INTRODUCTION

Due to the increasing demand for services that require
strict compliance with network requirements, such as, voice
and video applications, along with the ubiquity of these
services, the issue of always keeping mobile devices users
well connected when moving among networks with different
administrative domains, has proved to be a challenge. During
the handover period, the user may suffer longer delays than
desired or even data loss. This effect ends up decreasing the
quality of information, and this situation becomes especially
critical when one is dealing with multimedia data in
communication.

Effectiveness in the delivery of a service or provision
quality assurance in transmission and reception of a flow is
related to some variables that can be crucial in a computer
network application. They are almost always related to the
technology that was used, how the transmission flow was
made and, very often, to the functional requirements of the
application that will benefit from the network architecture.
Analyzing the context of mobility and convergence, the
requirements in the control of the limits of each parameter of
these variables are even more important, since they can be a
determining factor as to whether or not to deliver a particular
package. Thus, network technologies need to work in such a
way that can promote transparency to the users, from the point
of view of utilization of the service, providing full support to
mobility and data continuity.

Beside the need that involves the support of connection and
continuity of data traffic, there is the additional challenge of
integration among wireless services. Interfaces without
coupling present additional challenges, because they are very
frequently found in networks with many different
administrative domains. In such situations, it is noted that one
network does not provide a coupling to another, and, as a
result, there is management of different IPs addresses,
leading to the need for rigorous studies to evaluate the impact

of a migration process among heterogeneous networks, as
presented in Al-Surmi [1] and Fernandes [2].

The Internet was not originally designed to support de-
vice mobility. Considering the existing infrastructure and all
the main protocols used in the Transmission Control
Protocol/Internet Protocol (TCP/IP), layer model, these have
limitations which make it difficult to use them for mobility
scenarios. The Mobile Internet Protocol (MIP), described in
Perkins [3], has been widely disseminated, studied and used as
a solution to the mobility problem in IP networks, leading to
some implementation of this protocol. However, in some
studies, such as Kodaly [4] and Mohamed [5], its application
has become practically unfeasible, since it was based on
providing architectures in extremely controlled and poorly
functional environments.

This study proposes to implement a mobile app that is able
to provide results of certain mobility protocols evaluations.
For the next step in future work, it is proposed to measure
and evaluate the handover latency values using the Specialized
MIP (SMIP) protocol, as presented in Monteiro [6], analyzing
the feasibility of mobility in networks. The efficiency of these
protocols will be experimentally and numerically evaluated in
a given scenario, from the viewpoint of network latency and its
involvement in certain types of traffic or applications. The
results obtained from the evaluation of the mobility protocols
will be available in the created app and disseminated to the
scientific community.

This paper is organized into the following sections: after
the Introduction, in Section II the work listed presents the
research carried out, showing the theoretical references that
were used and a brief description of each one. Section III
provides the proposal of this article, as well as the materials
used for app planning and implementation and the method-
ology applied to carry out the research. Section IV presents the
results obtained with the use of the app. In Section V, we
conclude this paper and suggest directions for future work.

II. RELATED WORK

Technology is everywhere today. Studies are pursuing
solutions in order to provide ubiquitous information for the
most diverse problems. Mobile devices have a crucial role in
this information dissemination process.

The largest number of studies found about mobility
protocol evaluations show experiences with mobile IP in
complex and specific environments. An example can be seen
in [7], where authors demonstrate the use and performance of
IP protocol in a smart bridge environment. This particular
research proposal is to introduce and characterize a protocol
architecture based on IP to achieve applications in, for
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example, smart meters and inverters.

In another case, the authors in [8], address and evaluate the
mobile IP in a Pay-TV environment, showing its efficiency in
that specific scenario. Some weaknesses related to maintenance
of user privacy, can be highlighted, such as insider attack and
user traceability attack.

In [9], results are presented for the use of IP protocol in a
Virtual Private Network (VPN) environment, allowing
terminal mobility for the user of that VPN. This was based
on aggregation of two or more internet mobile accesses and
is able to provide a higher end-to-end available bandwidth due
to an adaptive load balancing algorithm. This research also
proposes a neural network approach for predicting the main
Key Performance Indicators (KPIs) values at a given
geographical point.

Thus, with a view to continue pointing in the direction
of using mobile apps for troubleshooting in the context of
mobility, this research presents the implementation of an app
that provides information about the research that will be carried
out during the postgraduate course in Telematics.

III. PROPOSAL

When thinking about mobility in networks with different
administrative domains, the biggest challenge is the increase in
handover latency. Taking this scenario into account, it is
possible to adopt certain procedures that enable
implementation of mobility under specific circumstances,
provided that certain requirements are established. These
requirements range from defining which layer mobility will be
introduced into, to the most efficient application of the
algorithm or protocol that will perform the actual
implementation.

The proposal of this research is to create an app that will
provide information about the research. The research has the
purpose of evaluating and measuring handover latency using
specific protocols, seeking solutions that are workable for use
on current mobile devices.

In order to find the best way to seek information and
present it in a practical, easy-to-read and understandable way
for the users, a plan of action was devised for the project.
Figure 1 shows the architecture of the solution, as well as
the steps and sequence of actions that were executed for
implementing the proposal of this research.

Figure 1. Solution architecture

A. Materials

This research was developed during the postgraduate
degree course in Telematics. The research group work was
consolidated in meetings held in the laboratory reserved for

the postgraduate course of the Federal Institute of Education,
Science and Technology of Tocantins (IFTO), and some
meetings were also attended by video conference.

The efforts during the first meetings were concentrated on
solving problems that have been proposed to groups by
professors in the postgraduate course. It involved several
debates with the intention of finding ways of how the various
parts of the project would be executed. After the presentation
of all problems that had been proposed, the other meetings
were focused on the search for practical and highly applicable
solutions for teaching and learning. Current and easily usable
tools such as YouTube [10], Gmail [11], Classroom [12],
WhatsApp [13], Google Drive [14] and Google Docs [15]were
used for the video conference.

In order to develop the app proposed in this research, the
following items that will be described as follows were used:
Computers (Desktop and a Dell notebook) using Linux and
Windows operating systems, respectively, both with Internet
access, a Web platform that enables the creation of mobile
apps, the AppSheet, Google Drive for storing required content
for the application of the implementation, Google Docs for
editing of the files that will be made available in the app and
YouTube for sharing videos. The mobile device for testing was
a Motorola Moto tt5 plus smartphone.

B. Methodology

This subsection will present the steps and methodological
technologies adopted for implementation of the proposed
project in this work. The app was developed for smartphones,
tablets or any device with an Android or IOS operatingsystem,
with a view to providing information about the research that
will be performed.

The first stage of the project was collection of information
that deals with mobility among heterogeneous networks.
Initially, requirements and functionalities were developed for
the system in question: project description, protocol used,
testing environment, objectives, problems, advantages,
challenges and team work.

Once the requirements were established, part of the
implementation of the app started. For this purpose, we used
a specific tool, AppSheet, a platform Web site that enables
creation of apps for mobile devices without the need for having
extensive experience in mobile application development. The
AppSheet was created in 2014 and the tool is employed by
users in more than 220 countries, making it possible to create
apps that meet specific needs from a spreadsheet, simply and
quickly.

A spreadsheet was created to show implementation of the
app containing information that will be available, as well as
images related to the texts, files to help in data interpretation
and videos. In order to enter the platform, it was necessary to
sign in with a Gmail account and allow the tool to have access
to the file saved on the drive. Editing to the app is done in a
very simple and practical way.

The AppSheet platform interface is shown in Figure 2,
where the functionalities provided by the tool have been
displayed. This figure points out the options for app editing,
the tables that were used for app construction, the conditions
established for proper functioning and a presentation of an app
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Figure 2. AppSheet

already in operation, in other words, an app simulation on a
mobile screen.

After the app began to take shape, final adjustments were
made in terms of information presentation and the colors used
to make project more visually attractive.

Research on mobility protocol evaluation will be done later
on during the postgraduate course. For this first stage the
efforts were concentrated on creating the app. The results
obtained, the methodology and how the test environment was
assembled will be also presented for the app developed in this
research.

IV. RESULTS

In this section, the results obtained will be presented for
implementation of the app using the AppSheet, which was
described in the previous section.

In order to optimize the dissemination of information
relevant to solutions that address the heterogeneity of wireless
networks, an application was created to provide the results of
the research that will be carried out during the postgraduate
course. The manner in which the information will be provided
will provide a very concise and dynamic understanding.

The initial prototype of the app was built from the
requirements and features surveyed during the course of the
research. A spreadsheet was created in Google Documents and
from this, an application was implemented on the AppSheet
Web platform. Figure 3 illustrates some of the app screens after
it was ready. Figure 3 (a) shows the screen when we press
the button named Project, connecting the path to the Project
Description part and to the Project Motivation that encourages
further research. Figure 3 (b) illustrates the application screen
when the Goals button is clicked; it shows the user the General
Purpose and Specific Objectives buttons.

The overall goal of protocol evaluation shown in Figure 3
(b) is to try to always keep mobile device users well connected

when moving among different administrative domain networks
and provide higher quality and reliability among connections.
The specific objectives are to facilitate the reestablishment of
connections, decrease registry data traffic in a mobility
environment and create mechanisms that reduce the latency
and quantity of packet losses during the handover process.

(a) (b)

Figure 3. App implementation

The process for installing the app on mobile devices is
easy. The AppSheet must be installed first. The app developed
is called Mobility Protocol and after installation on the
smartphone, the first screen presentation provides a brief
summary of what the app is all about, the motive and reason
for its creation. Figure 4 shows the screen application shortly
after installation on a device mobile with Android or IOS
system.

Figure 4. Home screen
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The main mission of the app in question is to inform and
educate users about a very specific topic, which is the
evaluation of mobility protocol. As a result, the model of
structure plan used will be the index architecture model. For
applications with a specific purpose, this type of structure is
the best option. Figure 5 presents an organized menu for the
app after adoption of the index architecture template. Figure 5
(a) has a print screen showing the top of the app main menu. In
the app, there are several buttons in the main menu, and Figure
5 (b) illustrates the bottom section after scrolling vertically.

(a) (b)

Figure 5. Home

In a constant effort to optimize the application developed so
that users always have a good experience and proper usability,
the app has a feature for users to leave suggestions, ideas for
possible improvements and/or compliments. The button that
allows this connection between the user and the developer is
called Feedback and is available in the upper left menu of the
app, allowing the user to send the text to the email that the
developer registered during creation of the project. The app
created has not yet been shared with the academic community
and other users who will use it, and we will thus not be able to
provide any feedback from possible users at this stage. Figure
6 illustrates the menu where this resource can be found.

Through the development and usability tests performed,
we have implemented the app that was proposed for this
project. Simple texts were used for better understanding of the
information that is being transmitted, the images illustrated
in each topic are related, whenever possible, to the texts of
each information and the colors have been chosen in order to
achieve harmonization in the app set.

V. CONCLUSION AND FUTURE WORK

Technology has made a major contribution to education, as
demonstrated by the use of television, multimedia equipment
and computers over the last few decades. However, because
of continuing modernization, the latest mobile technologies
deserve attention and can be applied in education, given that
and a large part of the population already has access to a high-
tech mobile device.

Figure 6. Menu

Although it is not a new topic and has already been dealt
with by several academic researchers, the IP mobility
management problem still deserves attention, especially in
environments where the networks used by the mobile device
do not have coupling and are located in many different
administrative domains. Such scenarios are becoming more
and more common and the quest for solutions is being treated
with a focus on mobile devices.

This research is focused on the development of an app
for mobile devices that will provide pertinent information for
research. It will be carried out during the postgraduate course
in the Telematics laboratory, where tests were performed for
evaluation of mobility protocols, as a requirement for obtaining
a specialist certificate.

The Mobility Protocol Assessment app has proved
promising in its ability to provide a contribution to education,
because it can aid in learning within the classroom, by
providing more dynamics and better presentation of the
information in an enlightening manner.

Therefore, in this context, the app developed meets the
central objective of the research, which is to present useful
information to the user and to show in a simple way how to
apply them. However, the Mobility Protocol Assessment tool
will not solve the mobility problem between heterogeneous
networks by itself, and will always require research on the
mobility issue and sharing of the results on the app.

As a suggestion for future work, this app can be
disseminated throughout the academic community of the
Federal Institute of Education, Science and Technology of
Tocantins, in an effort to seek optimized versions. In parallel,
there will be a search for solutions for mobile device mobility
when moving along networks of different administrative
domains, an issue that will always provide room for new
academic research.
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Abstract—This article deals with the theoretical and practical
aspects of developing an app called ConstruNET. It was
created by a research group in the Graduate Program in
Telematics of the Federal Institute of Education, Science and
Technology of Tocantins, Brazil (IFTO). This solution was
developed with available Web applications and has the goal of
providing users with information about offers from a list of
construction supplies sold by stores in the city of Palmas -
Tocantins - Brazil. The purpose is to show the importance of
an app such as ConstruNET to aid the search for building
material products, as well as to avoid the waste of time and
money in construction activities. This article demonstrates the
planning, conception and utilization of ConstruNET as a
mobile technology app directed towards civil engineering
construction supplies.

Keywords-Collaborative tools; App; Construction; Mobile
Devices; Internet.

I. INTRODUCTION

The advent of globalization has brought access to
various technologies that greatly facilitate communication
and interaction between people. Today, people have several
services at their fingertips in ways that were impossible ten
years ago. This is because of the opportunity for acquiring
mobile devices and Internet access services.

The use of smartphones and tablets has increased the
production of applications, making it possible to solve day-
to-day problems. Today, it is possible to verify the prices of
several products online, as well as to compare them,
evaluating them and pointing out what needs to be
improved.

This paper is structured into six parts. After the
Introduction, in Section 2, the publications related to this
research are presented. In Section 3, we present the problem
and its justification, besides the general and specific
objectives established for the project. In that section, we
describe how we used the physical relationship diagram and
virtual tools in meetings of the research group. In Section 4,
we present the online survey and statistical graphics. In
Section 5, we present our overview of ConstruNET.

II. RELATED WORKS

Mobile devices play a fundamental role in the
information dissemination process.

Research works are aimed at finding a solution that
would allow people to search prices of civil engineering
construction supplies in a given region. Appsheet® [1] was

the main tool for development of mobile applications
because it is easy to use and low-cost.

The authors in [2] show how the Appsheet® tool was
used for calculating water consumption of the reference
plants, presenting an easy way for data storage and for
developing an application. The tool is an alternative for data
storage and management.

The researchers in [3] use the Appsheet® tool for
developing a solution for providing a low-cost electronic
data collection tool for a health facility survey study. They
created an online application using the Appsheet® tool
functionalities.

In [4], the authors use the Appsheet® tool to develop a
Web solution to support decision-making. The Appsheet®
tool was used as the main tool for development and the
authors realized the advantages of the Appsheet® tool,
considering its operation and ease of programming, as well
as its database robustness.

The researchers in [5] present a database model totally
based on the Appsheet® tool, showing its performance and
ease of operation. They address the use of the Appsheet®
tool in building a database for facilitating location and
development of a warehouse management system.

The use of a mobile application that aims to save time
and money for users when they need to search prices for
products and / or building materials in their city is the focus
of this paper.

III. PROPOSAL

According to Meireles [6] citing the 29ª Annual Survey
of Information Technology (IT) Usage conducted by GVCia
(Center for Applied Information Technology of the Getúlio
Vargas Foundation), in the year 2018, Brazil already has
about two hundred and twenty million active smartphones,
proportionally well over one smartphone per inhabitant.
Even with this information and the increasing use of mobile
applications, there is a lack of tools that facilitate daily
tasks. For example, when there is a need to make a small
renovation, there is almost always inconvenience in
obtaining offers of construction materials, tools and
accessories from the stores, along with the best prices.

ConstruNET was born with the proposal of presenting
to the user a solution that uses a mobile application to
facilitate access to a list of offers of construction material
products from several stores in Palmas, the state capital of
Tocantins.
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The general purpose of this article is to provide an app
for the population that allows a comparison of prices of
construction materials in the main stores of a given locality,
allowing the consumer to quickly find a better price, thus
reducing the time spent on construction or remodeling.

Additionally, there are three specific objectives of our
work:

● Allow the consumer to register the building
material products whose information will be
shared.

● Provide a list of products containing their
respective prices and the stores that are offering
them.

● Provide maintenance tips that will assist the
consumers in resolving minor repairs or
renovations to their homes.

A. Materials

ConstruNET was planned and documented using tools
from the Google family (Docs [7], Sheets [8], Slide [9],
Classroom [10] and Forms [11]). We considered User-
Experience and Usability for developing the APP using a
spreadsheet with Nielsen Heuristics [12] and a document in
Card-sorting format.

The ConstruNET app prototype was created using the
AppSheet® tool. The physical resources used during
development included mobile devices for tests such as a
Samsung® GT-7102 smartphone, a Motorola® MOTO G5
Plus smartphone, a Samsung® A9 Pro smartphone and a
Samsung® Galaxy S7 smartphone, all of them connected in
WI-FI 802.11n internal networks and 3G and 4G mobile
networks.

All physical equipment was from the Telematics and
Application Laboratory at IFTO (Federal Institute of
Education, Science and Technology of Tocantins).

B. Methods

The idea of ConstruNET was conceived during face-to-
face meetings and through distance learning (Google
Classroom tool) in the graduate program in Telematics,
carried out at the Telematics and Applications in Education
Laboratory at the Federal Institute of Education and
Technology, Palmas, Brazil from March to August of 2018
and was based on the Problem Based Learning (PBL)
methodology.

The data collection instrument consisted of an online
questionnaire from the Google® Forms tool, shared and
answered by one hundred and seventeen users in Palmas and
who evaluated the feasibility of creating an application that
could offer prices from construction materials. During the
Telematics Graduate classes, the Google Docs tools were
used to prepare documents that supported the application
test, Google Sheets spreadsheets for the AppSheet® tool
Database and the results were shown using Google Slide.
The Google Classroom tool served as the basis for
communication between the teacher and the students.

In the second stage of planning, the skeleton, design and
usability plans, and the Nielsen Heuristics worksheet based
on the needs of the online survey constructed using the
Google Sheets and Google Forms tools, were also thought
out and idealized through card-sorting for ten users with the
objective of testing their views regarding issues of
application navigability. The presentation of the results was
done by the Google Slide tool.

In the creation phase, the ConstruNET prototype was
designed, using the AppSheet® tool. The application was
initially created with four screens, where the offer list
sessions, stores, products and categories were made
available. Given its hybrid nature, the AppSheet® tool made
it possible to make use of the application on the Android®
and IOS® platforms through its access database.

As a result of the planning and design processes,
ConstruNET was designed and operates according to the
diagram in Figure 1 below:

Figure 1. Relationship Diagram.

When the users run the ConstruNET application, they
view the list of available products sorted in alphabetical
order and from the lowest to the highest price. In the initial
screen, the user can search for a product (product module),
category (category module) or company (company module).
On the initial screen, the user can also select the module
tips, answer survey, company, category and products for
visualization.
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If the user has selected the item related to the company
search, the search result will be the company entered by the
user. As a result, detailed company data such as name,
address, telephone number, storefront photo, map with
company location and available company products will be
shown. Also in relation to the company, the application uses
a map to invoke the Google Maps® [13] tool and a route is
drawn from the user's GPS location to the company
location.

When the user chooses a category search, the application
shows the categories of products available, e.g., hydraulic or
electric and when a category is selected, a list is shown with
all products registered in the selected category.

If the user chooses the tips module, the APP will present
a list with simple maintenance procedures that can be
performed by the user without the need of a professional.
When the user selects a tip, the system loads the YouTube®
[14] video for viewing within the ConstruNET application.

The module responds, when accessed by the application
user, by loading a form created in the Google Forms® tool,
which contains a survey on the use of the ConstruNET
application, which may or may not be filled out by the user.

The products module is the most important of the
application, because it is what contains the information for
which the system is intended to be created. The user, when
accessing this module, can register a product, view product
details and view the company that sells the product. In the
product details is presented an image of the product, the
selling price, the company that offers the product, technical
specification and description and the category of the
product. Also in the product description, the user can access
data for the company that sells the product and the category
of the product, presenting all products registered in the
category.

In the main list with the products registered, the user has
the option of registering a new product. In the product
register, it is necessary to fill in the product, price, company
and category fields. Optional fields are image (product
photo), description and specification.

For tests using the ConstruNET functionality, a copy of
the application in developer mode and six copies of it in a
limited mode for six invited users in the city of Palmas-
Tocantins were installed in four smartphones of the graduate
students.

IV. RESULTS

ConstruNET was conceived during face-to-face
meetings through distance learning (Google Classroom
tool) of the Graduate Program in Telematics, held at the
Telematics and Applications in Education Laboratory of the
Federal Institute of Education, Science and Technology,
Palmas, Brazil, during the period from March to August of
2018 and was based on Problem Based Learning-PBL
methodology.

The data collect instrument consisted of an online survey
from the Google® Forms tool, shared and answered by one

hundred and seventeen users in Palmas, which evaluated the
development viability of creating an application that could
provide prices / offers of construction materials.

TABLE I . SURVEY QUESTIONS

Number Questions

1 Gender

2 Age

3 Have you bought any kind of construction and / or
maintenance material?

4 At home, who usually performs minor repairs / maintenance?

5 How do you usually buy your materials, tools and / or
accessories to use in your building or home?

6 How much do you use building and / or maintenance
materials?

7 Would a search application that provides information on
building and/or maintenance materials be useful when
shopping?

8 Would you like an app that shows the lowest price of a
building material, tool or accessory for maintenance in the
stores in your area?

9 Would you like to receive a quote for all the materials you
need, at the lowest prices, from the application?

10 Would you like the application to show tips about minor
repairs that you can do yourself?

11 Would you like the app to showcase supplies, tools, and / or
accessories for stores in your area?

12 How much do you think the app will help in saving time and
money at the time of purchase?

The initial study pointed to a need for the application
and in light of the results, the prototype of the ConstruNET
has the following functionalities:

● Product registration.
● List of products and information of companies that

sell them.
● List of companies that sell building materials.
● List of categories.
● Viewing details of a product.
● Viewing details of a company.
● View of the route of a customer to a selected

company.
● Maintenance tips.

Some screenshots of functionalities in the ConstruNET
prototype are shown in Figures 2 and 3.
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Figure 2. List of products

Figure 3. List of companies

A. Data Analysis

In Figure 4, we can see that 67% of the public, who
answered the survey are male with an average age of about
18-40, as shown in Figure 5.

Figure 4. User gender

Figure 5. User ages

According to Figure 6, 91% have already bought some
type of construction material, about 46% have already made
minor repairs to their home and only 26% call a specialized
professional.

Figure 6. Users who purchased materials

An interesting figure is that 78% buy building materials
from physical stores and about 95% would find it much
more interesting to have an app that could resolve budgets,
make comparisons, and show offers for construction
materials from a variety of stores for a possible future
purchase.

Figure 7. Users would like an application that helps them save time and

money

It is also worth mentioning in Figure 7 that 60.8% of
those interviewed would like an application that helps them
save time and money when shopping.

In addition to the results presented, ConstruNET will
provide the features of:

● Informing the location of the closest companies
that contain the product searched by the user.

● Generating a budget
● Comparing prices.
● Ranking the users in relation to the veracity of the

information inserted.
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● Authentication of the user through Social
Networks.

Additionally, application features will be verified
through field testing to assess usability and user acceptance.

V. CONCLUSIONS AND FUTURE WORK

Usability issues in ConstruNET were handled with due
attention by the application development team. In evaluating
it, several techniques were used that inform indicators to be
improved, both in navigability, as well as design and
interaction with the end user.

Jakob Nielsen's Heuristics were used in the application,
with the evaluation of some specialists and light of the
result, it was verified that ConstruNET has a good set of
colors that assist its users, besides providing a better
visualization of the app at any time of the day, in addition to
saving the battery of the mobile device on which it is
installed. Another positive point is that the application has a
unique font, making it easier to identify, changing only the
font size, and the words are well associated with their
respective functions. The structure of the screens is
consistent, which facilitates learning how to use
ConstruNET.

Points for improvement are the inclusion of titles and
sections informing where the user is and translation of help
and error messages. Images should be standard size and
aligned on all screens. One point also to be improved is
understanding of the product screen in relation to the
information that should be highlighted.

As assessed in the evaluation, the application should also
go through future implementations, such as social
networking login and migration from the Appsheet® tool
(where it currently is) to the Ionic platform.

Although the prototype was developed with limited Web
applications, ConstruNET presents itself as a good solution
to the proposal for which it was conceived. In future
updates, the suggestions captured by the users will be
covered through research and testing using the application
during the prototyping phase.

ConstruNET is at the service of users of mobile
technology, and through its announced offers it facilitates
the planning of small reforms, as well as expediting
decision-making in the acquisition of materials for
construction.

REFERENCES

[1] Appsheet, Available from:
<https://www.appsheet.com/>.Accessed: Nov, 2018.

[2] Phairoj Samutrak and Chalit Kangvaravoot, “Application to
Calculate Potential Evapotranspiration”. International Journal
of Applied Computer Technology and Information Systems,
Vol 7. No.1, 2017, pp.35-40.

[3] Sylim PG, Santos-Acuin CC. "Development of A Low-Cost
Electronic Data Collection Tool for A Health Facility Survey
Study: Lessons Learned in the Field". J Int Soc Telemed
eHealth 2016; 4:e27.

[4] Quinn Alexander J.,Bederson Benjamin B. "Appsheet:
Efficient use of web workers to support decision making".
Available from:<http://www.cs.umd.edu/hcil/trs/2011-
26/2011-26.pdf>. Accessed: Nov, 2018.

[5] Ojha, Vinit. "Facility location and development of warehouse
management system for cross channel Business Model".
Available from:
<http://14.139.205.163:8080/jspui/bitstream/123456789/92/1/
2015PGMFMS03.pdf>. Accessed: Nov, 2018.

[6] F. S. Meireles, “29th Annual Survey of IT Usage 2018”,
Available from:
<https://eaesp.fgv.br/sites/eaesp.fgv.br/files/pesti2018gvciapp
t.pdf>. Accessed: Nov, 2018.

[7] Google Docs, Available from:
<https://www.google.com/docs/about/>. Accessed: Nov,
2018.

[8] Google Sheets, Available from:
<https://www.google.com/sheets/about/>. Accessed: Nov,
2018.

[9] Google Slides, Available from:
<https://www.google.com/slides/about/>. Accessed: Jun,
2018.

[10] Google Classroom, Available from:
<https://classroom.google.com>. Accessed: Nov, 2018.

[11] Google Forms, Available from:
<https://www.google.com/forms/about/>. Accessed: Oct,
2018.

[12] J. Nielsen, Usability Engineering. Academic Press, Boston,
ISBN 0-12-518405-0 (hardcover), 0-12-518406-9 (softcover).
Japanese translation ISBN 4-8101-9009-9.

[13] Google Maps, Available from:
<https://www.google.com/maps/about/>. Accessed: Jun,
2018.

[14] Youtube, Available from: <https://www.youtube.com/>.
Accessed: Oct, 2018.

115Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-676-7

UBICOMM 2018 : The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                         126 / 153



The Use of E-portfolio as Collaborative Tool for a Creative Economy

Arich Andrade Rocha, Irlley José A. C. Branco,
Jonh Leno Fernandes and Mauro Henrique L. de Boni

Federal Institute of Sciente, Technology and Education
Palmas, Tocantins, Brazil

E-mails: arichandrade@gmail.com, irlleyjacb@gmail.com,
jonhleno.fer@gmail.com, mauro@ifto.edu.br

Abstract—This article presents a tool for helping someone
who needs to hire a freelance worker. Through a research
performed by the authors, the results show that the
Tocantins, the newest Brazilian state, has a big number of
migrants from other states who have difficulty getting into
the job market because they have no references. It also
contributes to adaptation difficulties. Thus, the app can help
both the local economy and the migrants by giving them an
opportunity to take care of their families with dignity. To
accomplish that, we used a tool called AppSheet, a
framework based on components, to develop a prototype
and verify the acceptance of the proposal.

Keywords-E-portfolios; Collaborative; Professionals;
Freelance; Sharing Economy; Opportunity.

I. INTRODUCTION

Currently, the inevitable and constant interactions
between human being and technology haves increased in
proportions never verified before. The use of smartphones
has become as common as the tradition of sending letters
in the last century. Smartphones are not only useful for
sending messages, they perform many functions that
transform them into an important tool for data storage,
content creation, media access and collaboration with
other persons.

According to IBGE (Brazilian Institute of Geography
and Statistics) [1] by 2015, approximately 88% of the
Brazilians who have a smartphone do not leave their home
place without it, which proves how dependent society is on
this device and indicates to the internet has allowed almost
97% of the Brazilian population to obtain access to
information in real time, share their information as well,
and interact with people and make transactions in various
perspectives.

Given this, the rise of the Collaborative Consumption
(CC) or sharing economy, the peer-to-peer-based activity
of obtaining, giving, or sharing the access to goods and
services, coordinated through community-based online
services has been noticed. It has been motivated mostly by
economic gains. In Brazil, this environment is promising
to freelance workers.

In this sense, questions arise: “what to do when we
have leaking in the kitchen, air conditioning that does not
work, malfunctioning power sockets, a poorly finished

floor, torn clothes, etc.?” These may be very common
problems, but are not simple tasks to find a professional
who can solve them and, even more difficult, to know
whether the work offered is reliable. It is even harder to
identify how reliable a given worker is when the usual
method for finding professionals is based on WhatsApp
groups, family opinion and store catalogues.

Based on this common problem of thousands of
people, and thinking of providing a practical and safe
solution for hiring freelance workers, it was decided to
develop an application that unites several types of
information in a single place, either for those who need to
find a freelance worker and also for those who intend to
offer their services. The application main goal is to make
easier the professionals’ meeting with potential clients.

This application is a showcase for the freelance
workers, a place where all the information, such as the
description of the work offered and the professional
agenda will be detailed for anyone who accesses it. It will
also make it more practical since it will optimize the
search for a given professional, for example to fix the
problems described before. The advantage of e-portfolio is
that it provides a powerful way to collect and share
information from professionals, gathers in one place, jobs,
knowledge, skills, and attributes acquired during the
person’s lifetime, generating enormous potential in
attracting many more clients. In the context of the search
for optimizing the time and quality of the work effort,
technology has proven to be an excellent ally in the life of
the freelance workers and their clients. Currently, it is
possible to have applications that facilitate and organize
the entire work routine, and so, the idea of the ‘TÔ aqui’
(meaning: I’m here – in Portuguese) App came up.

In order to address this subject and report on the
experience, the rest of the paper is organized as follows: in
Section II, relevant related work on the topics is presented;
in Section III, we discuss the research paper proposal, with
specifications for materials and methods; in Section IV,
the results of the research are presented, through analysis
of the data collected and the development tool; in Section
V, we present our final conclusions.

II. RELATED WORKS

To check if the goals of the users are reached, Maguire
[2] shows that the development team must visualize the
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translation of functional requirements into technical
requirements and prototypes. To do this, mock-ups,
storyboards, or prototypes are created and tested
sequentially and iteratively with intended users. Wong [3]
introduced a method that address an applied user-centered
and user-experience product development. The Designers
need to identify their target users during the design
process either in design, system or interface. These user
profiles are based on the characteristics, interest, cultural
beliefs, gender, social groups and lifestyle of the target
group.

A good user experience is very important for the
success of interactive products. Schrepp [4] demonstrates
that user experience questionnaire can be used to help the
design team measure the user experience of a product
quantitatively.

Peer-to-peer markets, as showed by Zervas [5], have
emerged as alternative suppliers of goods and services
traditionally provided by long-established industries. The
authors explore the economic impact of the sharing
economy by studying the case of Airbnb, a platform form
short-term accommodations.

III. PROPOSAL

Tocantins is one of the 27 states of Brazil. As the
newest state in the country, it is a developing frontier area,
and its inhabitants historically have been mostly of
Indigenous and mixed European-Indigenous ancestry and,
in 2015, its population was approximately 1.497 million
people. To better understanding the situation, the
migration of different people from different regions causes
a conflict because of few references in people lives. One
example is, the lack of reliability when choosing a
professional to perform a particular service.

Imagine the following situation: A housewife needs a
plumber as it is leaking in the kitchen. How does she find a
professional of her confidence, since she has no technical
knowledge about the problem, and especially since she is
new in town, and does not know any professionals in the
area?

Taking advantage of this problem, we are working on
the development of a application for mobile devices, such
as tablets and smartphones, that can gather information on
a single platform, bringing reliability when choosing a
freelance worker to proceed with the execution of a given
service. In Section A we will work with more details about
the application.

A. Materials

In order to create this app, we used the AppSheet, a
web application development platform that does not
necessarily require advanced programming knowledge to
quickly and easily transform an idea into an app. This tool
was chosen, since it is a tool that promotes the
manipulation of information in a ubiquitous way:
visualization, insertion, editing, and deletion of data at
any time, since the given platform connects to highly

available tools, such as the Google Drive. The Google
form is a free tool that has enabled us to extract the
information outside the academic field, helping us to
define and model the application’s visual display with
more specific content.

The application is made available in a collaborative
perspective. That means that the information presented in
the application will not be responsibility of the creator of
the application. Collaborative Consumption (CC) is
increasingly transforming human interaction; one
example is the exchange of experiences, services, and
products; what is called Sharing Economy when it is
related to financial gains.

Thus, the application can reach a huge number of
users: those looking for a professional and / or those
professionals who wish to expand their business.
Furthermore, for the best application navigation and to
encourage the user to contribute with relevant
information, all views of the application will be
developed with the purpose of making it intuitive for
users, to make sure they will have no problem in finding
any particular data, and to ensure a good user experience
(UX). The screens and the icons are easy to identify,
allowing the customer to register, view, and update the
information.

Figure 1. Views Flowchart example

As showed in Figure 1, the navigation from login
screen and a given registered professional screen is made
in only three clicks. The usability of the application was
simplified as much as possible. So, even the users without
experience in using apps will successfully find a
professional according to their needs.

B. Method

After choosing the platform, the app interface has
been defined in a collaborative way through presentations
and discussions during the Telematics Post-Graduation
Program classes in order to provide a user-friendly visual
experience that meets the previously identified need
which is, in this context, to provide to the potential clients
the information they need to establish contact with a
professional who can execute a given work.

To identify the need of such an app, it was made a
query application. It was developed as a survey with 10
questions, which can be seen in Table 1. Those questions
were inserted in Google Form platform. In order to serve
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a larger audience, the online link of the form was made
available through the social networks, such as Facebook,
WhatsApp, and Instagram. With the data collection at the
end of the questionnaire, answered by a total of 83 people,
we were able to provide a solution to the problem
presented.

IV. RESULTS

The use of technology in solving problems has
become a common thing in people’s lives. Mobile devices
are a technology that can, ubiquitously, enable fast access
to information, exchange of messages, payments, among
others. To make sure there is a need of an app to help
people to find a freelance worker with the needed
capabilities we applied a survey showed at the Table 1.
This survey has ten questions about how often people
need freelance workers, how they find them, and their
opinion on an app that could help them in these situations.

The results of this research were obtained by
interpreting the data collected by a survey evaluation
developed in Google Forms. This was done to verify the
viability of the application on the market, since until then
we were basing ourselves solely on our own need. The
questions involved topics about the customer’s need to
search for a professional, how often they would use the
app, which are the most wanted professionals, among
others.

TABLE I. QUIZ

Query

1. How old are you?
2. How often do you need a freelance worker?
3. When you need a freelance worker, which resource or method do you
use to find one?
4. Would you use, or do you already use, an app on your smartphone to
find freelance workers?
5. Which categories of professionals do you need most often?
6. What information about this professional would be essential for you
to hire a service?
7. How often do you use your smartphone?
8. For what purpose to you use your smartphone the most?
9. As for the number of apps on your smartphone, how many would you
say you have installed?
10. How would an application about freelance workers be considered by
you?

A. Data Analysis

According to Figure 2, we conclude that the app would
be feasible, since approximately 80% need a freelance
worker from time to time.

Figure 2. Result of the survey applied.

Other needs verified:

 Identification of the most wanted freelance
services:

The results showed that the four most sought after
professions are: Masons, Electricians, Mechanics, and
Computer Science Technicians;

 The app user possible age range:
By weighted average, it was verified that the average

age of our possible users is 32 years;
 Essential information the app most provide for

supplying a service:
As can be seen in Figure 3, potential users consider

important information to qualify the professional, such as
vocational courses, technical courses, or even a higher
level course; professional experience such as, places where
they have already performed some service; and lastly the
one that stood out most as requirements by the users,
evaluation of the professional by other people, that is, the
importance of the evaluation influences when choosing a
professional.

Figure 3. Result of the survey applied.

 And finally, how necessary would this app be:
According to Figure 4, the evaluation of possible users

regarding the need for such an app, the result shows that
approximately 85% of people questioned consider the app
to be essential or necessary.
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Figure 4. Result of the survey applied.

B. Development Tool

Since it is a development tool based on visual
components and the organization of the data arranged in
the spreadsheet, here are some screens of the application
and the development process.

Figure 5 show the app screens: first, the list of
freelance workers category, the second shows the
registration screen of a given freelance worker category,
such as “mason”, for example. And lastly, the list of
professionals registered in a certain profession category.

Figure 5. App Screens

Figure 6 shows the professional registration screen,
and the description of a particular professional.

Figure 6. App Screens

V. CONCLUSION AND FUTURE WORKS

Apps are used for a variety of services around the
world. In this scenario, the “TÔ aqui” project presents
itself as a reliable and viable option for a person looking
for a professional to do domestic chores, as for the
professionals who need to advertise their activities and
work to earn a living. In an unstable job market, offering
options for people to work and thus survive, motivate us
to contribute even more to the development of this app.

Therefore, in order to continue pointing towards the
use of mobile applications to solve problems, from the
perspective of mobility, this work presents the possibility
of gathering information on trust and credibility in a
collaborative environment that will bring more security to
the user at the moment of choosing a professional by
showing suggestions, evaluations, and opinions left by
other users.
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Abstract—This paper presents a case study of Project-based
Learning applying translational research. The novelty
proposed consists in how the Project-based Learning approach
can be used to obtain a solution for a problem in society. The
supporting project is a real-life problem, about filling up on
gas. Its development was planned in phases: bibliographical
research, survey for obtaining the level of interest for the
solution proposed, prototype and deployment of Gas-TO. We
employed strategies to ensure that the proposed development
methodology can be carried out by any academician,
regardless of their area of training, thus ensuring an
interdisciplinary methodology for developing solutions for the
community.
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I. INTRODUCTION

Nowadays, quick and easy access to information has
become a necessity [1] and has motivated the development
of applications used by users in general [2].

In this scenario, when we consider applications that have
information about filling stations in state of Tocantins in
Brazil, we identify that there are no instruments to provide
online and cooperative information about filling station
locations and fuel distributor names and about how much
fuel there is in each one. This was confirmed by searching
for this kind of application on Play Store and App Store.

Therefore, our goal is to apply the concept of
translational research [3] in order to obtain a solution to the
problem described. To that end, all authors use the
knowledge they have acquired beforehand in writing
contributions. We use Project-based Learning - PBL to
integrate the several life and technical backgrounds of our
team members [4][5], in order to find a way to achieve a
positive and collaborative solution for informing people
where it is less expensive to buy gasoline.

Therefore, we have developed an application named
Gas-TO. Our goal was to develop a collaborative
application [6], in which data updates can be made by the
users [7]. Thus, through PBL we have developed a solution
that offers users the price, location, and distributor name of
each filling station. In developing of this app, we used tools
that made it possible to develop an app without high-level
programming [8].

The rest of the paper is organized as follows. In Section
II, we present some relevant related work. In Section III, we
present the proposal of the article and the methodology
used. Next, in Section IV, we show the results obtained.

Finally, in Section V, we discuss the results and conclude
with possible future directions.

II. RELATED WORK

In this section we will present some works that use the

Google Appsheet as an easy way for developing solutions

involving database and cellular applications, in order to

show the real importance of the Google AppSheet tools for

facilitating database development and operation.

Thus, the authors in [9], show how the AppSheet was

used for calculating water consumption by the reference

plants, presenting an easy way for storage and development

an application.

In the same way, the authors in [10], address use of the

AppSheet for building a database for facilitating location

and development of a warehouse management system. The

authors present a database model totally based on Google

Appsheet, showing its performance and ease of operation.

The authors in [11] address a low-cost electronic data

collection tool for a health facility survey study. They used a

Google Appsheet to develop this tool, using the appsheet

functionalities for create an online application, showing its

efficiency.

On the other hand, the use of Google Appsheet is shown

in [8], where the authors use the tool for development a web

solution to support decision making. In this work, Google

Appsheet is used as the main tool for development and the

authors note the advantages of the Appsheet, considering its

operation and programming facility, as well as the its

database robustness.

III. PROPOSAL

Our proposal can be described as an application for
showing information about price, location and distribution
of filling stations at Tocantins State - Brazil. This
application was created using a cooperative approach. That
means the users can update the data according to their
experiences as customers.

The app enables easy navigation for the user and has a
structure and mechanisms that aim to encourage user
collaboration. The app was developed in order to ensure that
the user is able to view of the registered filling stations, and
is thus able to choose to register a new filling station, verify
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the prices by type of fuel and/or update information, as
represented in Figure 1.

Figure 1. Flowchart.

A. Materials

The choice of tools was strongly influenced by the
limiting factor of technical feasibility, considering the
heterogeneity of the group, as well as the weekly workload
that each member of the group had available for developing
the application. The selected tool (AppSheet) supports the
methodology proposed in this work and was presented to
the Telematics class. It was used as the main tool for
development of the Gas-TO application.

The AppSheet is defined as a smart platform that does
not need to use a programming language to obtain apps,
enabling people who are not experts in Information
Technology to use it without difficulty [12]. The AppSheet
has a simple structure, as shown in Figure 2.

Figure 2. AppSheet Architecture.

The development of this work, would not be possible if
we used a complex development tool or if we needed to use
programming languages, considering the time we had.
Because of that, we choose to develop Gas-To with
AppSheet, which allowed us to develop the app within the
scheduled time.

After choosing the development tools, we conducted a
survey with possible future users of the application to
measure the degree of interest in the proposed solution.
71.6% of them indicated that they would use an application
like the one presented in this solution. For applying all the
surveys, we used Google Forms, a free service for creating
forms online. With Google Forms, the user can produce
multiple-choice searches, make discursive questions, request
numerical-scale evaluations, and use other options [13].
Consequently, we obtained feedback on a number of issues
that guided the development of our work and validated our
methodology.

IV. RESULTS

We applied an online form for drivers in Tocantins State
to verify their interest in using the application and to
indicate what information about filling stations is most
important for them. With the survey we obtained 74
answers. These answers influenced the development of the
application, since they demonstrated the real degree of
interest in it.

Figure 3 presents the answers to the question: When you
are you going to fill your tank, what is most relevant to you?
For 59.5% it is the price, for 27% it is the distributor and
13.5% answered that distance is the most important factor.

Figure 3. What is most import when filling up?

Figure 4 presents the answers to the question: Would
you use an application that tells you about fuel prices, and
the location of the filling stations? Zero means little interest
in the use and 10 much use interest. The maximum level of
interest was shown by 71.6% of the drivers; 13.5%
answered 9; 6.8% answered 8; 5.4% answered 7; 1.4%
answered 6 and 1.4% answered 1.

Figure 4. Would you use an application that tells you about fuel prices, and
the location of the filling stations?

We considered the answers shown in Figures 3 and 4, in
implementing the function to present the ranked list of the
filling stations, as shown in Figure 5.
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Figure 5. App screen.

Figure 6 presents a summary of the answers to the
question: What type of fuel do you use in your vehicle? We
can see that 90.3% answered that they use regular gasoline,
22.2% said they use premium gasoline, 20.8% answered that
they employed ethanol and 5.6% answered that they used
diesel.

Figure 6. What type of fuel do you use in your vehicle?

Figure 7 presents the answers to the question: Do you
fill up your vehicle at filling stations: on the way home, to
work, school or place that you regularly go to? As shown in
Figure 7, 36.5% answered that they fill up when they are on
the way home, 32.4% said when they are on the way to
work, 24.3% said they fill up in other circumstances and
6.8% answered that they stop at the filling station on their
way to school or college.

Figure 7. On the way home, to work, school or place that you go to
regularly?

We considered the answers for adding a function to the
app, so that users can see the location of the filling station
registered using Google Maps and even request a route to
reach the selected filling station. The screen with this
function is represented in Figure 8.

Figure 8. App screen - Map

Figure 9 shows the list of application menus, used to
access all the features of the application.

Figure 9. App screen - Menu.
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Figure 10 shows the query screen for the filling station.

Figure 10. App screen - Fuel Station.

Figure 11 presents the Flag Menu (Fuel Distributors),
meaning that the filling stations are grouped according to
their distributors.

Figure 11. App screen – Flag Menu.

Figure 12 shows the screen for editing filling station
information.

Figure 12. App screen - Editing Fuel Station.

In developing this application, our priority was to
provide a user interface similar to the most commonly used
applications. WhatsApp was chosen as the designer model,
as represented in Figure 13.

Figure 14. Comparison Screen WhatsApp - Screen Gas-TO.

V. CONCLUSION AND FUTURE WORK

The methodology used illustrates the feasibility of
developing solutions for society, enabling students from
different areas of knowledge to create tools that can be used
as facilitators for the daily life of their communities. This
challenges the pervasive current thinking that only
information technology professionals with a focus on
programming can be providers/developers of technological
solutions.

In addition, it is very important to emphasize that
through the translational methodology used in this work, it
was possible to traverse all the stages of project-based
learning, starting from the acquisition of theoretical
knowledge, passing through definition of the project, until
the development and obtention of a solution.
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Through the feasibility study, it was possible to verify
that future users of the app believe that the application will
contribute information that will provide input for their
decision-making regarding where to refuel their vehicles

In view of this, because it is an application with a
collaborative bias, the user is the centerpiece; in other
words, without this collaboration, this solution becomes
obsolete and unfeasible to maintain. This means that the
major challenge is yet to come. That is, to put Gas-TO into
production and stimulate the collaboration of users to ensure
its viability.

As for implications for future work, although the Gas-

TO application was developed in Palmas, Tocantins, and

Brazil; this solution can also be distributed in other regions.

REFERENCES

[1] M. M. Lynch. The online educator: A guide to creating the
virtual classroom. Routledge, 2002.

[2] T. R. Oliveira and F. M. R. Costa. Development of mobile
reference application on vaccination in Brazil. Journal of
Health Informatics, vol. 4, no. 1, 2012.

[3] R. Guimarães. Translational Research: an interpretation.
Ciência & Saúde Coletiva 18 2013, pp. 1731-1744.

[4] N. Berbel N. A. Methodology of Problematization in Higher
Education and its contribution to the plan of praxis. Semina.
Londrina. vol.17, pp. 7-17, 1996.

[5] P. Letouze, J. I. M. de Souza Júnior, and V. M. Silva.
Generating software engineers by developing web systems: a
project-based learning case study. Software Engineering
Education and Training (CSEET), IEEE 29th International
Conference on IEEE, pp. 194-203, 2016.

[6] C. Ciurea. The development of a mobile application in a
collaborative banking system. Informatica Economica, vol.
14, no. 3, p. 86, 2010.

[7] C. Cheong, V. Bruno, and F. Cheong. Designing a mobile-
app-based collaborative learning system. Journal of
Information Technology Education: Innovations in Practice,
vol. 11, pp. 97-119, 2012.

[8] A. J. Quinn and B. Bederson. Appsheet: Efficient use of web
workers to support decision making. University of Maryland,
2017.

[9] P. Samutrak and C. Kangvaravoot. Application to Calculate
Potential Evapotranspiration. International Journal of Applied
Computer Technology and Information Systems, vol. 7.1,
2017.

[10] V. Ojha. Facility Location and Development of Warehouse
Management System for Cross Channel Business Model,
2017.

[11] P. G. Sylim and C. Cristina Santos-Acuin. Development of a
Low-Cost Electronic Data Collection Tool for a Health
Facility Survey: Lessons Learned in the Field. Journal of the
International Society for Telemedicine and eHealth, vol. 27,
2016.

[12] M. Ludloff. AppSheet Named A Leader Among Mobile Low-
Code Platforms for Business Developers by Independent
Research Firm. 2018.

[13] L. A. Heidemann, A. M. M. de Oliveira, and E. A. Veit.
Online tools in science education: a proposal with Google
Docs. Física na escola. São Paulo. Vol. 11, n. 2, 2010, pp. 30-
33 2010.

124Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-676-7

UBICOMM 2018 : The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                         135 / 153



The Use of Augmented Reality as a Tool in Human Anatomy Classes

Michalany Turibio Glória, Fabrício Souza Nunes
Federal Institute of Education, Science and Technology (IFTO), Palmas, Brazil

e-mails: {michalany290, fabriciosnunes}@gmail.com

Abstract- Recently, there has been a major increase in the use
of Augmented Reality (AR). Some hybrid teaching
methodologies use different technological resources to improve
teaching/learning programs. This research aims to assist such
programs that involve human anatomy classes by providing an
extended use of AR with the help of several tools, such as
wireless networks, smartphones, computers, and other devices.
Our goal is to simplify and further deepen the learning
experience for human anatomy students in undergraduate
health care courses. To achieve its goal, the research intends to
produce a smartphone app and apply it to the target audience.
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I. INTRODUCTION

Teaching has always been fundamental to our culture as
human beings. Because it has constantly evolved, constant
improvement is also necessary.

Healthcare professionals are essential to society and thus
well-trained professionals are vital for improving services
provided to the population. This relevance has inspired us to
contribute to their professional education.

In this context, virtual reality can be useful and Cardoso
[9] affirms that virtual reality has the potential to provide an
education as a process of exploration, discovery,
observation and construction of a new vision of knowledge,
offering the apprentice an opportunity to better understand
the object of study.

The idea came after classes in the postgraduate course in
Telematics offered at the Federal Institute of Education,
Science and Technology - IFTO campus Palmas, located in
the municipality of Palmas in the state of Tocantins, Brazil.
This research aims to contribute to teaching and learning
experiences with content related to human anatomy. The
target audience are students from different institutions who
are learning such content.

Tools such as computers, smartphones, and the Internet,
are already used together for to purpose of teaching and
learning. They are also used in anatomy classes, but
generally at a high cost both for the educational institution
and for the student, creating an economical obstacle to
academic performance. Aiming to reduce such costs and
offer a tool that accelerates and facilitates the process of
teaching and learning, we intend to develop an app
(application) for smartphones with human anatomy
contents, presented in three-dimensional image format. In

order to improve the users’ experience and visualization of
the images, our idea is to insert augmented reality
technology to bring the user closer to the actual
visualization of the object portrayed.

AR provides a view of reality by combining real-world
elements with elements of the virtual world that are created
in three dimensions in real time. The insertion of this
technology applied to the teaching of anatomy can
contribute to a more dynamic class and a more interesting
presentation of the contents and so facilitate learning.

The app being developed was named Augmented Reality
Applied to Medical Study - RAMED and is in production; it
is currently in the prototyping phase and a first test has
already been done in order to map the user experience.
Resources from the LAB MATICA Tocantins laboratory
and from the AppSheet were used to construct the RAMED
prototype.

The rest of the document is structured as follows:
Section II lists current examples of mobile apps applied to
education; Section III explains the goals of this research and
describes the materials used in construction of the app
prototype; Section IV presents the results of the first
customer survey; Section V presents the potential of this
project and indicates its potential future uses.

II. RELATED WORKS

Google AppSheet tools are frequently used to facilitate
database development and operation. In this paper, we are
going to present some activities that have used this tool for
facility development solution involving a database and
cellular applications.

Mobile devices play a fundamental role in spreading
information.

Manoel [2] affirms that cell phones and tablets are more
common than television sets nowadays and that there are, on
average, 4 mobile devices per person in a middle-class
family.

Moreira [4] presents a solution to assist the mathematics
teaching at the elementary school level by using a cellular
app with augmented reality. According to the author, the use
of this app in his classes, aided by the fact that all his
students possess a cellular device, made the classes more
attractive since everyone focused more on the exercises,
knowing that the answers would be provided by cell phones
and ranked as if in a game.

Magalhães et al. [1] also presented the use of a mobile
app, created using an Open Source tool, to assist music
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teaching in high school classes. The authors demonstrably
improved students' results using, in the classes, the
application developed and with subjective evaluations
provided by students. Additionally, Santos [5], shows that
the use of a mobile app can help safeguard environmental
preservation areas. For this purpose, they developed an app
that generates a kind of social network where anyone can
check whether there is any generating fact, spontaneous or
caused by humans, that is compromising rivers, forests, etc.
The app can take photos of the event and send them to the
network in real time, including the location, so that public
agents can reach the place.

Mobile apps have also been used to improve
administrative procedures. Martins [3] proposed that, with a
cell phone, teachers of the municipal school system of
Palmas, in Tocantins can have access to the results of the
national “Brazil Test”, a objective test for measuring the
knowledge of students in the elementary school.

The indicators provide important information for
teachers to work with their students during the school year
with methodological innovations. Without the use of the app
in question, the access to this information was not agile, and
was therefore irrelevant.

The use of AR can stimulate and help in the processes of
knowledge and, according to Cardoso [9], both sides of the
process can benefit; not only students, through the stimulus
and ease of access, but also teachers by enabling different
manners of teaching. Cardoso [10] affirms that use of
AR stimulates and facilitates acquisition of knowledge by
the student, helping teachers in their educational practices as
well as providing various ways of teaching. The use of this
methodology adapts very well to contents where the
abstraction needed by the students becomes very complex.

Thus, in order to use mobile phones for helping to solve
problems, this research presents a prototype of RAMED that
aims to contribute to teaching human anatomy and that can
be applied to different undergraduate courses that need it.

III. PROPOSAL

Society is increasingly looking for affordable and quality
education.

The knowledge of human anatomy is fundamental for
any courses that involve health and it has been one of the
most complex and difficult subjects to learn. Even with the
exhibition of anatomic parts in plastic and other tools, the
students tend to be bored, since the content is very
extensive. In this context, the possibility of an attractive and
easy-to-read learning form, but one that maintains the
quality of the classes, could prove useful.

In order to increase insertion of different technologies
for teaching, AR with its many resources, if applied to the
teaching of human anatomy can be an alternative to
dynamize classes, making the visualization of the contents
more interesting and contributing in this way to learning.

Anami [11] discusses AR immersion and navigation
properties and the contribution each of them can make to the

context of learning, mainly related to student involvement.
She also talks about the interaction in AR environments,
which provides links between student and content, students
and teacher, and between students themselves. The benefits
translate into better cognition, involvement,
experimentation, collaboration, adaptation to rhythm and
creation of appropriate environments.

Therefore, in order to use this technology for teaching
human anatomy, the smartphone format was proposed, since
it is considered to be a common and easily accessible tool
for the majority of the population.

We provide a database of images of organs and systems,
with visualization using AR technology.

It is assumed that a smartphone will provide greater
learning effectiveness considering the ease of access and
full availability of content. As a secondary benefit, it can
dynamize classes by being a new instrument to aid teaching.

A. Materials

The construction of RAMED was a project conceived
and carried by a group during the Mobile and Converged
Networks course, a curricular component of the Graduate
Program Course in Telematics at IFTO.

For construction of the prototype, the resources of the
LAB MÁTICA physical laboratory of the Federal Institute
of Education, Science and Technology - IFTO, Palmas -
TO, were used. This lab has computers with an Intel Core
processor I5-3330 with 8 GB of RAM and Ubuntu 16.04
LTS operating system. For the construction of the prototype
the AppSheet [6] platform was used; this allows
construction of group applications.

In August of 2018, the first test with the application
prototype was carried out, with students of the Graduate
Program in Telematics course as user. This audience of a
total of 24 students, was chosen for the first design test
because of the qualifications for evaluation and accessibility
to the developers.

The main question focused on the usability of the
application and the test with the prototype was able to
provide answers. For access to the application, a link has
been made available via WhatsApp [7].

IV. RESULTS

In order to learn about the evaluation of these first users,
a questionnaire was produced using the Google Forms [8]
tool and offered to users via a link released through
WhatsApp [7]. The questionnaire was made available to 24
people and answered by a total of 8 people, who had access
to the following questions shown in Table 1.
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TABLE 1- DESCRIPTION OF THE QUESTIONS AND ANSWERS
RELATED TO THE QUESTIONNAIRE USED IN THE USER SURVEY.

All responses were answered after using the prototype
for the purpose of demonstrating its action.

A. Data Analysis
The user experience, visualized through the answers to

the questionnaire showed broad knowledge regarding
Augmented Reality (Fig. 1), a fact that was expected
considering that the audience surveyed has an affinity with
the computing area.

Figure 1 - Question 1 results.

Of this audience, 62.5% considered that Augmented Reality
can contribute greatly learning anatomy, and 37.5%
considered that it can contribute (Fig. 2). This demonstrates
that Augmented Reality is already an established technology
for aiding teaching and learning.

Figure 2 - Question 2 with the results on a sliding scale, where 1 is Very
Low and 5 Very High.

Experience in using RAMED memory was reported by
12.5% of the surveyed public who reported that access to
information was able to be fully realized. The others said
they understood somewhat or understood very little (Fig. 3).
This feedback demonstrates that the description of the
purpose needs to be improved.

Figure 3 - Question 3 with the results on a sliding scale, where 1 means for
I Very Low and 5 Very High.

In terms of the ability to develop a tool to support
learning 75% said it had a great possibility of becoming the
right type of tool, while 25% understood that there is some
possibility (Fig. 4). This shows that although the goal may
not have been well presented, the surveyed public
understands that AR has the ability to be an educational
tool.

Figure 4 - Question 4 with the results on a sliding scale, where 1 is Very
Low and 5 Very High.

The usability of the app was evaluated as very good by
25% of the public, good by 37.5% and fair by 37.5% (Fig.
5). As a result, we realize that improvements are needed.

Figure 5 - Question 5 with the results on a sliding scale, where 1 is Very
Hard and 5 is Very Easy.
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The layout was positively evaluated with 62.5% rating it
as good, 25% as fair and 12.5% as very good (Fig. 6). From
this, it is observed that the current project is of good quality,
but needs improvement.

Figure 6 - Question 6 with the results on a sliding scale, where 1 is very
weak and 5 is excellent.

The design was rated by 50% of the public as good, 25%
as very good, 12.5% as fair and 12.5% as bad (Fig. 7). The
fonts used in the words and images are subject to revisions,
considering that they impact on the visual comfort and on
comprehension of the screen and menus contents.

Figure 7 - Question 7 with the results on a sliding scale, where 1 is very
weak and 5 is excellent.

The icons and colors presented received a positive
evaluation when 62.5% evaluated them as good, 25% as
very good and 12.5% as acceptable Fig 8.

Figure 8 - Question 8 with the results on a sliding scale, where 1 is very
weak and 5 is excellent.

The content available in the app was rated by 37.5% of
the audience as very good, by 50% as good or acceptable,
and by 12.5% as poor Fig. 9. The current content was
inserted in the app for testing purposes; in the future it is

intended for the teacher to insert the contents to be worked
on in the classes.

Figure 9 - Question 9 with the results on a sliding scale, where 1 is very

weak and 5 is excellent.

Participants were asked for feedback and in this regard,
and they pointed out failures in the operation of the buttons,
suggestions as to the exchange and insertion of buttons on
some screens and highlights for titles and images.
Suggestions will be considered for future improvements in
the app.

B. Description of the Prototype

The RAMED prototype, after four months in production,
already has some functionalities ready such as:
visualization of images of human organs in 2D, interaction
by means of zoom, the possibility of consulting the menu
for the course and downloading it and the possibility of
giving feedback on use directly in the app. However, there
are still other functions to be implemented such as
Augmented Reality technology, the availability of high
definition images and the definition of student and teacher
users and their different operations within the app.

Some screens for the prototype are shown below.

Figure 10 - Demonstration screens: initial with logo and shortcut for menu.

Figure 10 is a Home Screen. This is the presentation of
the application where the drawings of human organs are
placed, and the name of the application highlighted. On the
same screen, there is also a description of the application
and a link to the course content.
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Figure 11 - Demonstration screens: About and suggestion and complaint
screen.

Figure 11 is the screen for "Suggestions and
Complaints" where the user can report their experience and
suggest any changes. The goal is to better understand the
user experience by enabling future improvements in the
usability of the application.

Figure 12 - Demonstration screens: side menu and suggestion and
complaint screen and users choose the modules that divide the content.

In Figure 12 is the side menu with the application screen
options. Each menu item directs the user to their needs.
Note that the About, Feedback, App Gallery, Create New
App, and Logout buttons will not be used for this app; the
App Sheet platform [6] automatically inserts them. The
available and functional buttons are Home, Suggestions and
Complaints and Integrated Organ Systems.

The colors used are suggestive for the health area. There
is also the screen with the application modules, where the
contents are divided by a system with an illustrative figure
on the side.

Figure 13 - Demonstration screens: Introduction screens.

Figure 13 is the "Introduction" screen, in which the
content of each topic appears in summary form to facilitate
the user's choice.

Figure 14 - Demonstration screens: Screen of the module with description
of the content, and below the options of images and screen after choosing

the image.

Figure 14 is the screen with module 1 which highlights
the module number and the name. Below is a summary of
the contents of the module. At the top is the figure
representing the module. In the future the drawing in camera
format will be the button to activate the AR attribute. On the
right screen is the full screen image where the user can view
the human tissues with resources for rotation, zoom and AR.

V. CONCLUSION AND FUTURE WORK

We can verify that the use of AR provides an important
learning tool for healthcare students in that it invigorates the
applied content, presenting a new way of interaction
between students and the anatomical structures presented.
This important new resource allows the teacher to explore a
new universe where virtual reality guides the students in
approaching the objects of their studies.

Despite the fact that the project is still at an early
development stage, it already presents practical uses by
providing the students with a database of images accessible
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on the mobile device, facilitating visualization and study of
the anatomical structures.

Even though the app is based on the resources provided
by AR, at this stage of the project it is limited to the tool
used for testing the prototype. The implementation of this
important resource is planned for the next phases of
development of the project.

In the near future, research will be conducted with the
target audience in order to ascertain the effectiveness of the
tool among students. Field tests will be carried out with
undergraduate students in human anatomy, such as
medicine, nursing, physical education and physiotherapy at
higher education institutions located in the city of Palmas,
Tocantins, Brazil.

Improvements will be made to the format with a focus
on usability, utility, and content reliability. Teachers will
also be consulted to give their opinion on the format.

The augmented reality feature will be implemented and
access to it will be on the image preview screen, specifically
through a button in camera format, as shown on the
prototype screen in image 14. Titles will be inserted on each
screen in order to improve the notion of location for the
user.
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Abstract—Quilombolas are Brazilian traditional people who
are descendants of black slaves from Africa. The present
article discusses how technological tools can be used to help in
maintaining their use of medicinal plants, in a cultural vision,
to keep alive the history and culture experienced in two
Quilombola Communities in the Northern portion of Brazil. It
also treats environmental values as part of the history and
cultural heritage of these people and discusses the
contributions that knowledge of telematics can provide
towards turning a regional culture into a source for
ubiquitous knowledge. In this context, the importance of
preserving and valuing the knowledge of these communities
becomes urgent in the context of safeguarding the cultural
diversity existing in the world.
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I. INTRODUCTION

Quilombola Communities are inserted in the concept of
"Traditional People and Communities" - TPC - according to
Quirino [1], and involve identity, historical, social and
cultural peculiarities. In Brazil, since passing of the Law
6040/2017 [2] that deals with a National Policy for the
Sustainable Development of People and Traditional
Communities, conceptualization of the term TPC involves a
legal framework. The third article of this Law defines
traditional communities as culturally differentiated.
Furthermore, it presents the forms of their social
organization. In addition, Quilombola as a TPC use
territories and natural resources as a means for cultural,
social, religious, ancestral and economic perpetuation
through practices produced and transmitted via tradition.
This provides a guarantee of environmental conservation of
their customs and institutions as fundamental rights defined
by national and international legal systems. The legal
instruments established in the country for the purpose of
guaranteeing the cultural protection of quilombola
communities also guarantee rights such as access to land,

productive inclusion, infrastructure, citizenship and quality
of life.

According to Vieira and Monteiro [3] estimates from
2004 indicated that Brazil had around 3000 Quilombola
Communities distributed throughout the entire Brazilian
territory, with less than half being catalogued [4].
Officially, the Brazilian National Secretariat of Policies for
the Promotion of Racial Equality states that, by l 2013, the
Palmares Cultural Foundation (PFC) had certified 2040
quilombola communities [5], present in the five regions of
the country.

To be certified as a TPC it is necessary to request the
beginning of a territory recognition process, which involves
a Technical Report for Identification and Delimitation
(RTID), analysis and rulings on appeals related to the
RTID, recognition, decree and referral, removal of illegal
occupants and titling. According to more recent data
released for 2018 provided by PCF [6] Brazil has identified
3.051 remaining Communities of Quilombos, and has so far
issued 2.547 certificates of recognition.

The state of Tocantins is one of the 27 federative units of
Brazil, (NEDES) [7] located in the southeastern portion of
the North region, occupying an area of 277,620 km². The
state has 139 municipalities and its capital is the planned
city of Palmas. The traditional communities are dispersed
from north to south in the state of Tocantins. In Tocantins,
45 communities have been identified, of which 38 have a
certificate of recognition as a TPC.

Initially, this research focuses on two of these
Communities: Malhadinha Quilombola Community, located
in the central region of the state, in the municipality of
Brejinho de Nazaré, 90 kilometers from Palmas, the capital
of the state; and São José Quilombola Community, in
Chapada da Natividade, 210 kilometers from the capital.

The research intends to demonstrate how technology can
help to maintain the culture of these communities, as a part
of environmental knowledge.

This paper is organized into the following parts: After
the Introduction, Section II presents relevant related works;
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Section III presents the research proposal, showing the
interdisciplinary relation between technology and cultural
contents and materials and methods; and finally, Sections
IV and V present the results, conclusions and suggestions
for future work, highlighting how technology tools can help
the communities in other areas, such as agricultural control.

II. RELATED WORK

Technology is ubiquitously used nowadays and can
serve to turn local traditional knowledge into global
knowledge, since it can provide solutions that offer
information to the most diverse areas and problems. The use
of mobile devices can be an example of that, playing a
fundamental role in this dissemination process.

Pereira et al. [8] argue that technology can be complex
to some people and that sometimes it is necessary to use
easier tools, such as applications.

Magalhães et al. [9] also presented the use of a mobile
App, created using an OpenSource tool, called AppSheet,
that is an easier tool for use by people without specialized
computing skills.

According to Santos et al. [10] mobile applications have
already been used for environmental problems. They
demonstrate the use of a mobile application for
environmental preservation.

Regarding Quilombola Communities, Tesk [11] states
that although globalization tries to bring cultural
homogeneity, those Quilombolas resist through their
culture, although they sometimes re-signify it.

Regarding TCP and healing practices, Auger et al. [12]
say that it is important to have and provide access to
traditional health care practices.

Thus, in order to continue pointing towards the use of
mobile applications for social problem-solving in the path of
mobility, this work presents a cultural catalog of medicinal
plants, used as an alternative treatment for diseases, through
the use of an App called FitoQuilombo.

III. PROPOSAL

The objective of this research is to solve a social
problem in the environmental/cultural area, using
technology as a support to aid in maintaining local tradition,
by creating an application that can connect people and
record Quilombola medicinal plants in a collaborative
catalog. It presents two Quilombola Communities, both in
the state of Tocantins, and the way they use medicinal
plants, as an alternative method for treating diseases.

This research is based on two Quilombola Communities
chosen by preliminary information and access provided by
two researchers of this group who are themselves
Quilombolas.

To solve the problem, the research group created an App
that provides cultural information about use of medicinal
plants by Quilombolas. The main challenges in doing this is

that the communities do not have the appropriate access to
technology, besides the fact that most young people, who
are probably better at dealing with new technology, leave
the community at an early age to study.

To identify how the tradition of using medicinal plants
for disease treatments is culturally passed on, the authors
need to register some plants, their therapeutic purposes, the
best form of use and how Quilombolas prescribe them
through a prior data collection with the members of
Malhadinha and São João communities.

Because of the growing number of people with interest
in medicinal plants, the App will be available to all people,
providing anyone from anywhere in the world access the
cultural catalog, which can facilitate the interaction of the
public interested in obtaining the necessary information on
medicinal plants, and sharing this cultural legacy.

This shows that telematics tools can directly help to
maintain cultural knowledge, providing an evolution in
aiding human social relations, and helping part of this
process.

A. Materials
As mentioned before, one of the products from this

research is an App called FitoQuilombo, developed using
AppSheet [13], a free platform. The tool includes a catalog
with Quilombola information, photos, and videos of
medicinal plants, demonstrating how those people
traditionally prepare and use them, with a brief presentation
of each community (Figure 1).

Figure 1. Presentation of communities.

The research was initially developed through meetings
in the computer lab of the Federal Institute of Education,
Science and Technology of Tocantins, Palmas Campus,
using computers with Internet access, to carry out research
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on the project with the support of a tutor, who shared
configuration techniques for creating a file with the
commands and procedures to transform a machine with the
Linux operating system into an access point.

Other tools were used for interaction between the
research group and the tutor, enabling support from instant
messaging Apps such as WhatsApp [14], and platform tools
such as Google Family [15]: Classroom [16], Gmail [17],
Forms [18], Drive [19], Doc's [20], Presentations [21],
YouTube [22], and Screencasting [23].

To explore the possibility of using the Linux [24]
operating system tools, the authors used the command
terminal to develop a container docker, thinking of
information from the project that will be stored. Work was
done to configure a container docker and to install tools that
provide a solution for the work, which was defined by the
group. Still using the resources of the Linux command
terminal, a draft of the solution proposed for the problem
presented in the classroom was implemented by the tutor; he
executed commands to access the server, change the
password and access one of the machines in the laboratory,
creating a subnet docker and a container connected to this
subnet by installing net-tools.

B. Methods
This is a work in progress, using Problem Based

Learning – PBL – as an initial method, where a problem is
given and solutions are sought.

During the bibliographical research of related work, it
was possible to identify a range of solutions, which apply to
the problem that was identified. In this way, an application
was designed that contains a catalog of medicinal plants,
with an indication of use of these plants, in a collaborative
context with the two communities, to offer information on
the most diverse medicinal plants and indications for
treating diseases.

A preliminary survey was carried out in Malhadinha
Quilombola Community, with 64 families and 476 people.
The research identified that in this community it is possible
to have access to Internet, via mobile data, with a stable
signal and some specific points in the community receiving
a more stable signal. The community people have 16
smartphones used by the Quilombos.

The researchers investigated the empirical knowledge of
medicinal plants available in the community, to learn what
medicinal plants are in fact used for therapeutic treatment.
Of the 64 families in the community, 22 were interviewed to
identify which medicinal plants are used; the researchers
identified 46 medicinal plants: Mastruz, Babosa, Quebra
Pedra, Tipi, Gengibre, Açafrão, Arnica, Arruda, Alecrim,
Boldo, Cagaita, Hortelã, Inhame, Urucu, Unha de Gato,
Manjericão, Arnica, Capim de Cheiro, Erva Cidreira,
Laranja da Terra, Mulatinha, Alfavaca, Vinagreira,
Açoita-cavalo, Cajá, Jatobá do campo, Pequi, Mangabeira,
Mangaba, Cansanção, Fedegoso, Tamarindo, Inharé, São
Caetano, Abacate, Negramina, Aroeira, Sucupira, Algodão,

Assa Peixe, Amora, Cabelo de Milho, Jaborandi, Língua de
Vaca, Noni and Quina.

The FitoQuilombo App was developed on the AppSheet
platform, with the help of spreadsheets created in Google
Docs, which are formatted according to their use on App
screens. Within the platform itself, there is a support area,
where documentation is found to aid in setting up and
adjusting the application. This documentation is presented
in the form of text and video tutorials.

In the process of structuring the application it has a
catalog of plants and herbs, which helps the user to know
which plants and their parts to use for treating diseases and
to perform tests and surveys with potential users of the
application.

In addition to the configuration and development part,
we use research to support this applied methodology. These
searches are primarily done in other sites, and within the
AppSheet development program itself, which has a library
with documentation help as well as tutorials that
demonstrate the development of the proposed
functionalities, enhancing the application so that it performs
the functions as desired.

Research was also carried out, with the help of a form
created in Google Forms, where questions related to the use
and application of herbal medicines contained in the
application were made. The objective of this research was to
evaluate the design of the system and also the relevance of
creating this type of application, which is to inform the end
users about the importance of preserving both the culture
and the plants used in the preparation of these herbal
products. This will be part of the FitoQuilombo virtual
catalog. Given the results obtained with the research done
through this online questionnaire, it is already possible to
establish the need to design software of this nature, as the
respondents desire.

Through analysis of the data obtained with these
surveys, the need to make the interface of the application as
intuitive and straightforward as possible was verified, since
the users who will enter data to compose the catalog of
plants of the system may be individuals who do not have
much familiarity with mobile network technologies
(smartphones and tablets), and may experience some
difficulty in adding more items to the system.

This impediment can easily be remedied through
guidelines on how to use the system, along with users who
are part of the communities that will supply the application
library with the registration of therapeutically valuable
plants found in the communities that are part of this
analysis.

IV. RESULTS

This paper had the intention of providing contributions
as to how technology can serve as a s tool to maintain
cultural identity in Quilombola Communities, focusing on
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registering their cultural use of medicinal plants through an
App called FitoQuilombo.

Its purpose was to help transmit, teach and preserve
Quilombola culture on a daily basis, creating alternatives
that optimize the process of maintaining the local culture. It
may be possible to adapt it for use by other traditional
peoples around the world.

The registration of medicinal plants in FitoQuilombo
App is described only culturally. These partial results were
collected by bibliographical researches, previous visits to
the communities, interface usability test of the App,
information and application navigation, which allowed for
improvements in the organization of the application
structure.

The researchers tested the FitoQuilombo App with
pharmacists and natural product users, and applied a
heuristic usability assessment, presenting some
considerations about the usability of the App prototype,
using heuristics as basis for the decision, generating an
order of analysis of the 10 Nielsen heuristics [25], on
interface design, information, and navigation. Together with
the navigation designer, they then analyzed the visibility of
the application system with the argument that the
application does not have information on where the user is
browsing, meaning what screen the user is on. In possession
of these considerations, we realized that one must insert
titles in each screen in order to identify the screen on which
the user is; in this case, the project will make changes to
their screens, including the titles.

In analyzing the application, specifically in heuristic 10
concerning the help and documentation presented by the
application, it was reported that: "The application does not
have a 7- help menu or tutorial on how to use, or how it
should work for a collaborator to send or register an alert".
Based on this analysis, we emphasize what the group was
already trying to put into practice, which is the provision of
a tutorial to assist in user navigation, explaining the main
steps, how to register an herbal medicine and how to send
opinions to the designers of the application.

Mobile devices have a fundamental role in this process
of information dissemination, enabling interaction with the
world. The goal of FitoQuilombo is to allow the user to
have a satisfactory experience when opening the
application. He or she should be able, when using his
catalog of herbs and medicinal plants, to carry out research
for indicating a treatment for a particular disease and to be
sure that this operation was done with confidence and
responsibility in the information. Also, that the application
is made available on hosting platforms, for users to
download, and that the application fulfills its role without
presenting technical problems that should have been solved
during its development.

The FitoQuilombo project, presents an interface design,

menus with two levels of depth to make usability accessible

and direct, in interaction with clear and objective

information in order to facilitate user navigation. A fault has

been identified, which is the lack of title in each screen, as

can be seen in the figure below:

The home screen of the application provides the menu of
the home screen itself and the "medicinal plants" menu,
allowing access to the catalog of medicinal plants. In the
upper right-hand corner, there is the option of retrieving
information contained within the application (Figure 2).

Figure 2. Application Home Screen.

The system contains submenus in which there is
lateralized right-hand drop-down menu, with the following
functions: "indication", "Quilombola Communities",
"videos", "contact”, “quilombola", "about" (Figure 3).

Figure 3. The layout of the menus.

The screen of the application provides images of the
plants followed by their popular and scientific names; when
accessing the image, it is possible to visualize and register
the medicinal plants in the communities surveyed, providing
information regarding indications, and mode of use by
Quilombos (Figure 4).

134Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-676-7

UBICOMM 2018 : The Twelfth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                         145 / 153



Figure 4. Catalog of medicinal plants.

The data obtained through the field research, for the
development of the application, was used to produce a
catalog of herbs and medicinal plants surveyed together
with the Quilombola Communities; having this data, opens
options for other works. Due to the unavailability of
scientific research and the time needed to complete this
project, scientific research of herbs and medicinal plants is
recommended for future work, in search of validation of
accessible knowledge, providing technical support to the
communities involved.

V. CONCLUSION AND FUTURE WORK

Most activities for treating illness in the Quilombola
Communities of Malhadinha and São José da Natividade in
the state of Tocantins, can employ apps such as the one
developed in this work as a viable alternative form of
support for keeping the Quilombola culture alive in terms
of its use of medicinal plants, along with technological
growth among the people. A technology was sought to work
collaboratively with the empirical knowledge of Quilombos,
who are seeking alternative treatment for diseases.

At present, there is a growing number of people who
seek herbal treatment, so an application has been designed
that presents the recommendations, administration, and use
of medicinal plants that are culturally used as an alternative
treatment in the Communities. The conclusion is that
technology is an excellent ally in disseminating information
that contributes to society and that the empirical knowledge
of Quilombos regarding medicinal plants can contribute to
society.

Only some of the stated objectives we had proposed for
this project were achieved. Due to the lack of
communication via Internet it was not possible to test the

application in the Communities described in order for them
to use and feed this instrument.

This work is very relevant to environmental and cultural
research in relation to the globalization of cultures, which
depends on the technology that is the means for connecting
us even at long distances. This issue needs to be deepened,
because it allows a better understanding of this unification
process. The culture experienced in Quilombola
Communities is a local culture with its own identities, and
we have been enabled to better understand their use of
medicinal plants and to develop research, selection,
organization, and information communication skills
obtained with each Quilombola community.

This phase of the research deals with the partial survey
of the results obtained with the study carried out on the need
to catalog and keep alive the Quilombola culture, with its
knowledge of medicinal plants that is passed on between
generations by the members of the community and the form
in which the authors presented their proposal for
cataloguing and disseminating these teachings.

Future work could be done by testing the results of the
App use by the Quilombolas communities, and also with
further investigation of technology that can help organic
production, as well as with automation of the irrigation of
medicinal herbal gardens, avoiding the excess and waste of
human and natural resources.
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Abstract - This paper is about the use of Augmented Reality
(AR) in civil engineering classes at Federal Institute of
Education, Science and Technology, Palmas, Brazil. It
considers that AR is an expanding technology that is already
used in some areas and can also be applied to education. AR
can provide support for the teaching/learning process provided
to the student through visualization and manipulation since
learning improves when one sees what is being explained in a
dynamic image. This kind of technology adds information and
improves the current educational environment. This article
proposes a solution with an application to assist teachers, more
specifically concerning an undergraduate course in civil
engineering.
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I. INTRODUCTION

Traditional methods are still used for teaching students in
most universities, colleges and schools around the world.
However, those methods have proved to be insufficient,
considered in terms of their efficiency [1]. Students want a
more dynamic approach in the classroom and this is possible
with the use of technology. Augmented reality can be used to
bring a new approach to a class, making it a more an exciting
experience.

This research focuses on the challenge of developing an
application with the use of AR as a contribution to
expanding the concept of learning from theoretical to
practical experiences. The purpose of the application
developed is to serve as a teaching material resource for
teachers to assist them in their classes and allow the students
to empirically explore some key concepts of the Basic
Sanitation I and II classes, which are undergraduate courses
in civil engineering and as a proof of concept regarding the
efficiency of augmented reality use in the teaching/learning
process.

In this work we present an easy way for developing
augmented reality solutions, without the need to know
computer programing. We then introduce the AppSheet tool
as the means for doing that.

II. RELATED WORKS

We will present in this section, some works that use the
Google Appsheet as an easy way for developing solutions
involving database and cellular applications, in order to
demonstrate the real importance of the Google AppSheet

tools for facility the development and database operation.
Currently, technology is being used to offer ubiquitous
information solutions for all areas and problems. Mobile
devices provide a fundamental contribution in this process of
disseminating information. Magalhaes et al. [2] also
presented the use of a mobile application, created using an
Open Source tool, to complement the teaching of music in
second-year high school classes. The authors have
demonstrated the improvement in student results, through
implementing classes with the use of this tool and with
subjective evaluations provided by students.

In this regard, Manoel [3] claims that cell phones and
tablets are more common than TV sets nowadays, and there
are, on average, four mobile devices per person in a middle-
class family.Santos et al. [4], on the other hand, show that
mobile applications can be applied in environmental
preservation areas. To this end, the authors developed an
application that generates a kind of social network where
anyone can check to see if there is some triggering event,
spontaneous or caused by human activity, which is
compromising rivers, forests, etc. The application can take
photos of the event and send them to the network in real time
and with the exact location, public agents can act.

Based on these numbers, Moreira [5] presents a solution
to complement the teaching of mathematics at the
elementary school level, with the use of a mobile application.
According to the author, the use of this application in
mathematics classes, aided by the fact that all the students
have a mobile device, has made school more attractive for
students, since all of them focus more on exercises, knowing
that the answers will be provided by cell phones and ranked
as if in a game.

Mobile applications are also being used to streamline
administrative procedures. This was proposed in Martins et
al. [6], where with the help of a mobile phone, teachers in the
city of Palmas, Tocantins, can have quick access to the result
of a national student ranking test, called "Provinha Brasil",
that shows indicators of use of learning in Portuguese
Language and Mathematics courses. These indicators
provide important information so that teachers may respond
within the same school year, using methodological
innovations to help students make up their deficiencies.

Therefore, in order to continue to encourage the use of
mobile applications for resolving problems with the help of
mobility, this research presents the construction of a mobile
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application that uses AR as a tool for assisting teachers in
their classes.

III. PROPOSAL

According to Brighenti et al., even if students study for a
long time, this may not be enough for them to adequately
understand the topics presented by the teacher/professor.
That happens because many students do not interact with the
teacher in the classroom. Because of that, interaction with a
teacher is probably the best way to encourage students for
effective participation in or out of the classroom. The
application of technology for improving availability of data
content in the classroom can be a step towards improvement
over the traditional methodologies.

Given that technology is currently present in various
areas and that advances in information technology are
changing the lives of everyone, it is necessary to include IT
in educational processes. It is possible, with the use of AR, to
improve some methods or methodologies in the teaching-
learning process used in the classrooms.

Civil engineering is an area that requires considerable
work from teachers and students. Technological resources
may bring more interaction in the classroom and may make
the classes more attractive. The possibility of viewing
objects in 3D and interacting with them, can provide teachers
and students with a new experience in the learning/teaching
process.

This paper proposes the development of a solution to
assist undergraduate course teachers in improving the reality
of the teaching/learning process and its objective is to assist
the education professionals involved in teaching in the state
of Tocantins with this technology tool. The case study
proposes to support teachers in the civil engineering course
with a case study in Basic Sanitation classes. This solution
can aid professors of any area, through the use of
technological resources that enable collaboration that can
help students to shorten the distance between theory and
practice in the classroom through information technology.

Below is an image that graphically explains the flowchart
of the solution. Figure1.

Figure 1. Solution Flowchart.

As seen in Figure 1 above, the screens are being
presented, i.e. the modules of the proposed solution. The
Minimum Viable Product (MVP) has a login screen, a course
menu, and a menu of topics. Users will be able to access

these screens with a few clicks and thus access the content
provided by the teachers. The application has two levels of
access: Administrator level for teachers to manage content
and Default level for users accessing digital files via mobile
device.

A. Materials

The materials used to develop the MVP, the prototype
called AR applied in civil engineering (S.C.A.T.) used the
AppSheet [6] tool of Google [7] that is simply software in a
Web platform that enables the development of mobile
device-independent devices in a simple and dynamic way.

Not only does the AppSheet stand out due to its
practicality and agility in the development of mobile
applications, but another striking quality in this software is
it’s the integration with the free Google tools, notably
Google Drive [8] used for storing data and application
information. In this scenario, Google Sheets [9] were used as
a database to store application settings and data during
development and testing.

During the construction of the MVP the laboratory of the
graduate course in Telematics of the Federal Institute of
Tocantins was used, where the implementation of the tasks
proposed by the group and the use of the tools cited above
were also done. Computers (desktops) in the Telematics
laboratory were used during the classes as well as personal
smartphones of the researchers with IOS and Android
operating systems. All those tools guaranteed that the content
produced during the work was safe and available at any time,
in the cloud. Below is the list of materials used in this
research:

 Desktop computer with Linux operating system
Ubuntu version 16.04 LTS.

 Personal email accounts, Gmail [10] email provider,
from survey participants.

 For the construction of application usability
validation forms, Google Forms [11] was used, due
to its practicality in sharing with respondents.

 To produce the application flowchart, the software
was used on a web platform called Cacoo [12].

 To test the prototype, the personal smartphones of
the researchers were used, these being: a 5s from
Apple with operating system version 11.2.6 and J5
of Samsung with operating system version 6.0.1.

 For dissemination and sharing of the link to forms,
social networks were used: Facebook [13],
Instagram [14], Twitter [15] and WhatsApp [16],
with the aim of involving a larger number of
respondents.

B. Methods

This Section will present the methodology used in the
solution proposed in this article. The research was developed
in the Graduate course in Telematics. The work of the
research group consisted of meetings in the Computer
Science Laboratory of the Federal Institute Palmas campus,
alternating with some virtual meetings. According to
Magalhaes et al. "since the course uses Problem-Based
Learning (PBL) methodology, the first part of each meeting
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was dedicated to solving problems that were presented to the
research group by a tutor. The second part of the meetings
was dedicated to the search for solutions.”

For virtual meetings the research group used tools such
as YouTube [17], WhatsApp, Gmail, Hangouts [18], Docs
[19], Sheets, Slides [20], Forms, and Overleaf [21]. In order
to provide students and teachers with technological tools to
support the process in the classes using information
technology, much of the research was dedicated to creating
an application as a solution capable of providing content
such as high-quality images, related to civil engineering in
digital formats available in the cloud and accessible through
mobile devices such as smartphones, regardless of the
operating system of the device.

A review of the literature was first carried out to
assemble the necessary requirements for development of the
Augmented Reality in Civil Engineering (RAEC)
application, with an emphasis on learning and assimilation of
content.An MVP was created, which is simply a version of
the application with the minimum possible features, but that
maintains the essence and all the features proposed for the
application. During application development the research
group was guided by a tutor in the process of developing the
initial and other test versions.

To develop the application with the AppSheet tool, three
electronic spreadsheets were used that contained data to
model, create the tables and serve as a database for the
application. During construction of the project Programming
Object Orientation (POO) techniques were applied to create
the tables of courses, topics and menus, since the
configuration of the AppSheet tool for the display of
contents was inherited from the experience of researchers in
the area of programming and software development.

After creating the application database through the
worksheets created by the research group, these were
imported into the AppSheet tool, assuming that the tool
allows creation of an application in three ways, namely:
building an application from examples set by the tool itself,
from a blank template or from existing data in spreadsheets.
The research group chose the third option. After choosing
which option to follow, it was necessary to inform the name
of the tool and the application category. The initial functions
of the application are: Add, edit and delete.

Soon afterwards, the authors began working on the flow
that users would use to have access to the content that the
application would provide. To create the flow the authors
used the Cacoo tool mentioned in the previous section. After
discussing and drawing the flow of application functionality
and navigability, the research group began the application
design improvements, that is, the authors began to insert
pertinent to the civil engineering course; the researchers also
put in buttons and icons, changed the standard fonts of the
texts and customized Application default messages.

For the testing phase of the application, when
implementing the functionality of the application, in order to
make all the necessary configurations in the tool for the
perfect functioning of the prototype the researchers had to
enter the App Stores of survey participants’ smartphones and
install the AppSheet application to have access to the project

developed. Fictitious data were thus removed and then data
such as the course name were added to the main screen of
the application, along with the courses and all the
information in the fields created in modeling the tables.
These courses served as the case study.

Tests of the application were carried out by all the
students and the faculty of the Graduate course in Telematics
and participating friends of the researchers; the tests were
necessary for the prototype to obtain contributions of
opinions, suggestions and criticisms so that the Group could
have the chance to analyze possible improvements and
functionality of flow and design in the application. The
application was tested by more than 40 people who
contributed to the advancement of the proposed solution.

IV. RESULTS

A public opinion survey was carried out with the students
in the graduate course on usability improvements and
navigability of the prototype for the proposed solution with
the research presented in this article and the results obtained
through the preparation of five questions with an emphasis
on usability and navigability, with each issue containing ten
alternatives, on a scale of one to ten. With this research, it
was possible to create an MVP version of the proposed
application and this version went through several tests to
analyze inconsistencies in the project, including tests on
multiple platforms.

With this research the research group attempted to extract
information that would add value to the design of the
application as well as enable the navigation flow so that
people could conclude an activity in a few steps and thus
have rapid access to the contents available in the application.
Below is the graph with results obtained from applying the
questionnaire. The questions applied were: Did you
encounter any difficulty in navigating between the screens?
Regarding usability of the application, can you easily
identify what screen it is on? Has the application adapted to
the screen size of your Smartphone or Tablet? Can you
identify what kind of application this is?

For the first question, according to Figure 2 we obtained
a percentage of 77.8% replying "yes," while 22.2% replied
"no."

Figure 2. Graph with the answers tothe first question in the form.
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The graph in Figure 2 presents the result of the answers
obtained from the first question applied in the design
evaluation questionnaire for the RAEC application to
measure the navigability of the prototype on the different
screens of the application This result was considered
satisfactory by the researchers, because the App is still in the
early stages.

For the second question, according to Figure 3 the results
were that 90% answered "yes" to question two, while 10% of
the answers obtained in question two were "no."

Figure 3. Graph answers to question two.

Figure 3 shows the percentage of responses obtained
through application of questionnaire, question 2, to evaluate
the usability design of the application; the results were
satisfactory for the researchers because 90% of the people
who answered the questionnaire said they were able to easily
identify which screen they were on.

In question 3, the goal was to analyze the application's
adaptation across multiple smartphones and platforms.
According to Figure 4, the results were that 100% of the
people who tested the application said that it adapted as
expected.

Figure 4. Graph with the answers to question 3.

In Figure 4, the graph is used to present the results
acquired by applying the questionnaire. Question 3 evaluated
the behavior of the application, and the answers indicated
that the software was adapted perfectly in different types and
screens of mobile devices.

For the fourth question, according to Figure 5 a total of
77.2% answered "yes" to question 4 and 22.2%, replied "no."
This is a positive point for motivating researchers to follow

up on the research. That is because the App is still at an early
stage. Nonetheless, 77.8% of the people who answered the
questionnaire affirmed that they were able to identify the
application.

Figure 5. Graph Graph with the answers to question 4.

The graph presented in accordance with Figure 5 shows
the result of question 4 used to evaluate whether the people
who tested the prototype were able to identify what type of
application was being used, and once again the result was
satisfactory for researchers.

For the fifth question, according to Figure 6 we obtained
a total of 90% "yes" answers to question 5, while 10%
replied "no."

Figure 6. Graph with the answers to question 5.

According to Figure 6, the graph presented above shows
the result of question 5, which elicited information as to
whether the texts: fonts and sizes of the texts had a pleasing
appearance and were easy to read by users who tested and
responded to the Questionnaire. The graph shows that 90%
of people answered positively.

A. Expected Results

The MVP developed by researchers provides all the
features proposed for the final version of the application that
will be used by teachers of Basic Sanitation I and II of the
civil engineering course, except that the use of augmented
reality increased the presentation to an hour, with static
images presenting the topics to be addressed by these project
courses.
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For better contextualization of the features proposed by
the application developed by this research group follows the
screenshots of the main application screens.

Figure 7. Home screen and screen listing courses.

According to Figure 7, the prototype has several screens:
the first image of Figure 7 is the main screen, that is, the
home screen for the app. When any user of the app is
accessing it, the software will start on this screen. The
second picture in Figure 7 is the course menu screen after the
user has passed the main screen and selected the course to be
consulted. On this screen the user can choose which course
to access and verify the details of the chosen course; the user
can also edit or add a new course.

Figure 8. Screen details of the courses and screen listing topics.

When accessing a specific course, the user will have
access to the details of the course, in addition to adding a
new topic and accessing any of the topics covered by the
course, according to the first image of Figure 8. When
selecting a topic, the user can view the information that is
available for this topic and also edit it.

The expectation of the research group is that the final
version of the application will have all the functionalities
presented in the above figures, along with the
implementation of a new functionality that will utilize
augmented reality technology. That functionality is added in
the second image of Figure 8, and with this new functionality
users can point the camera from their mobile devices to a
bookmark that will display virtual images on their device
that can be manipulated by users.

V. CONCLUSION AND FUTURE WORK

The authors believe that information technology can
continue to make major contributions to education; this has
been demonstrated over time with the use of multimedia
resources used in the classroom. Newer technologies, such as
microcomputers, smartphones, and tablets must also be used
in the classroom. It is in this sense that the research reports
presented in this article show that the authors believe that
technology can change the teaching-learning scenario. Based
on the research, the authors believe that with the use of
technology in the classroom it is possible to more quickly
identify the weaknesses of each class or even of each student
in using technological resources.

This prototype mobile application focuses on being a tool
towards a solution for educational problems than can assist
the teacher and the students in the classroom in a more
intuitive, faster and effective way. It is worth pointing out,
therefore, that there is a need to invest in education
technology. In light of that, the expectation of the researchers
is that this prototype can be tested in the educational
environment and provide contributions to professionals for
possible improvements and thus become a useful tool with
more updated versions.

However, some obstacles still exist: the lack of financial
investments in Brazilian schools for research and
implementation; difficulties in access to new technology by
the students; and of course, integration of AR as proposed in
our research. To that end, further research will be needed on
the subject and new implementations will remain to be dealt
with in future work, so that they can provide the expected
results being empirically tested in the classroom.
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