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UBICOMM 2024

Forward

The Eighteenth International Conference on Mobile Ubiquitous Computing, Systems, Services and

Technologies (UBICOMM 2024), held between September 29th, 2024, to October 3rd, 2024, in Venice,

Italy, continued a series of international events meant to bring together researchers from the academia

and practitioners from the industry in order to address fundamentals of ubiquitous systems and the new

applications related to them.

The rapid advances in ubiquitous technologies make fruition of more than 35 years of research in

distributed computing systems, and more than two decades of mobile computing. The ubiquity vision is

becoming a reality. Hardware and software components evolved to deliver functionality under failure-

prone environments with limited resources. The advent of web services and the progress on wearable

devices, ambient components, user-generated content, mobile communications, and new business

models generated new applications and services. The conference makes a bridge between issues with

software and hardware challenges through mobile communications.

Advances in web services technologies along with their integration into mobility, online and new

business models provide a technical infrastructure that enables the progress of mobile services and

applications. These include dynamic and on-demand service, context-aware services, and mobile web

services. While driving new business models and new online services, particular techniques must be

developed for web service composition, web service-driven system design methodology, creation of

web services, and on-demand web services.

As mobile and ubiquitous computing becomes a reality, more formal and informal learning will take

place out of the confines of the traditional classroom. Two trends converge to make this possible:

increasingly powerful cell phones and PDAs, and improved access to wireless broadband. At the same

time, due to the increasing complexity, modern learners will need tools that operate in an intuitive

manner and are flexibly integrated in the surrounding learning environment.

Educational services will become more customized and personalized, and more frequently subjected

to changes. Learning and teaching are now becoming less tied to physical locations, co- located

members of a group, and co-presence in time. Learning and teaching increasingly take place in fluid

combinations of virtual and "real" contexts, and fluid combinations of presence in time, space and

participation in community. To the learner full access and abundance in communicative opportunities

and information retrieval represents new challenges and affordances. Consequently, the educational

challenges are numerous in the intersection of technology development, curriculum development,

content development and educational infrastructure.

We take here the opportunity to warmly thank all the members of the UBICOMM 2024 technical

program committee, as well as all the reviewers. The creation of such a high-quality conference program

would not have been possible without their involvement. We also kindly thank all the authors who

dedicated much of their time and effort to contribute to UBICOMM 2024. We truly believe that, thanks

to all these efforts, the final conference program consisted of top-quality contributions. We also thank

the members of the UBICOMM 2024 organizing committee for their help in handling the logistics of this

event.
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We hope that UBICOMM 2024 was a successful international forum for the exchange of ideas and

results between academia and industry for the promotion of progress related to mobile ubiquitous

computing, systems, services, and technologies.
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Abstract—Robotics is an expanding field that aims to 

automate tasks traditionally performed by humans using 

machines. Mobile robotics involves using mechanical system 

dynamics to execute tasks, with sensors gathering 

environmental data to navigate and perform these tasks. 

Assistive robotics uses autonomous robots to aid individuals 

with disabilities or limitations, such as transporting loads for 

pregnant women and the elderly. This paper details the 

development of a low-cost autonomous mobile robot capable of 

following its user and avoiding obstacles, analogous to a leader-

following robot. The system employs a fuzzy controller and a 

state machine. A simulation and a prototype were created, 

demonstrating the ability to track a target and avoid obstacles 

in real time. The study concludes with recommendations for 

future research. 
Keywords-Technological applications in social environments; 

Service robotics; Autonomous robotics. 

I. INTRODUCTION 

For many researchers, robotics can be divided into two 

main areas: programmed and artificial intelligence. 

Programmed robotics involves systems that require 

reprogramming whenever the task changes [9]. In contrast, 

intelligent robotics integrates aspects of Artificial 

Intelligence (AI), enabling robots to learn and adapt 

autonomously. This integration allows machines to emulate 

human reasoning, analyze situations, and make decisions, 

ultimately aiming to mimic or even surpass human 

intelligence [5]. 

The application of robotics in medicine has evolved 

significantly from performing early repetitive tasks to 

providing substantial patient benefits. Surgical robots 

enhance precision during operations, reducing trauma to 

patients and extending the capabilities of surgeons [1]. 

Beyond surgical applications, mobile nursing robots have 

been developed to assist elderly patients with minor physical 

and cognitive limitations, thereby supporting patients and the 

nursing staff [3]. 

The work in [11] introduces a robust and flexible control 

system for mobile robots, leveraging motion description 

language in behaviours-based robotics. This approach 

effectively manages the control of mobile robots by 

describing the interactions between discrete and continuous 

dynamics within a robotic system. Additionally, it 

quantitatively measures the complexity of the steering a 

robot. The study focuses on the problem of object-following 

by nonholonomic wheeled mobile robots using this method. 

The effectiveness of the proposed approach is validated 

through MATLAB simulations, demonstrating its capability 

to handle the object-following task successfully. 

In [10], clinical and healthcare Knowledge Management 

(KM) has garnered significant global attention as an 

emerging discipline in recent years. This approach integrates 

a broad spectrum of interconnected themes, including 

clinical informatics, clinical governance, artificial 

intelligence, privacy and security, data mining, genomic 

mining, information management, and organizational 

behaviour. This paper presents critical manuscripts exploring 

case studies and KM applications in healthcare and clinical 

settings. 

By employing motion description language, the system 

captures the intricate dynamics of robot behaviours and 

provides a structured framework for implementing and 

assessing control strategies. This method offers a significant 

advancement in the control of mobile robots, particularly in 

environments requiring precise navigation and object 

tracking. The MATLAB simulation results confirm the 

practicality and efficiency of this control approach, 

showcasing its potential for broader applications in mobile 

robotics. 

The integration of motion description language in 

behaviours-based robotics presents a comprehensive solution 

for controlling nonholonomic wheeled mobile robots, with 

proven effectiveness in object-following tasks, as 

demonstrated by simulation results. Future work could 

explore the application of this method to more complex 

robotic systems and dynamic environments. 

Initially, mobile robotics focused on guided object 

transportation within production lines. However, 

contemporary advancements have enabled autonomous 

mobile robots to operate effectively in both factory settings 

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-191-6
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and open environments. These robots employ sophisticated 

processes such as perception, localization, trajectory 

planning, and movement execution [2]. To navigate and 

track targets within obstacle-rich environments, they utilize 

various sensors, including ultrasonic sensors and cameras, to 

gather positional data essential for trajectory planning [8]. 

The primary aim of this study is to develop an 

autonomous robot capable of transporting small loads, such 

as luggage, for individuals with physical limitations, such as 

the elderly and pregnant women. This goal is aligned with 

applications in service and assistive robotics, which aim to 

alleviate physical strain on these individuals. Additionally, 

the study underscores the ergonomic benefits of adjusting 

working conditions to enhance human efficiency and well-

being. By mitigating ergonomic risks, such as physical 

strain, improper posture, and repetitive tasks, the study 

highlights the potential for robotics to improve overall 

human health and productivity in various settings [10]. 

 

 

Figure 1.  Development Prototype. 

The diagram in Figure 1 outlines a process beginning with 

the "Star Model Kinematic" as the initial phase. This is 

followed by the "Test Model Simulations," where 

simulations will be executed exhaustively. The next step is 

the "Prototype Real Results" stage, which focuses on 

implementing and validating the prototype. It is important to 

note that the prototype testing should include a maturation 

period to ensure that no unexpected behavior occurs. 

Additionally, there is a feedback loop between "Test Model 

Simulations" and "Star Model Kinematic," suggesting 

iterative refinement based on the simulation results. 

The results are preliminary, obtained through a simulated 

experiment, and a second phase will likely be implemented, 

incorporating another knowledge base with fuzzy logic in a 

smaller search space. The aim at the end of the first search is 

to obtain initial results from this research and then proceed to 

the second phase, at which point the development of the 

prototype will begin. 

II. DEVELOPMENT 

This work aims to create a low-cost mobile robot capable 

of transporting loads up to 10 kg for individuals with 

physical limitations. The robot must follow the user, avoid 

obstacles, and prevent collisions in real time. The 

development involves building the robot's structure, 

including chassis, wheels, motors, and its electronics—

comprising H-bridge, microcontroller or computer, and 

sensors (ultrasonic sensor or camera). Programming will 

interpret sensor data and make decisions. 

The system will determine the distance between the robot 

and the target using ultrasonic sensors or a camera. This 

distance will inform the pulses sent to the robot's motors, 

adjusting speed based on proximity to the target. Fuzzy or 

multivalued logic will control the output, simplifying the 

modeling compared to Proportional-Integral-Derivative 

(PID) controllers, especially for multivariable systems [7]. 

Target identification may use markers based on color and 

shape, like in the approach in [4]. A safety system will be 

developed to avoid obstacles, either by manoeuvring around 

static obstacles or waiting for dynamic obstacles to clear. 

The embedded system must handle the computational 

demands, with options like Arduino for simplicity and cost 

or Raspberry Pi for higher computational capacity. 

III. RESULTS AND DISCUSSIONS 

A. Simulation 

Control model validation involved MATLAB 
simulations, comparing fuzzy and multivalued logic 
controllers—the fuzzy controller determined wheel pulses 
based on the Euclidean distance between the robot and the 
target. Simulation results showed satisfactory performance 
for target tracking with acceptable computational 
complexity. Table I presents the functions used as the basis 
for the rules of the developed fuzzy controller: the Euclidean 
distance between the robot and the target and the increment 
given to the pulse sent to the robot’s wheels.  

 

TABLE I.  RULE BASE OF THE FUZZY CONTROLLER 

1. If (hi is close) then (const is close) 

2. If (hi is medium) then (const is medium) 

3. If (hi is medium far) then (const is medium plus) 

4. If (hi is far) then (const is medium) 

 
Figure 2 shows the structure of the fuzzy system. Figure 

3, in turn, presents the surface generated by the fuzzy 
controller. In Figure 2, the inputs are, a priori, the distance of 
the person in the x and y-axis, and the outputs are the pulses 
given to both wheels of the kinematic model. 
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Figure 2.  Fuzzy Controller Structure. 

The diagram illustrates a process where two input signals (labeled 1 and 3, 
represented by sine waves) are fed into a central module, labeled 

"network", which then outputs two results (labeled 2 and 4, represented by 

triangular waves). The inputs and outputs are connected to the network 

through lines, indicating data flow or signal processing. 

 

Figure 3.  Fuzzy Controller Surface. 

The preliminary outcomes from the first simulation 
conducted on the mobile robot are illustrated in Figure 4. 
This figure visually represents the robot's movement within 
the designated environment. Figure 5, correspondingly, 
presents the results derived from the second simulation, 
offering a comparative analysis of the robot's performance 
under modified conditions. In both figures, the black point 
represents the mobile robot's current position, while the 
orange triangle denotes the target or goal location. The blue 
line traces the robot's trajectory as it navigates the 
environment. The graph's axes indicate distances measured 
in centimeters; however, the scale can be adjusted to meters 
when applied to larger environments. This flexibility in scale 
ensures the applicability of the simulation results across a 
range of spatial domains, enabling robust analysis in both 
confined and extensive operational settings. 

These graphical depictions illustrate not only the robot's 
efficiency in path planning and execution, but also provide a 
foundation for further adjustments in navigation algorithms, 
should the need arise based on environmental complexity or 
task demands. 

 

Figure 4.  First robot simulation. 

      The results obtained, although preliminary, were 
satisfactory for target pursuit. For small, stipulated error 
values, the computational complexity was not 
compromised. Subsequently, this control logic will be 
implemented in the prototype mentioned in introduction 
section. 

 

Figure 5.  Second robot simulation. 

B. Prototyping 
A prototype was developed using Arduino UNO R3 and 

an ESP-32 camera. Initial tests demonstrated satisfactory 
target detection capabilities; however, software stability 
issues were identified, indicating a need for further 
improvements to enhance system robustness. Figure 6 
showcases the initial prototype. 

 

 

Figure 6.  Mobile robot prototype. 
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The marker detection tests are illustrated in Figure 7 and 
Figure 8. These tests involved assessing the system's ability 
to accurately identify and track predefined markers. While 
the results were promising, the observed software 
instabilities highlight the necessity for additional refinement 
and optimization. 

Future efforts will focus on addressing these stability 
issues and improving the overall robustness of the system. 
This includes optimizing the software algorithms and 
potentially upgrading the hardware components to ensure 
more reliable performance in real-world applications. 
Enhancing the system's stability and reliability is crucial for 
its effective deployment in various practical scenarios. 

 

 

Figure 7.  Marker filtering. 

 

Figure 8.  Marker detection. 

IV. CONCLUSION 

This study proposed the development of an autonomous 

robot designed to transport loads. The system integrated a 

camera and ultrasonic sensors to identify targets effectively, 

ensuring the prototype responded accurately to control 

commands. This combination of sensors facilitated precise 

navigation and obstacle avoidance, demonstrating the robot's 

potential for real-world applications. 
Future work aims to enhance the system's robustness by 

implementing embedded systems with higher processing 
power. This upgrade will allow for more complex 

computations and faster data processing, improving the 
robot's efficiency and reliability. Additionally, further 
research will explore advanced algorithms for better 
decision-making and adaptive learning capabilities, enabling 
the robot to operate in more dynamic and unpredictable 
environments. 

By leveraging state-of-the-art technologies and 
continuously improving the system, this autonomous load-
transporting robot holds promise for various applications, 
including logistics, healthcare, and personal assistance, 
significantly enhancing productivity and quality of life. 
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Abstract— Investing in transforming written content into 

powerful communication tools involves utilizing both classical 

techniques and advancements in deep learning. Classical 

methods offer a wealth of time-tested strategies, while deep 

learning technologies provide modern insights for crafting 

messages with more significant impact. Combining these 

approaches can significantly enhance the effectiveness and 

reach of any text. The intricacies of language and 

communication are explored through classical methodologies, 

while deep learning algorithms bring predictive capabilities and 

adaptability. Elevating texts into compelling communication 

instruments requires integrating traditional knowledge with 

modern technology, resulting in messages that captivate, 

persuade, and inspire across various platforms. The synergy 

between classical approaches and deep learning allows texts to 

transcend mere words, becoming dynamic tools of connection 

and influence in today’s communication landscape. This article 

concludes with a summary of key findings and suggestions for 

future research. 

Keywords-Textual Analysis, Machine Learning, Text 

Summarization. 

I.  INTRODUCTION  

With the growing volume of online information, text 
summarization has become an essential field for distilling the 
key messages of textual content. Manual summarization of 
large documents is challenging, making automatic text 
summarization increasingly important. Text summarization 
refers to the process of automatically condensing a document 
into a shorter version while preserving its core meaning and 
content. It has become a significant area of research in Natural 
Language Processing (NLP), attracting considerable attention 
from researchers. There is a close relationship between text 
mining and summarization, and summarization systems must 
be tailored to the type of input text. This study explores the 
connection between text mining and summarization, reviews 
summarization approaches and key parameters for extracting 
relevant sentences and presents the main stages and criteria 
for summarization. Lastly, it highlights fundamental 
evaluation methods for assessing summarization quality [7]. 

Text summarization is summarizing text documents while 
preserving their context and overall content. A good summary 

should highlight the fundamental concepts of any textual 
document. Text summarization is a fundamental area of 
Natural Language Processing (NLP), which uses various tools 
to extract relevant information from the given text [5]. 

Automatic text summarization is essential to Natural 
Language Processing (NLP), a subpart of the Artificial 
Intelligence domain. The widespread usage of text 
summarization is due to the massive use of the Internet in 
every aspect of life. In this research article, we perform a 
statistical text summarization technique.  

Uniting classic methodologies with the revolutionary 
advances of deep learning opens the doors to communication 
with significant impact. The mix of traditional strategies and 
cutting-edge algorithms can be used to give each word power 
and meaning [2]. This holistic approach, which fuses the 
wisdom of the past with cutting-edge technology, is the 
foundation for creating messages that captivate, persuade, and 
inspire. 

The rest of the paper is structured as follows. Section 2 
compares two of the largest deep neural networks, the Gemini 
and ChatGPT 3.5 and 4.0. Section 3 discusses classical 
techniques and those based on deep neural networks. Section 
4 contains concepts and fundamentals of summarization with 
deep learning and examples of applying the tools in two texts. 
Finally, Section 5 closes the work with a conclusion and 
addresses future work. 

II. GEMINI AND CHATGPT 3.5 AND 4.0 

Textual analysis has been a central focus of machine 
learning studies, as noted in [2]. It can be exemplified by 
platforms like Bard's Gemini Pro and ChatGPT's free version, 
which primarily differ in the data sources used during their 
training [3]. Gemini can process multiple data formats 
simultaneously, including text, code, audio, static images, and 
videos, allowing for a more comprehensive manipulation of 
diverse information types before generating feedback. 
Additionally, the accessible version of Gemini offers real-
time Internet access. 

In contrast, GPT-3.5, the public version of ChatGPT, is 
trained on a static dataset that has not been updated since 
2021. A detailed comparison between Gemini and its 
competitors remains challenging, as Google has not yet fully 
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released Gemini's capabilities for public testing. Given that 
Gemini is still in development, its features are subject to 
change. However, according to tests published by Google, the 
Ultra version of Gemini surpassed OpenAI's ChatGPT-4 in 
various tasks, achieving a 90% success rate in a test involving 
57 subjects, compared to 86.4% for ChatGPT-4. ChatGPT and 
Gemini are Large Language Models (LLMs) with remarkable 
capabilities, yet they differ significantly in focus, training 
data, and functionality. 

The ability of these tools to emulate summarization 
highlights the potential of deep learning in handling large 
volumes of data and extracting relevant information 
efficiently. Gemini and ChatGPT utilize deep neural networks 
to identify patterns and relationships across different data 
sources, enabling them to generate concise and coherent 
summaries. These deep learning networks are trained to 
understand the meaning of words and the context in which 
they appear, making them powerful tools for performing 
summarizations with a high degree of accuracy and 
adaptability. 

In short, deep learning offers significant advantages in 
summarization tasks due to its ability to capture context and 
nuances in language, making it more adaptable to diverse data 
formats and large volumes of information. Unlike classical 
techniques, which often rely on predefined rules and require 
manual feature engineering, deep learning models can 
automatically learn relevant features, streamlining the 
process. However, deep learning comes with its challenges. It 
demands substantial computational resources and training 
data, and its models are often less interpretable, functioning as 
"black boxes." Additionally, there is a risk of overfitting, 
where models may perform well on training data but need help 
with new inputs. 

On the other hand, classical summarization techniques are 
generally more efficient, faster to implement, and easier to 
understand due to their more uncomplicated, rule-based 
nature. They also require fewer computational resources. 
However, these methods must be revised to handle complex 
linguistic contexts and be more scalable, particularly for large 
or diverse datasets. Ultimately, the choice between deep 
learning and classical techniques depends on the task's 
specific needs, balancing accuracy, efficiency, and resource 
availability. In the next section, more details will be provided. 

 
Other Differences: 

 
While typical sequence-to-sequence models with attention 

mechanisms have shown promising results in abstractive text 
summarization, they often need help with several things that 
could be improved. These include Out-Of-Vocabulary (OOV) 
issues, occasional repetition, and a tendency towards lower 
overall quality [6]. 

By applying these techniques, researchers and analysts can 
extract valuable information and insights from large volumes 
of text. Automatic text summarization is a rapidly expanding 
area in Artificial Intelligence, driven by the transformative 
power of Deep Learning. This innovative technique allows the 
generation of accurate and concise summaries of extensive 

texts, capturing their key points and essential information 
autonomously. 

A. What is Text Summarization with Deep Learning? 

Text summarization using deep learning surpasses 
traditional rule-based and heuristic approaches, which 
typically yield shallow, context-insensitive summaries. By 
leveraging machine learning, deep learning architectures such 
as Convolutional Neural Networks (CNNs) and Recurrent 
Neural Networks (RNNs) are trained on extensive textual 
datasets, enabling them to capture complex relationships 
between words, sentences, and paragraphs. This advanced 
linguistic comprehension allows these models to generate 
summaries that are not only more informative and coherent, 
but also more faithful to the original meaning of the text. 

B.  How Summarization Works with Deep Learning? 

The summarization process using deep learning consists 
of several essential and structured steps that ensure the 
generation of accurate and coherent summaries. First, in 
preprocessing, the input text is cleaned to remove noise such 
as punctuation, special characters, and unnecessary 
formatting, followed by tokenization into individual words or 
sub-words for subsequent analysis. In the encoding phase, 
these tokenized words are transformed into numerical 
representations using techniques like word embeddings (for 
example, Word2Vec, GloVe) or contextual embeddings (for 
example, BERT, GPT), enabling the model to process the text 
computationally. Next, during modeling, the deep learning 
model—trained on large corpora of text and their 
corresponding summaries—processes the encoded sequence, 
identifying the most relevant sentences, phrases, or 
paragraphs by learning patterns and relationships within the 
data. Finally, in the decoding phase, the selected numerical 
representations are converted back into text, forming the final 
summary. Depending on the approach, this step can involve 
extractive summarization, where key sentences are retained 
verbatim, or abstractive summarization, where the model 
generates new sentences that capture the meaning of the 
original content. 

C. Advantages of Summarization with Deep Learning 

Accuracy: Deep learning models produce highly precise 

and informative summaries, capturing the essential elements 

of the source text with exceptional fidelity.  

Relevance: These models can select the most contextually 

pertinent information, aligning with the specific goals and 

purpose of the summarization task.  

Cohesion: Summaries generated by deep learning exhibit 

a high degree of linguistic cohesion and grammatical 

correctness, ensuring fluidity and readability.  

Flexibility: The adaptability of deep learning allows for 

the generation of summaries in various lengths and styles, 

tailored to the specific needs of users or applications.      

Efficiency: The automation of the summarization process 

via deep learning models significantly reduces manual effort 

and time, enhancing overall operational efficiency. 
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D. Core Concepts and Applications of Summarization with 

Deep Learning 

Text summarization powered by deep learning has broad 

applicability across numerous fields:  

News and Media: Enables the rapid generation of concise 

and informative summaries of news articles, reports, and 

media content.  

Academic Research: Assists in synthesizing literature 

reviews by identifying key articles and producing 

comprehensive research summaries.  

Legal Documents: Facilitates the creation of accurate and 

concise summaries of complex legal texts, such as contracts, 

regulations, and case laws.  

Customer Service: Automates the summarization of 

support tickets, FAQs, and other service-related documents to 

enhance customer interaction efficiency.  

Education: Supports the development of personalized 

learning materials, including book summaries, study guides, 

and educational articles, promoting more efficient knowledge 

dissemination. 

III. RESULTS 

Two texts will be used to instantiate the application of a 
classical and machine learning technique. 

 
A. Text 1 - Robotics is the Science 

 

“Robotics is the science that studies the technologies 

associated with the design and construction of robots. Robots 

are automatic mechanisms that use integrated circuits to 

perform simple or complex human activities and movements. 

Robotics has wide application in several areas, from industrial 

production, medicine to domestic activities. The concept of 

robotics emerged at the beginning of the 20th century, in the 

work “The Liar” by science fiction author Isaac Asimov. It 

was the author who created the word ‘robotics’ and it was also 

he who presented, in the field of science fiction, the Laws of 

Robotics.” 

Text summarization by frequency, order, and context of 

words in the text will be performed. 

 
Textual Analysis 

 

Robotics: 4 mentions (title, 1st sentence, 2nd sentence, last 

sentence) - Keyword that defines the main theme of the text. 

Science: 1 mention (1st sentence) - Describes the nature of 

robotics as a field of study. 

Technologies: 1 mention (1st sentence) - Covers the tools 

and knowledge used in robotics. 

Conception: 1 mention (1st sentence) - Refers to the robot 

creation and planning stage. 

Construction: 1 mention (1st sentence) - Indicates the 

manufacturing and assembly phase of the robots. Robots: 3 

mentions (1st sentence, 2nd sentence, last sentence) - Central 

term of the text, defines the autonomous machines in question. 

Mechanisms: 1 mention (2nd sentence) - Emphasizes the 

physical and functional nature of robots. Automatics: 1 

mention (2nd sentence) - Highlights the ability of robots to 

operate without constant manual intervention. 

Integrated circuits: 1 mention (2nd sentence) - Mentions the 

electronic components that allow the control of robots. 

Activities: 1 mention (2nd sentence) - Covers the tasks that 

robots can perform. 

Movements: 1 mention (2nd sentence) - Refers to the 

physical actions performed by the robots. 

Humans: 1 mention (2nd sentence) - Establishes a 

comparison between the capabilities of robots and humans 

Application: 1 mention (3rd sentence) - Indicates the 

practical use of robotics in various sectors. 

Areas: 1 mention (3rd sentence) - Expands the scope of 

application of robotics, from industry to the home. 

Industrial production: 1 mention (3rd sentence) - 

Exemplifies the application of robotics in manufacturing. 

Medicine: 1 mention (3rd sentence) - Highlights the use of 

robotics in medical procedures. 

Domestic activity: 1 mention (3rd sentence) - Indicates the 

presence of robotics in the residential environment. 

Concept: 1 mention (4th sentence) - Refers to the idea of 

robotics as a field of study. Early 20th century: 1 mention (4th 

sentence) - Places the origin of the concept in time. 

Work: 1 mention (4th sentence) - Indicates a specific work 

that addressed the topic. 

"The Liar": 1 mention (4th sentence) - Title of the work that 

explored the concept of robotics. Isaac Asimov: 1 mention 

(4th sentence) - Name of the author who contributed to the 

development of the concept. 

Author: 1 mention (5th sentence) - Returns to the figure of 

Isaac Asimov as responsible for something. Word: 1 mention 

(5th sentence) - Indicates the term "robotics" as Asimov's 

creation. 

Laws of Robotics: 1 mention (5th sentence) - Highlights a 

set of principles related to robotics, devised by Asimov. 

 
With this classic technique, the text would look like: 

 

"Robotics, the science of technologies for designing and 

building robots, has wide applications in industrial, medical, 

and domestic activities. The concept emerged in the 20th 

century in the work "The Liar" by Isaac Asimov, author of 

science fiction, who also introduced the Laws of Robotics." 

 
Resume by deep learning 1 Microsoft (ChatGPT 3.5 free): 

 

"Robotics studies technologies to create robots, automatic 

mechanisms that perform human tasks. It has applications in 

production, medicine, and domestic activities. The concept 

emerged at the beginning of the 20th century in work "The 

Liar" by Isaac Asimov, the author who also created the word 

"robotics" and the Laws of Robotics in science fiction". 
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Resume by deep learning 2 (Gemini free - Google): 

 

“Uncovering the World of Robotics: Robotics presents 

itself as a fascinating science that explores the creation and 

development of autonomous machines capable of performing 

everything from simple tasks to complex movements that 

imitate humans. These mechanisms come to life through 

integrated circuits and become valuable tools in several 

areas”. 
 

Resume by deep learning 3 Microsoft (ChatGPT4): 

 

“Robotics is the study of technologies for designing and 

building robots, automatic mechanisms that employ 

integrated circuits to perform everything from simple tasks to 

complex movements without direct human intervention. 

With extensive applications in sectors such as industrial 

production, medicine, and domestic tasks, robotics is a 

discipline that emerged at the beginning of the 20th century, 

as highlighted by the work "The Liar" by Isaac Asimov, a 

pioneer of science fiction.” 

 

B. Text 2: The Myth of the Cave “Inspirational text” 

(Plato)  

The myth tells about prisoners (since birth) who live 

trapped in chains in a cave and who spend all their time 

looking at the back wall, which is illuminated by the light 

generated by a fire. Shadows of statues representing people, 

animals, plants, and objects are projected onto this wall, 

showing everyday scenes and situations. The prisoners keep 

giving names to the images (shadows), analysing and judging 

the situations. Let us imagine that one of the prisoners was 

forced to escape his chains to explore the cave and the outside 

world [4]. He would get in touch with reality and realize that 

he spent his entire life analysing and judging only images 

projected by statues. When leaving the cave and meeting the 

real world, he would be enchanted by real beings, nature, 

animals, etc. He would return to the cave to pass on all the 

knowledge acquired outside the cave to his colleagues who 

were still trapped. However, he would be ridiculed when he 

told everything he saw and felt, as his colleagues can only 

believe in the reality they see on the illuminated wall of the 

cave. The prisoners will call him crazy, threatening him with 

death if he does not stop talking about those ideas considered 

absurd.  

Prisoners in the cave since birth, chained and limited to 

the perception of shadows on the wall (symbolizes ignorance 

and limitation of sensory knowledge). Awakening and Search 

for Truth: A freed prisoner explores the cave and the outside 

world, discovering actual reality (represents the search for 

knowledge and philosophy). The prisoner returns to the cave 

to share his knowledge but is ridiculed and misunderstood by 

the other prisoners (evidence resistance to change and 

attachment to preconceived beliefs). The myth serves as a 

metaphor for the human condition, trapped in one's own 

beliefs and perceptions limited, with the search for truth 

being an arduous and often lonely challenge. 
 

Textual Analysis 

 

Frequent Words: 

Cave (4x): Place where prisoners are imprisoned. 

Prisoners (3x): People who live chained in the cave. 

Shadows (3x): Images projected on the cave wall. 

Reality (2x): True world outside the cave. Truth (2x): Real 

knowledge of the world. 

Ignorance (2x): Lack of knowledge of the truth. 

Light (2x): Source of lighting for the cave and the outside 

world. 

World (2x): Refers to both the cave and the outside. 

Belief (2x): Conviction based on limited perceptions. 

Freedom (1x): Possibility of escaping the cave and knowing 

the truth. 

Knowledge (1x): Acquisition of information and 

understanding of reality. Plato proposes that most people live 

like prisoners, trapped in their limited beliefs and perceptions, 

without access to the truth. 

 
With this classic technique, the text would look like: 

 

“The myth of the cave is a metaphor for the human 

condition. Plato proposes that most people live like prisoners, 

trapped in their limited beliefs and perceptions, without 

access to the truth. The search for knowledge and freedom 

from ignorance requires effort and overcoming internal and 

external resistance.” 

 
Resume with deep learning 2 (Google): 

 

“Prisoners in the cave since birth, chained and limited to 

the perception of shadows on the wall (symbolizes ignorance 

and limitation of sensory knowledge). A freed prisoner 

explores the cave and the outside world, discovering actual 

reality (represents the search for knowledge and philosophy). 

The prisoner returns to the cave to share his knowledge but is 

ridiculed and misunderstood by the other prisoners (evidence 

resistance to change and attachment to preconceived beliefs). 

The myth serves as a metaphor for the human condition, 

trapped in our limited beliefs and perceptions, with the search 

for truth being an arduous and often lonely challenge”. 

 
Resume by deep learning 3 (ChatGPT4): 

 

“Plato's myth of the cave describes prisoners chained from 

birth in a cave, where they see only shadows cast on the wall 

lit by a fire. When a prisoner is forced out of the cave and 

discovers the actual reality outside it, he returns to share his 

knowledge but is ridiculed by the other prisoners who only 

believe in the shadow reality. This myth metaphorizes the 

human condition of being trapped in limited perceptions and 
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established beliefs, highlighting the search for truth as a 

lonely and often misunderstood challenge.” 

IV. POSSIBLE METRICS FOR QUALITY ANALYSIS 

TEXT SUMMARIZATION 

Several potential metrics can be used to evaluate the quality 
of text summarization [7], particularly in deep learning 
contexts [8]: 
- ROUGE (Recall-Oriented Understudy for Gisting 
Evaluation): ROUGE measures the overlap between the 
generated summary and reference summaries regarding n-
grams, word sequences, or word pairs. ROUGE-N, ROUGE-
L, and ROUGE-S are commonly used to assess recall, 
precision, and F1-score, making it a standard metric for 
summarization accuracy. 
- BLEU (Bilingual Evaluation Understudy): While initially 
developed for machine translation, BLEU is sometimes used 
to evaluate summarization by comparing n-gram overlap 
between the generated summary and reference text. It focuses 
on precision, making it useful for measuring how much of the 
generated summary covers the reference text. 
- METEOR (Metric for Evaluation of Translation with 
Explicit Ordering): METEOR extends BLEU by 
incorporating stemming and synonym matching, improving 
its ability to capture semantic equivalence. It helps evaluate 
the semantic accuracy of summaries. 
- Content Overlap: This metric assesses how well the 
summary captures the essential content of the original text. It 
can involve manual or automated comparison of critical 
ideas, entities, or facts mentioned in the original and the 
summary. 
- Compression Ratio: This evaluates the efficiency of 
summarization by measuring the summary length relative to 
the original text. A good compression ratio balances brevity 
with informativeness, ensuring key points are retained 
without unnecessary verbosity. 
- Coherence and Fluency: These subjective metrics assess 
how logically connected the sentences in the summary are 
and how natural the language sounds. Human evaluators 
often rate summaries based on linguistic cohesion and overall 
readability. 
- Semantic Similarity: Using vector-based methods such as 
cosine similarity, this metric evaluates how semantically 
similar the generated summary is to the original text, ensuring 
that the key meaning is preserved even if the wording differs. 
- Human Evaluation: Human judgment remains an important 
metric, particularly for assessing aspects like relevance, 
coherence, and informativeness that automated metrics may 
miss. It provides insights into the subjective quality of the 
summary from an end-user perspective. 
       Combining all the above metrics can comprehensively 
evaluate summarization quality, balancing quantitative 
measures with subjective assessments. 

V. CONCLUSION 

Text interpretation is subjective, and summarization adds 
complexity. Studies comparing traditional textual analysis to 

machine learning demonstrate potential, especially when 
integrating advanced visual techniques with conventional 
methods. According to metrics, and despite challenges like 
large datasets and model complexity, the future of deep 
learning-based text summarization is promising, driven by 
innovations such as Google's Gemini, which shows 
improvements in accuracy in its free version. However, when 
comparing paid versions, ChatGPT has demonstrated superior 
performance. Continued advancements in algorithms will 
enhance the adaptability and efficiency of these systems, 
impacting sectors like education, healthcare, finance, and 
media. Future research should focus on hybrid models that 
combine the strengths of various techniques and on 
incorporating real-time processing and deeper contextual 
understanding. Additionally, developing quantitative metrics 
will improve the precision, reliability, and reproducibility of 
evaluations, fostering better comparisons across studies and 
revealing patterns overlooked by interpretive analysis alone. 
This approach will contribute to a more comprehensive 
understanding of the field. 
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Abstract—Building a virtual world with simulated physical 

phenomena based on attraction and repulsion rules offers a 

unique opportunity to move agents according to these rules and 

plan actions mimicking real-world animal behavior. This paper 

presents an attraction-based algorithm using the Unscented 

Kalman Filter (UKF) to learn and predict opponent behavior in 

real time. The algorithm leverages attraction and repulsion 

forces to simulate physical interactions, facilitating robust 

predictions and learning accurately. Agents can optimize their 

strategies through reinforcement learning by adjusting 

attraction and repulsion parameters. Our results demonstrate 

the algorithm's effectiveness in dynamic environments, 

compared with traditional Q-learning methods, especially in 

low-frame conditions. 

Keywords: Unscented Kalman Filter; Animal Behavior; Machine 

Learning; Autonomous Systems. 

I. INTRODUCTION 

Creating a virtual environment governed by attraction 

and repulsion principles enables the simulation of agent 

movements and decision-making processes that closely 

resemble real-world animal behavior. Animal movement is a 

dynamic spatio-temporal process where trajectory data 

reflect the instantaneous animal position in space and time, 

and other factors influence movement decisions between 

these observed positions [1]. This framework allows for 

accurate simulation of physical interactions and provides a 

robust foundation for improving predictions and facilitating 

learning. 

By leveraging attraction and repulsion rules in the 

simulation, we can achieve coherent and realistic modeling 

of agent behavior. These rules can predict future states of the 

system by simulating natural interactions and dynamics 

observed in real-world scenarios. For instance, when an agent 

(e.g., a robot) moves towards a target (e.g., a ball), the 

attraction force guides its path, while repulsion forces from 

obstacles ensure collision avoidance. This combination can 

be fine-tuned to predict the agent’s trajectory accurately. 

Each agent is assumed to move following a first-order 

Newtonian law, distinguishing speed and orientation, which 

results from the balance of behavioral stimuli defined by 

direction and weight [2]. 

These rules can also be utilized for learning purposes. By 

simulating various scenarios and observing the outcomes, the 

system can iteratively adjust the parameters governing the 

attraction and repulsion forces to optimize agents' 

performance. This approach is particularly effective in 

reinforcement learning, where agents learn optimal strategies 

through trial and error within the simulated environment. 

Interactive multi-agent simulation algorithms compute the 

trajectories and behaviors of different entities in virtual 

reality scenarios. However, current methods involve 

considerable parameter tweaking to generate plausible 

behaviors [3]. 

Integrating learning algorithms, such as Artificial Neural 

Networks (ANN) or Kalman filters (KF), with these physical 

rules can enhance the system's predictive and adaptive 

capabilities. For example, a KF can estimate the state of the 

system (e.g., the positions and velocities of agents) and 

update predictions based on observed data. This iterative 

process refines the model's accuracy over time, 

accommodating both linear and nonlinear dynamics present 

in the simulation. The KF is commonly applied with ANN for 

chaotic systems identification [4]. 

Constructing a virtual world governed by attraction and 

repulsion rules not only allows for realistic simulation of 

physical phenomena but also provides a powerful tool for 

improving predictions and facilitating learning. By 

continuously refining the parameters and incorporating 

learning algorithms, the system can evolve to exhibit 

increasingly sophisticated and accurate behaviors akin to 

those observed in the natural world [5]. 

For concrete cases, consider Agre and Chapman's 

approach, which addresses the complexity, uncertainty, and 

immediacy of real-world situations. This approach was 

applied using agents to play Pengo [6]. Agre describes that 

Pengi, the implementation for playing Pengo, is part of a 

cognitive architecture theory derived from theories by 

Drescher, Minsky, and others. Mackworth proposed an 

architecture aimed at providing solutions for intelligent 

embedded systems using AI and robotics [7]. Sahota built on 
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the work of Agre, Chapman, and Mackworth, proposing a 

simulator with two robots and a ball [8]. 

Robots can cooperate to perform specific tasks, such as 

moving an object from one place to another [9]. For more 

complex tasks, studying the natural behavior of animals 

performing such tasks can be effective. Anderson and Donath 

question how a robot can automatically act across various 

tasks and environments, displaying diverse behaviors [10]. 

Observing animal behavior in nature for specific tasks 

without excluding others is beneficial. 

In their work, Anderson and Donath identify behaviors 

of animals with evasion (repulsion) and attraction. Animals 

may avoid certain locations through repulsion behavior to 

prevent collisions with moving objects, evade predators, and 

avoid unsuitable environments. Repulsion can be passive 

(stopping to avoid collision, like freezing) or active (direct 

commands to avoid approaching objects). Attraction 

behavior is fundamental for a robot's movement toward a 

goal [9]. 

Using the basic idea of animal instinct, where something 

that captures attention exerts an attractive force, directs the 

predator's actions similar to the brain's command to grasp an 

object on a table. Rejection is also instinctual, where an 

unwanted object causes repulsion. This behavior can be 

expressed by attractive and repulsive potential fields [9]. 

Section II describes the KF and its variations used in this 

work, while Section III discusses Q-learning and its variation 

with ANN. Section IV presents the adopted methodology, 

Section V shows the obtained results, and finally, the 

conclusions are presented in Section VI. 

 

II. KALMAN FILTER 

The Kalman filter is a powerful tool for estimating the 

state of a dynamic system from noisy measurements. 

Designed for on-the-fly correction, it obtains precise 

measurements through sample observations [11]. In its basic 

form, it is an optimal linear estimator with constraints. The 

necessary linear functions are: 

 

{
xk = Fxk−1 + qk
zk = Hxk + rk

   (1) 

 

Here, xk is the current state, qk is process noise (zero 

mean, covariance Qk, and rk is observation noise (zero mean, 

covariance Rk). F and H are transfer matrices. The state and 

noise distributions are: 

 

{

xk~N(x̅, Pk)

qk~N(0, Qk)

rk~N(0, Rk)
   (2) 

 

The discrete KF involves prediction and update steps: 

 

{
  
 

  
 

x̂k
− = Fxk−1

P̂k
− = FPk−1F

T + Q

Kk =
P̂k
−CT

CP̂k
−CT+R

x̂k = x̂k
− + Kk(zk − Hx̂k

−)

P̂k = (I − KkH)P̂k
−

  (3) 

The EKF handles nonlinearities by approximating 

models with linear functions around the current state [12]: 

 

{
xk = f(xk−1) + qk
zk = h(xk) + rk

   (4) 

Fk−1 =
∂f

∂x
   (5) 

Hk =
∂h

∂x
    (6) 

{
  
 

  
 

x̂k
− = f(xk−1)

P̂k
− = Fk−1Pk−1Fk−1

T + Q

Kk =
P̂k
−HT

HP̂k
−HT+R

x̂k = x̂k
− + Kk[zk − h(x̂k

−)]

P̂k = (I − KkHk)P̂k
−

  (7) 

 

The EKF can train neural networks by treating weights 

as states to be estimated. The nonlinear mapping g is 

parameterized by the weight vector W: 

 

yk = g(xk,W)   (8) 

 

The error is defined by: 

 

ek = dk − g(xk,W)   (9) 

 

The state-space representation is: 

 

{
Wk = Wk−1 + vk

yk = g(xk,Wk) + ek
   (10) 

 

The UKF improves estimation for highly nonlinear 

systems using the unscented transformation [13]. It 

represents the state distribution with sigma points: 

 

{
 
 
 
 

 
 
 
 

Xi = x

Xi = x + (√(L + λ)Px)i, para i = 1,… , L

X〉 = x − (√(L + λ)Px)i, para i = L + 1,… ,2L

Wo
(m) =

λ

L+λ

Wo
(c) =

λ

L+λ
+ (1 − α2 + β)

Wi
(m) = Wi

(c) = 1/{2(L + λ)}, para i = 1,… ,2L

   (11) 

 
where λ is a scalar parameter defined by the equation: 

 

𝜆 = 𝛼2(𝐿 + 𝜅) − 𝐿  (12) 
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where L is the state vector dimensionality. α determines the 

spread of sigma points, κ influences the spread, and β 

incorporates prior distribution knowledge. 

KFs are used in navigation, tracking, signal processing, 

and control systems. They provide robust state estimation and 

improve accuracy in predictions and measurements. The 

UKF's ability to handle nonlinearities without Jacobian 

computations makes it suitable for complex dynamic systems 

[14]. 

III. Q-LEARNING FOR REINFORCEMENT LEARNING 

Reinforcement Learning (RL) is a computational 

approach where an agent learns to make decisions by 

performing actions and receiving feedback from the 

environment. One of the widely used algorithms in RL is Q-

learning, introduced by Watkins and Dayan [15]. Q-learning 

is a model-free RL algorithm that seeks to learn the value of 

the optimal policy, which guides the agent's actions to 

maximize the cumulative reward. 

Q-learning is an off-policy RL algorithm that learns the 

value of an action in a particular state without requiring a 

model of the environment. The core component of Q-learning 

is the Q-table, which stores the value (Q-value) of each state-

action pair. The Q-value update rule is given by: 

 

𝑄(𝑠, 𝑎) ← 𝑄(𝑠, 𝑎) + 𝛼[𝑟 + 𝛾𝑚𝑎𝑥𝑎′𝑄(𝑠
′, 𝑎′) − 𝑄(𝑠, 𝑎)] (13) 

 

where 𝑄(𝑠, 𝑎) is the Q-value for state s and action a. α is the 

learning rate (0 < α ≤ 1). r is the immediate reward received 

after performing action a in state s. γ is the discount factor 

(0≤ γ < 1). s′ is the next state after taking action a. 

𝛾𝑚𝑎𝑥𝑎′𝑄(𝑠
′, 𝑎′) represents the maximum Q-value for the 

next state s′ across all possible actions a′. 

To approximate the Q-value function, we use a 

feedforward neural network. The network takes the current 

state as input and outputs the Q-values for all possible 

actions. The network is trained to minimize the Temporal 

Difference (TD) error: 

 

𝛿 = 𝑟 + γ𝑚𝑎𝑥𝑎′ Q(s′, a′)  −  Q(s, a) (14) 

 

The ANN architecture consists of an input layer with a 

size equal to the state space dimension, one or more hidden 

layers. An output layer with a number of neurons equal to the 

number of actions. 

IV. METHODOLOGY 

A. Integrating the Atari Emulator for Reinforcement 

Learning Algorithms 

The first step was to find an emulator that could provide 

the necessary structure to test the algorithms. We used the 

Atari emulator available within the OpenAI framework. 

OpenAI offers a comprehensive structure for reinforcement 

learning within the Python environment; however, there is a 

higher complexity associated with working with matrices and 

equations in this environment. To simplify and facilitate the 

visualization of states and images, we used the Octave 

environment. To call functions and procedures from Python, 

we used the pythonic library. The emulator is invoked with a 

simple call specifying the name of the game, which is an 

emulated ROM. The game chosen for testing was Boxing, a 

boxing game between two players with an overhead view 

where the player must press a button to punch and move to 

dodge or hit the opponent's nose to score points. The players 

are confined to the ring area. The first player to score 100 

points before the time runs out wins by knockout. 

B. Understanding Emulator Inputs and Outputs 

The second step was to study what can be sent to the 

emulator and what can be received from it. The emulator can 

accept button inputs from the controller to move the player, 

i.e., up, down, left, right, and an action button, which in this 

case is to punch the opponent. It accepts binary values such 

as 1 for pressed and 0 for released. By selecting the button 

values, they can be sent to the emulator via the 

set_button_mask function. Each iteration of the 

emulator can be performed using the step() function. This 

function runs one cycle of the game. Since a game runs at 60 

frames per second, calling the step() function advances the 

game by one frame. 

The emulator provides various outputs, such as memory, 

which can be utilized using the get_state() function. 

This function returns the current state of the game, allowing 

it to be saved and later restored using the 

set_state(state) function. In this study, we used the 

get_screen() function to capture the screen at the 

current game state. This screen capture was used to visualize 

the current state of the game. 

C. Applying Computer Vision Techniques 

The third step involved applying computer vision 

techniques to extract important data for the algorithms. The 

targets were four objects: the two player sprites and the two 

score sprites. The player sprites were divided into three points 

on a two-dimensional Cartesian plane, corresponding to the 

fighter's head and the two boxing gloves. For the scoring 

sprites, we used a change detector on the scoreboard to count 

hits. The hits can be worth one or two points, depending on 

the proximity of the strike. We used only the hit count as the 

parameter. 

D. Implementation of the Proposed Algorithm 

The fourth step was the implementation of the algorithm. 

For the first algorithm, which we propose in this work, we 

developed an on-the-fly learning system that observes the 

moves of the opponent. To achieve this, we mapped the 

points of the players. Each player has three points, and we 

created two additional points representing the position of the 

gloves before throwing a punch. This is a good way to 

determine if a fighter is approaching the head of the 

opponent, regardless of whether they have thrown a punch. 
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Using this visualization, we applied a Discrete Kalman 

Filter (DKF) with three states to estimate the acceleration of 

the points and thus predict future states, which are the future 

positions of the players.  

 
𝑎−𝑘 = 𝑎𝑘    (14) 
𝑣−𝑘 = 𝑣𝑘 + a𝑘   (15) 
𝑝−

𝑘
= 𝑝𝑘 + 𝑣

−
𝑘   (16) 

[

𝑝𝑘  
𝑣𝑘
 𝑎𝑘
] = [

1 δ𝑡 0
0 1 δ𝑡
0 0 1

] [

𝑝𝑘−1
 𝑣𝑘−1
 𝑎𝑘−1

]  (17) 

 

where a is acceleration, v is velocity and p is position.  

A second nonlinear filter was used to estimate the 

intention of the fighters. This algorithm utilizes the UKF to 

determine the value of the attraction coefficient 𝑘 (repulsion 

if the value is negative) between the points of player 1 and 

player 2. 

By observing the five points of each fighter, we obtain 𝑘 

values for each point on each axis. This is because, to land a 

precise hit, the fighter must align the glove with the 

opponent's head and then deliver the punch in a straight line. 

The algorithm was configured to run in real-time. The UKF 

can map the attraction coefficient function: 

 
𝑂𝑎
′ = 𝐴𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛(𝑂𝑎 , 𝑂𝑏 , 𝑘)   (18) 

 

where Oa is the object attracted by object Ob and k is the 

attraction coefficient. This is a global attraction defined at 

any point on the field. In this work, the objects are the points 

of each player. The attraction is process and observation 

function is given by: 

 

{
𝑘𝑘 = (𝑘𝑘−1) + 𝑞𝑘

𝑝1
′ = 𝐴𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛(𝑝1 , 𝑝2, 𝑘𝑘) + 𝑟𝑘

  (19) 

 

where 𝑘k is the actual attraction coefficient and the 𝑝1
′  is the 

future observed state estimated by the DKF. 𝑝1 e 𝑝2 are the 

states for actual position. 

E. Comparative Techniques 

To compare the results, we used two other machine 
learning techniques commonly employed to control players. 
Typically, these techniques are executed in offline systems, 
where the player makes a move, and the reward is calculated. 
The player can avoid low or negative rewards by retracing 
steps and navigating through the best rewards. In our work, 
these algorithms had to be adapted for real-time use. 

For example, the Q-learning algorithm was modified to 
remove the exploration rate and was fixed at 6 states, 
corresponding to one button being pressed at a time or no 
button pressed, representing a state of no action. 

To test Q-learning with artificial neural networks in an on-
the-fly system, we used the Extended Kalman Filter (EKF). 
The EKF was chosen because it requires less memory and 
processing power compared to the UKF. With many states, 

the nonlinear filter becomes heavy and slow due to the 
computational cost of the sigma points. 

V. RESULTS 

To generate the results, we used the longest processing 

time of the algorithms to set a standard for real-time 

performance. The algorithm with the longest processing time 

was the EKF with artificial neural networks used to train Q-

learning, followed by the UKF, and then Q-learning with 

tables. 

Another factor to note is that the Pythonic library does 

not have an implementation to transfer a variable or matrix 

directly from Python to Octave. Transferring matrices proved 

to be very slow. Transferring an emulator image took about 

1.3 seconds, involving a long and complex process. A much 

faster alternative was to save the image within Python using 

library calls and then read it in Octave. Using an SSD, the 

task took about 0.003 seconds. 

To simulate a real system, we assumed that out of 60 

frames per second (fps) (Figure 1), only 4 frames are 

received, meaning one frame is received every 15 frames 

(Figure 2), or 4 fps. For this type of task, not all systems are 

suitable for tracking, and many details are lost, limiting the 

results. 

 

 
Figure 1. Sprite movement in 60 fps. 

 

Figure 2. Sprites movement in 4 fps. 

For the machine learning approach proposed in this 

work, we first used the DKF with the variance values 

x=[0;0;0], Q=10, R=1 and P=100 with Δt set to 4. We then 

applied the value x twice using y=F⋅(F⋅x) to obtain a 

prediction given the anterior states. This was done with the 5 

points of each fighter. The DKF is used to provide a 

prediction of the movement in order to calculate the degree 

of attraction of the adversary to a position. Afterward, we 

applied the UKF with the values x=[0;0], Q=10, R=1 and 

P=100. 

13Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-191-6

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

UBICOMM 2024 : The Eighteenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                            23 / 51



The algorithm for Q-learning was tested in a simulated 

environment with six predefined states. The Q-table was 

initialized, and the agent's performance was evaluated over 

multiple episodes. The learning parameters were set as 

follows: learning rate α=0.1, discount factor γ=0.9, and 

exploration rate ϵ=0.  

The Q-learning algorithm with EKF and ANN was tested 

using the following parameters: Q=0.01, R=0.001, and P=1, 

with pre-defined, randomly initialized weights. The neural 

network architecture consisted of Input Layer: 12 neurons 

representing the 3 points of each fighter, Hidden Layer: 13 

neurons, Output Layer: 5 neurons for the buttons. The 

transfer functions used were sigmoid for the hidden layer and 

linear for the output layer. For the Q-learning prediction 

values, we used a learning rate α of 0.1 and the following 

prediction equation: 

𝑜 = 𝑝 + 𝛼(𝑟 − 𝑝)  (20) 

 

where o is the observed state for EKF, p is the predicted state 

(the buttons for controller), r is the reward. The agent 

successfully learned to navigate the environment and 

maximize cumulative rewards. The Q-values converged to 

stable values, indicating the agent had effectively learned the 

optimal policy.  

The reward calculation in the Q-learning algorithm is 

critical for guiding the agent towards the optimal policy. In 

this work, the reward function is defined to balance the time 

spent in the game, the effectiveness of the player's punches, 

and the actions taken by the player. The reward function is 

given by: 

 

𝑟 =  −1𝑡𝑔 + ℎ𝑖𝑡1ℎ𝑖𝑡1𝑎𝑐𝑐 − ℎ𝑖𝑡2ℎ𝑖𝑡𝑎𝑐𝑐2 + 5 ∗ 𝐵 (21) 

ℎ𝑖𝑡1𝑎𝑐𝑐 = ℎ𝑖𝑡1𝑎𝑐𝑐 + 7  (22) 

ℎ𝑖𝑡2𝑎𝑐𝑐 = ℎ𝑖𝑡2𝑎𝑐𝑐 + 3  (23) 

 

where 𝑡𝑔 is the time counter of the game, ℎ𝑖𝑡1  and ℎ𝑖𝑡2 are 

the hit detection for player 1 and 2, ℎ𝑖𝑡1𝑎𝑐𝑐 and ℎ𝑖𝑡2𝑎𝑐𝑐 are 

the accumulative hit (each time, the hit value increase) and B 

is equal a 1 is for players' movement.  

To test the inputs and the capability of the emulator, an 

agent was created with three actions: Approach, Retreat, and 

Attack. The player approaches the opponent's head, and when 

within a certain distance from either the left glove or the right 

glove, the attack button is pressed. If the opponent's glove is 

close before the player makes an attack, the player retreats to 

the upper or lower diagonal, depending on which of the 

opponent's gloves is closer. 

In TABLE I, the results of the interactions are presented. 

The proposed algorithm can generate both actions and 

possible new positions for other algorithms. In this work, the 

actions were combined with Q-learning while the positions 

were passed to the EKF as states for the input of the Neural 

Network. 

With the programmed player, the game time functions 

well because decisions are made at 60 frames per second, 

providing ample time to make decisions. The implementation 

was kept simple to test the use of buttons and the integration 

of the emulator into the Octave environment. 

 
TABLE I. RESULTS OF THE ALGORITHMS IMPLEMENTED 

Algorithms Score Remaining 

Time 

Total 

Rewards 

Programmed KO x 74 34 s 45,422 

UKF 79 x 78 0 s 27,670 

Q-learning KO x 97 3 s 33,361 

EKF 24 x 58 0 s -18,241 

UKF + Q-learning 95 x 96 0 s 30,871 

UKF + EKF 13 x 59 0 s -42,262 

 

By integrating these filtering techniques, we improved 

the prediction accuracy of the fighters' movements, which 

subsequently enhanced the performance of our reinforcement 

learning algorithm. 

The implementation with the proposed algorithm of 

learning from intentions based on the attraction force 

between various points of the player proved to be a robust 

technique. This approach allowed the agent to learn 

intentions and use them to predict the opponent's attacks. 

Another positive aspect is that the agent did not have a 

predefined objective; it inferred that its objective was the 

same as the opponent's. 

This capability highlights the algorithm's effectiveness 

in understanding and adapting to the game's dynamics, 

enhancing its predictive power and decision-making process 

in real-time scenarios. 

The combination of the DKF and the UKF allowed us to 

effectively model the dynamic behavior of the fighters in 

real-time. The DKF provided a robust initial prediction, while 

the UKF refined these predictions by estimating the nonlinear 

effects, such as the attraction coefficient k between the 

fighters' points. 

The defined reward function successfully guided the 

agent towards learning effective strategies in the game. By 

incorporating both the immediate rewards from actions and 

the long-term impact of hits landed by the players, the agent 

learned to balance between offensive and defensive 

strategies. 

The use of EKF provided a robust method for state 

estimation, enhancing the performance of the Q-learning 

algorithm. The neural network effectively approximated the 

Q-values, allowing the agent to make informed decisions in 

real-time. The EKF algorithm exhibited issues with delayed 

positions, which theoretically should be better handled. 

Testing at 60 frames per second (fps) showed better results 

compared to other Q-learning techniques. However, when 

reduced to 4 fps, the EKF algorithm demonstrated 

weaknesses. 

This indicates that while the EKF algorithm performs 

well under high frame rate conditions, its performance 

degrades with lower frame rates due to the increased latency 

in position updates. This latency impacts the algorithm's 
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ability to accurately predict and respond to the dynamic 

changes in the environment.  

The limitation of using Q-learning with 6 states resulted 

in less natural movement of the player. However, with fewer 

directions, the algorithm performed better compared to using 

9 states (8 directions plus attack). The issue with using Q-

learning is that the reward must be known beforehand, and a 

function must be produced to achieve the optimal value. 

By incorporating movement into the reward function, the 

player is discouraged from standing still and continuously 

punching. The idea of earning more points through successful 

attacks encourages the player to be more aggressive and 

proactive rather than merely avoiding the opponent. 

The higher reward for attacking actions motivates the 

player to engage with the opponent actively. By rewarding 

movement, the player is incentivized to maneuver 

strategically rather than remain stationary. The penalty for 

being hit encourages the player to avoid attacks while 

planning their own. 

VI. CONCLUSIONS 

Both implementations have their strengths and 

limitations. The EKF with neural networks showed potential 

in understanding and predicting dynamic game scenarios, 

while Q-learning with fewer states proved to be more 

efficient in specific conditions. Future work should focus on 

improving the robustness of these algorithms, particularly in 

handling lower frame rates and refining the reward structures 

for better performance. 

The reward function was integral in shaping the player's 

behavior, promoting a balance between offensive and 

defensive strategies while maintaining an active and 

engaging playstyle. The careful design of the reward structure 

ensured that the player optimized both movement and attack 

to achieve the best results. 

This work presents an attraction-based algorithm as a 

more intuitive solution utilizing the UKF with attraction 

functions. The initial idea behind this algorithm was to learn 

the behavior of opponents to predict future positions and 

actions. However, it proved capable of learning in real-time 

within a limited sampling state, which would be impractical 

for humans. 

The algorithm's ability to learn and predict in real-time, 

even with limited sampling data, demonstrates its potential 

for practical applications in dynamic environments. By 

modeling attraction forces between key points of the players, 

the algorithm effectively learns and anticipates opponent 

behavior, enabling strategic decision-making. 

In future work, we plan to extend the application of this 

algorithm by analyzing video footage, applying the algorithm 

to analyze videos of players to learn their tactics. This would 

involve extracting key movement patterns and strategies 

from recorded gameplay. Testing with different players 

evaluating the learned strategies against both the 

implemented player and other players to assess the robustness 

and adaptability of the algorithm, enhancing the model 

improving the attraction model to incorporate more complex 

behaviors and interactions, potentially including 

environmental factors and varying opponent skill levels. 

The proposed algorithm has potential applications 

beyond gaming, such as in sports analytics, where 

understanding and predicting player movements can provide 

significant strategic advantages. Additionally, it can be 

applied in robotics for real-time path planning and obstacle 

avoidance by learning dynamic environments. 
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Abstract—The project aims to create a Fuzzy Cognitive Map 

(FCM) to assess student satisfaction at the Federal 

Technological University of Paraná, Campus Cornélio 

Procópio (UTFPR-CP), Brazil. By integrating intelligent 

techniques, the FCM allows for inference through the causal 

relationships between variables like teacher training, facilities, 

housing, and cleanliness. Online surveys were used to quantify 

these influences and provide an institutional improvement tool. 

A comparison was made with a Microsoft AI chatbot, which 

produced similar results, although GPT-4.0 offers more 

nuanced, human-like understanding and reasoning 

capabilities. After validating the results, this work ends with a 

conclusion and addresses future scientific investigations. 

Keywords- Fuzzy Cognitive Maps, Quantitative Analysis, 

Chatbots, Operational Research. 

I. INTRODUCTION 

The text discusses various studies related to education 
and Fuzzy Cognitive Maps (FCMs). One study at Istanbul 
Technical University used FCMs to model critical success 
factors in control engineering, incorporating concepts like 
student and teacher profiles to assess program success. 
Another work applied Fuzzy Logic to identify trends in 
engineering education, focusing on achieving a "Global 
Dimension" for professional evaluation [9] [23]. 

One study explored student satisfaction and critical 
factors for improvement within universities [12]. At the same 
time, another used the Fuzzy Analytical Hierarchy Process 
(FAHP) to assess education quality at Nanyang Institute of 
Technology through four dimensions: government, 
university, society, and student. The FAHP framework 
guided quality evaluations by breaking these categories into 
sub-areas such as funding, curriculum, and student 
achievements [11][19]. 

Further research in Central New York examined K-12 
school districts' transparency in communicating educational 
technology information, concluding that reporting needed to 
be more consistent with best practices in the literature [3]. 
Knowledge management approaches were also explored to 
enhance data understanding through cognitive processes like 
description and interpretation, using formal grammar for 
linguistic data description [2]. 

One study mapped educational contributions to human 
capital in China through Fuzzy Neural Networks (FNN), 
estimating contributions from various educational levels 
across different regions. This research emphasized the link 
between education and technological development [13]. 

Recent advancements in Artificial Intelligence (AI), such 
as ChatGPT 4, frequently regarded as a strong AI due to its 
substantial progress toward Artificial General Intelligence 
(AGI), more details in the circumscribed section), present 
new opportunities for educational analysis. Compared to 
FCMs and Fuzzy Logic-based systems, ChatGPT 4 
demonstrates superior capabilities in nuanced 
comprehension, reasoning, and large-scale data processing, 
improving identifying patterns, critical success factors, and 
satisfaction metrics within complex educational systems. 

Lastly, sustainability and innovation in Chinese 
universities were examined, and strategies for integrating 
sustainability into education were proposed through targeted 
faculty training, curriculum reform, and practical learning 
platforms. 

The rest of the paper is structured as follows. In Section 
II, we present the background of fuzzy cognitive maps. 
Section III presents the development and outcomes of the 
proposed FCM-based tool. Section IV presents the results 
and discussions. We conclude in Section V. 

II. FUZZY COGNITIVE MAPS: BACKGROUND 

Since the pioneering work of Kosko [16], which 
extended Axelrod's cognitive maps [8] to include Fuzzy 
Logic, various applications of FCMs have been reported in 
the literature across different fields of knowledge. Of note 
are applications in artificial life [14][15], social systems [19], 
decision-making in the medical field [7], and the works of 
process control [22], which apply evolutions of FCM in 
autonomous mobile swarm robotics [4].  

The work in [17] focuses on Supply Chain Quality 
Management (SCQM) modeling, a key research area in both 
academic and practical contexts. This paper introduces a 
Multi-Layer Fuzzy Cognitive Map (ML-FCM) model to 
enhance SCQM by structuring concepts into multi-layered 
Fuzzy Cognitive Maps (FCMs). Applied to a three-echelon 
supply chain in the personal care products sector, the model's 
construction and effectiveness were evaluated using density 
and strength metrics. The inference process results confirmed 
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the initial concept selection in each FCM and quantified the 
impact of each echelon on SCQM performance. Key 
decision-making variables identified for SCQM 
improvement included total profit, quality costs, supplier 
rejections and returns, productivity, and customer rejections 
and returns. 

In [24], a formal adaptation of the original FCM is 
presented. This new tool is designated as Timed Automata 
Fuzzy Cognitive Maps (TAFCM), among others. It is 
observed that these works also present semantic variations of 
the original proposal, adapting the FCM structure according 
to the problem being addressed. 

III. DEVELOPMENT AND OUTCOMES OF THE PROPOSED 

FCM-BASED TOOL 

Fuzzy Cognitive Maps (FCMs) can be considered a 
mathematical model of a person or group's "belief structure", 
allowing the inference or prediction of the consequences this 
organization of ideas causes in the represented universe. This 
mathematical model was adapted to include uncertainties 
through Fuzzy Logic by [14], creating Fuzzy Cognitive 
Maps. Like the original Cognitive Maps, FCMs are 
directional graphs (digraphs) where numerical values are 
variables or Fuzzy sets. The "nodes" of these graphs are 
linguistic concepts, represented by Fuzzy sets, and each 
"node" is connected to others through links. Each of these 
links is associated with a numerical weight, which represents 
a Fuzzy variable related to the level of causality between the 
concepts. 

                     ()               

                           () 

To address the problem and obtain quantitative results 
utilizing expert knowledge, a Fuzzy Cognitive Map (FCM) 
was developed to assess student satisfaction at the Cornélio 
Procópio campus of the Federal University of Technology - 
Paraná. Pursuing continuous quality improvement 
necessitates using both qualitative and quantitative 
evaluation tools, with Fuzzy Cognitive Maps representing a 
suitable approach to this challenge [23]. 

Fuzzy Cognitive Maps, whether Fuzzy or classical, serve 
as a modeling tool to represent experts' collective or 
individual knowledge. It is achieved by assigning values to 
specific concepts and weights to their causal relationships. 
The explicit knowledge within these maps is conveyed 
through the values attached to the concepts and their 
relationships, while implicit knowledge is embedded in the 
overall structure of the map. One of the primary difficulties 
in constructing conceptual maps is converting knowledge 
into accurate models of human behavior. This challenge is 

particularly evident in defining the semantics of the 
concepts and the precise nature of their interrelationships 
[20]. Beyond this, careful data acquisition is essential to 
ensure that raw data is transformed into consistent and 
meaningful information for the cognitive map. 

In general, FCMs integrate aspects of Artificial Neural 
Networks [5], Fuzzy Logic [6], and Semantic Networks 
[20], as well as other intelligent computational techniques. 
Conceptually, an FCM can be understood as a methodology 
for modeling complex decision-making systems based on 
causal knowledge derived from the combination of Fuzzy 
Logic and Artificial Neural Networks [14]. Each concept 
within an FCM represents a distinct entity, state, variable, or 
characteristic of the modeled system. This framework 
provides a structured way to describe and predict the 
behavior of complex, often poorly understood, systems [21]. 

A classic example of a Fuzzy Cognitive Map (FCM) is 
represented by a graph structure with classical weights, as 
described in [4]. In some cases, however, FCMs may not 
achieve stability, leading to oscillatory or even chaotic 
behavior [22]. For systems that behave predictably, it is 
typically observed that after a finite number of iterations, the 
values of the concepts converge to either a fixed equilibrium 
point or a limit cycle (this work). This stabilization process 
can be seen in the evolution of the FCM depicted in Figure 2, 
where, after approximately four iterations, the values of the 
modeled concepts reach a steady state. 

In the specific case of control, such as valve actuation 
used in the work of Mendonça and collaborators [22], the 
technique of cognitive maps is widely used for structuring 
complex problems through iterations, as shown in equation 
(2), until they typically stabilize at a fixed point or a limit 
cycle [4]. 

 
TABLE I. FCM CONCEPTS 
 
C1: Student Satisfaction Level 
C2: Professor’s Performance 
C3: Pedagogic Structure – i.e. Library 
C4: Habitation 
C5: University Restaurant Quality 
C6: Cleaning - Accessibility 
C7: Entertainment and Sports Activities 
C8: Access to the internship 

 
The concepts listed in Table I represent all the variables 

determining student satisfaction. It is noted that in this study, 
parking and municipal transportation for faculty/students 
(with distinct parking facilities) are also considered. 

Figure 1 represents a Fuzzy Cognitive Map (FCM), a 
directed graph where nodes (concepts) are connected by 
weighted edges, symbolizing the influence between 
concepts. In this FCM: Nodes (C1 to C8) represent different 
concepts or variables within the modeled system. For 
instance, C1 is a central concept connected to several other 
nodes like C2, C3, C6, and C8, suggesting it plays a 
significant role in the system's dynamics. Edges between the 
nodes indicate causal relationships between the concepts. 
The weights on these edges (represented by numbers along 
the connecting lines) denote the degree and type of 

17Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-191-6

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

UBICOMM 2024 : The Eighteenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                            27 / 51



influence: Positive weights (e.g., 0.80, 0.85) indicate a 
positive influence of one concept on another. Negative 
weights (e.g., -0.40, -0.20) suggest a negative influence, 
where an increase in one concept decreases the other. 
Directional arrows show the flow of influence from one 
concept to another. For example, C1 influences C3 with a 
weight of 0.80, and C2 influences C1 with a weight of 0.46, 
among others. The color-coded connections likely indicate 
different types or strengths of relationships between 
concepts, further detailing the complexity of the system 
being modeled. Overall, this FCM graph visually represents 
how each concept is interrelated, with specific concepts like 
C1 and C2 appearing to hold more central roles based on 
their numerous connections. 
 

 

Figure 1.  Student Satisfaction Level FCM. 

        
 

        VI. RESULTS AND DISCUSSIONS (FCM, ChatGPT) 

A. Fuzzy Cogntive Maps  

      After modelling the concepts and causal relationships, 

particularly the numerical values assigned by the students, 

the model is calculated using Equations 2 and 3. This 

process allows the system to evolve toward the final values 

representing the study's objective: a quantitative evaluation 

of the central theme [10]. 

      Initially, the concept values are set to zero. As shown in 

Figure 2, the evolution of each modelled concept is 

represented on a scale from zero to 10, with particular 

emphasis on the central concept—student satisfaction at 

UTFPR-CP. The FCM demonstrated stable behaviour, 

reaching a near-equilibrium point with only minor variations 

around the result, see Figure 2. 

      However, specific critical issues emerged during the 

research and model construction, such as the parking 

conditions near the university. This challenge is linked to 

the institution's rapid growth over the past decade and  

should be addressed by the university administration and 

government authorities to ensure future improvements [1]. 

 

Figure 2.  Student Satisfaction Level FCM. 

      Figure 2 presents the evolution of the Inference Value 

over successive FCM Steps in a Fuzzy Cognitive Map 

(FCM) model. The horizontal axis represents the number of 

Steps FCM taken, while the vertical axis indicates the 

corresponding Value of the inference at each step. 

Key observations from the figure include: 

a) Initial Growth: At the beginning (Steps 0 to 2), the 

inference value shows a steep increase, indicating that the 

system is rapidly adjusting as it begins to process the 

interactions between the concepts modeled in the FCM. 

b) Stabilization: After Step 3, the inference value 

begins to plateau, suggesting that the model is approaching 

equilibrium. The value stabilizes around 0.8, indicating that 

the FCM has reached a steady state or a limit cycle where 

further iterations result in minimal to no significant changes 

in the concept values. 

c) Minor Variations: The slight upward adjustment 

after Step 2 suggests minor refinements in the FCM 

behavior, but overall, the system stabilizes quickly. This 

stable convergence implies that the FCM is well-behaved, 

with the concepts interacting in a way that leads to 

consistent and predictable outcomes after a few iterations 

[20]. The final inference value provides a quantitative 

representation of the central theme being evaluated, likely 

reflecting a key metric like student satisfaction, as discussed 

in the context of the study 

 

B. ChatBot 4.0 
In 2022, OpenAI introduced a new model of ChatGPT, 

an NLP system capable of maintaining contextual natural 
conversations. Since its release, ChatGPT has spurred 
extensive research into its societal impacts, particularly in 
education. This article investigates ChatGPT's influence on 
university education by analyzing over 50 essay papers 
across various topics, focusing on its use in exams, 
programming tasks, and term papers. The study assessed 
misuse levels, including copying ChatGPT's outputs, and 
examined the effect on student performance, especially given 
the occasional inaccuracies in its responses. While concerns 
about academic dishonesty are highlighted, the article also 
emphasizes the tool's potential benefits, such as aiding 
learning and improving assignment comprehension. The 
findings suggest that ChatGPT can assist in generating 
coherent, informative work but stress the need for new 
assessment formats that emphasize critical thinking and 
creativity, areas where AI cannot fully substitute human 
effort [26]. 
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In short, GPT-4 is a "weak AI" specialized in specific 
tasks, such as language processing, and it does not possess 
consciousness, proper understanding, or the ability for 
independent thought. While it is impressive in language tasks 
and has shown significant advancements in interaction and 
content generation, it operates based on patterns and 
statistics from the texts on which it was trained. It does not 
have a fundamental understanding of the world or itself. 

The GPT-4 version, like other similar AIs, is still not 
considered a "strong AI" (or AGI - Artificial General 
Intelligence) [25]. The concept of "strong AI" refers to an 
artificial intelligence capable of performing any cognitive 
task a human could, including deep understanding, 
reasoning, creative adaptation to new problems, and 
autonomy. 

The current version represents a significant advance in 
artificial intelligence and is closer to the so-called "Strong 
AI" or Artificial General Intelligence (AGI) than previous 
versions. 

For now, "strong AI" remains within research and theory, 
and it is uncertain when (or if) this technology will be 
developed 

Question: What is the level of satisfaction of a student 
with generally good and high-level professors, good 
university infrastructure in the laboratories, and most 
students being able to walk to the university? The university 
and the city offer a reasonable level of entertainment, but the 
university town is small and there are difficulties in securing 
internships 

The level of satisfaction of a student in such a scenario 
can be influenced by several factors. Let us break down the 
specifics to get a clearer picture: 

a) Professors and Academics: 
High-Level Professors: Generally, students appreciate 

knowledgeable and experienced professors, which can lead 
to high satisfaction in terms of the quality of education and 
academic guidance 

Academic Reputation: Good professors can enhance the 
university's reputation, positively impacting student 
satisfaction. 

b) University Infrastructure: 
Good Laboratories: High-quality laboratory facilities are 

crucial for hands-on learning and research, especially in 
science and engineering disciplines. This likely increases 
student satisfaction 

Overall Infrastructure: Good infrastructure beyond labs, 
such as libraries, study spaces, and classrooms, also 
contributes to a positive learning environment. 

c) Proximity to University: 
Walking Distance: Most students being able to walk to 

the university is highly convenient and can significantly 
improve satisfaction due to the ease of access and saving on 
transportation costs. 

d) Social and Entertainment Aspects: 
Reasonable Entertainment Options: While a reasonable 

level of entertainment is available, the small size of the town 
might limit diverse social activities, which could slightly 

lower satisfaction for students seeking more vibrant social 
lives. 

University Town Size: A smaller town might offer a 
close-knit community feeling, which some students prefer, 
while others might find it lacking in variety and excitement. 

e) Internship Opportunities: 
Difficulty Securing Internships: Challenges in finding 

internships can be a significant drawback, as internships are 
essential for gaining practical experience, networking, and 
improving employability. This factor might lower overall 
satisfaction 

Overall, the student satisfaction level in this scenario 
would likely be high in terms of academic and infrastructure 
aspects but might be tempered by the limited entertainment 
options and difficulties in securing internships. Here's a 
summarized view: 

f) Positive Factors:  Highly qualified professors 
- Good university infrastructure, particularly well-

equipped laboratories 
- Proximity to the university for the majority of students 
- A reasonable level of entertainment and activities 
Negative Factors: 
- The university is located in a small town with limited 

entertainment options 
- Difficulties in securing internships, which underscores 

their importance in the overall student experience 
Different weights were assigned to each aspect based on 

their perceived significance to quantify the impact of these 
factors. The proposed weighting scheme is as follows: 

High-Level Professors: 20% 
Good University Infrastructure (Laboratories): 20% 
Good University Infrastructure (Overall): 15% 
Proximity to University: 15% 
Social and Entertainment Aspects (Entertainment): 10% 
Social and Entertainment Aspects (Town Size): 10% 
Internship Opportunities: 10% 

     The final assessment is calculated using Equation 3, 

which integrates the weighted values of each factor into the 

overall evaluation: 

Overall =  +  +  +  +  +  +  =       () 

This score provides a comprehensive view of student 
satisfaction, considering both academic and social factors 

 

g) Interpretation: 
An overall satisfaction score of 7.5 out of 10 suggests 

that students are generally satisfied with their experience at 
the university. While academic and infrastructural aspects 
are highly appreciated, the limited entertainment options and 
challenges in securing internships reduce overall satisfaction. 

A similar question applied to the accessible version of 
ChatGPT 3.5 (free version); the answer was close to 7.4 but 
with fewer details. That said, the answer from the free 
version was not included, and its result was to help validate 
the correlation between FCM and ChatGPT. 
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IV. CONCLUSION AND FUTURE WORK 

The study concluded that student satisfaction at UTFPR-
CP reached an overall score of 7.5/10, reflecting strong 
satisfaction with faculty quality and general infrastructure, 
while identifying areas for improvement in laboratory and 
library facilities. Despite recent course expansions and 
ongoing infrastructure upgrades, gaps remain in resources. 
The use of Fuzzy Cognitive Maps (FCM) successfully 
quantified qualitative data, and results were further validated 
by ChatGPT 3.5 and 4.0, both yielding consistent outcomes. 
Given the alignment between FCM and AI-based tools, the 
study is recommended as a continuous assessment tool for 
guiding university improvements.  

Future work should increase sample size, incorporate 
diverse metrics, and employ longitudinal studies for tracking 
satisfaction trends, while qualitative methods could provide 
deeper insights into student experiences. 

ACKNOWLEDGMENT 

The authors would like to thank the Federal University of 
Technology – CP/PR for the financial support provided for 
this research. 

REFERENCES 

[1] Y. Gao, J. Yang, and F. Liu, "The Research on the Comprehensive 
Assessment of Higher Engineering Education Based on Fuzzy 
Comprehensive Evaluation Method," in Future Information 
Technology and Management Engineering, 2009. FITME '09. Second 
International Conference on, pp. 124-127, 13-14 Dec. 2009. 

[2] L. Ogiela and M. R. Ogiela, "Knowledge Management Approaches 
for Data Understanding," in 2016 International Conference on 
Intelligent Networking and Collaborative Systems (INCoS), Ostrava, 
Czech Republic, 2016, pp. 270-273. 

[3] J. MacLeod and H. H. Yang, "Life-Cycle Efficacy for Educational 
Technology: Best-Practices for Leading Schools," in 2016 
International Conference on Educational Innovation through 
Technology (EITT), Tainan, Taiwan, pp. 139-142, 2016. 

[4] M. Mendonça, H. S. Kondo, L. Botoni de Souza, R. H. C. Palácios, 
and J. Paulo Lima Silva de Almeida, "Semi-Unknown Environments 
Exploration Inspired by Swarm Robotics using Fuzzy Cognitive 
Maps," in 2019 IEEE International Conference on Fuzzy Systems 
(FUZZ-IEEE), New Orleans, LA, USA, pp. 1-8, 2019. 

[5] S. Haykin, Neural Networks and Learning Machines, 3rd ed. Upper 
Saddle River, NJ: Pearson Education, 2009. 

[6] W. Pedrycz and F. Gomide, An Introduction to Fuzzy Sets: Analysis 
and Design, MIT Press, 1998. 

[7] G. A. Krimpas, N. A. Krimpas, and P. P. Groumpos, "An Overview 
of Making Decisions on Medical Problems Using Fuzzy Cognitive 
Maps," in 2023 14th International Conference on Information, 
Intelligence, Systems & Applications (IISA), Volos, Greece, pp. 1-6, 
2023. 

[8] R. Axelrod, Structure of Decision: The Cognitive Maps of Political 
Elites. Princeton, NJ: Princeton Univ. Press, 1976. 

[9] L. A. Franco and G. Montibeller, "Facilitated modeling in operational 
research," European Journal of Operational Research, vol. 205, no. 
3, pp. 489-500, 2010. 

[10] E. Yesil, C. Ozturk, M. F. Dodurka, and A. Sahin, "Control 
engineering education critical success factors modeling via Fuzzy 
Cognitive Maps," in Information Technology Based Higher 

Education and Training (ITHET), 2013 International Conference on, 
pp. 1-8, 10-12 Oct. 2013. 

[11] Y. Hezhan, "Application of Fuzzy Analytical Hierarchy Process in 
innovation education quality evaluation of higher education 
institution," in Information Management, Innovation Management 
and Industrial Engineering (ICIII), 2012 International Conference 
on, vol. 1, pp. 438-441, Oct. 20-21, 2012. 

[12] S. Yu and K. Zhu, "Fuzzy Neural Network Applications on 
Estimating the Contribution of Different Education Levels on Human 
Capital of China," in Service Systems and Service Management, 2007 
International Conference on, pp. 1-4, June 9-11, 2007. 

[13] P. Xiang, "Research on the Emotion Recognition Based on the Fuzzy 
Neural Network in the Intelligence Education System," in Digital 
Manufacturing and Automation (ICDMA), 2011 Second International 
Conference on, pp. 1030-1033, Aug. 5-7, 2011. 

[14] J. A. Dickerson and B. Kosko, "Virtual worlds as Fuzzy cognitive 
maps," Presence, vol. 3, no. 2, pp. 173-189, 1994. 

[15] J. A. Dickerson and B. Kosko, "Virtual worlds as Fuzzy dynamical 
systems," in Technology for Multimedia, B. Sheu, Ed. New York: 
IEEE Press, 1996. 

[16] B. Kosko, "Fuzzy cognitive maps," International Journal of Man-
Machine Studies, vol. 24, no. 1, pp. 65-75, 1986. 

[17] J. Cogollo and A. Correa, "Modeling Supply Chain Quality 
Management using Multi-Layer Fuzzy Cognitive Maps," in 2019 
IEEE International Conference on Fuzzy Systems (FUZZ-IEEE), New 
Orleans, LA, USA, pp. 1-6, 2019. 

[18] J. MacLeod and H. H. Yang, "Life-Cycle Efficacy for Educational 
Technology: Best-Practices for Leading Schools," in 2016 
International Conference on Educational Innovation through 
Technology (EITT), Tainan, Taiwan, pp. 139-142, 2016. 

[19] C. Neocleous, M. Papaioannou, and C. Schizas, "Important issues to 
be considered in developing fuzzy cognitive maps," in 2011 IEEE 
International Conference on Fuzzy Systems (FUZZ-IEEE 2011), 
Taipei, Taiwan, 2011, pp. 662-665. 

[20] E. Papageorgiou, "Learning Algorithms for Fuzzy Cognitive Maps," 
IEEE Transactions on Systems and Cybernetics, Part C: Applications 
and Reviews, vol. 42, pp. 150-163, 2012. 

[21] E. Papageorgiou, C. Stylios, and P. Groumpos, "Novel for supporting 
medical decision making of different data types based on Fuzzy 
Cognitive Map Framework," in Proceedings of the 29th Annual 
International Conference of the IEEE EMBS, Lyon, France, pp. 23-
26, Aug. 2007. 

[22] M. Mendonça, B. Angélico, L. V. R. Arruda, and F. Neves, "A 
dynamic fuzzy cognitive map applied to chemical process 
supervision," Engineering Applications of Artificial Intelligence, vol. 
26, pp. 1199-1210, 2013. 

[23] L. B. de Souza, R. V. P. D. Barros, P. P. Soares, J. G. Ferreira, and 
M. Mendonça, "Fuzzy Cognitive Maps and Weighted Classic Fuzzy 
Applied on Student Satisfaction Level," in ICAS 2017, pp. 60, 2017. 

[24] G. Acampora and V. Loia, "On the Temporal Granularity in Fuzzy 
Cognitive Maps," IEEE Transactions on Fuzzy Systems, vol. 19, no. 
6, 2011. 

[25] A. F. Mohammad, B. Clark, R. Agarwal, and S. Summers, 
"LLM/GPT Generative AI and Artificial General Intelligence (AGI): 
The Next Frontier," in 2023 Congress in Computer Science, 
Computer Engineering, & Applied Computing (CSCE), Las Vegas, 
NV, USA, 2023, pp. 413-417. 

[26] A. F. Mohammad, B. Clark, R. Agarwal, and S. Summers, 
"LLM/GPT Generative AI and Artificial General Intelligence (AGI): 
The Next Frontier," 2023 Congress in Computer Science, Computer 
Engineering & Applied Computing (CSCE), Las Vegas, NV, USA, 
2023, pp. 413-417. 

 

20Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-191-6

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

UBICOMM 2024 : The Eighteenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                            30 / 51



Leveraging Large Language Models for Enhanced Personalised User Experience in
Smart Homes

Jordan Rey-Jouanchicot∗†‡, André Bottaro∗, Eric Campo‡, Jean-Léon Bouraoui∗,
Nadine Vigouroux†, Frédéric Vella†
∗Orange Innovation, Blagnac, 31700, France

†IRIT, University of Toulouse, CNRS, Toulouse INP, UT3, UT2J, Toulouse, France
‡LAAS-CNRS, University of Toulouse, CNRS, UT2J, Toulouse, France

e-mail: { jordan.reyjouanchicot@orange.com|andre.bottaro@orange.com|eric.campo@laas.fr|
| jeanleon.bouraoui@orange.com|nadine.vigouroux@irit.fr|frederic.vella@irit.fr}

Abstract—Smart home automation systems aim to improve the
comfort and convenience of users in their living environment.
However, adapting automation to user needs remains a challenge.
Indeed, many systems rely on hand-crafted routines. This paper
presents an original smart home architecture leveraging Large
Language Models (LLMs) and user preferences to push the
boundaries of personalisation and intuitiveness in the home
environment. This article explores a human-centred approach
that uses the general knowledge provided by LLMs to learn and
facilitate interactions with the environment. The advantages of
the proposed model are demonstrated on a set of scenarios, as
well as a comparative analysis with various LLM implemen-
tations. Some metrics are assessed to determine the system’s
ability to maintain comfort, safety, and user preferences. The
paper details the approach to real-world implementation and
evaluation. The proposed approach shows up to 52.3% increase
in average grade, and with an average processing time reduced
by 35.6% on Starling 7B Alpha LLM. In addition, performance
is 26.4% better than the results of the larger models without
preferences, with almost 20 times faster processing time.

Keywords-Artificial Intelligence; Decision-making; Adaptivity;
Smart Home Automation System; Modelisation

I. INTRODUCTION

Networks of devices are deployed to assist human beings in
their daily activities, using notions of context and knowledge to
decide on the best actions to take [1][2]. Indeed, many houses
are covered by wireless and wired networks and equipped
with electronic devices allowing the occupants to control
their environment for comfort, entertainment, security, energy
management, and elderly care.

However, Smart Home Automation Systems are still missing
the aim of autonomously taking the best action in every
situation. Aligning automation routines to meet every need
for every home configuration, every set of devices, available
or not, functional or not, remains a challenge. In fact, most
systems today are configured for simple routines that occur
frequently. For instance, setting the home for wake-up or
departure time by playing music, ringing a bell, acting on
lights, shutters, heating, ventilation, and air conditioning. More
precise needs in less frequent situations are not covered.
Furthermore, if some devices are missing from a routine, no
decision is made to use alternative devices. While artificial
intelligence can play a role in learning about situations and

the associated actions taken by users [3], it still requires time
to understand users’ habits, and is never able to cover the wide
range of situations encountered at home.

One of the main technical challenges of ubiquitous comput-
ing is the ability to set up a system knowing the wide variety of
users’ potential needs, and how it can adapt to the wide range
of functions of existing devices, with devices and locations
whose configuration can be very different. As their execution
environment is particularly dynamic, applications need to be
aware of their context and act appropriately.

Large language models [4] have the potential to give this
general knowledge at once to applications, such as smart
home. In essence, these models have acquired a vast amount
of knowledge. They are trained on a diverse range of textual
sources, enabling them to cover a variety of topics, facts, and
concepts, here the expected actions of home devices to meet
user needs in a wide range of situations.

Retrieval-Augmented Generation (RAG) [5] is a technique
that improves the accuracy of LLMs (Large Language Mod-
els), by giving them access to more targeted and precise
information. This is achieved by using a retrieval component
that searches a specific database and introduces it into the
model, along with users’ query. To do this, an embedding
model is needed to represent the sentences in vector form, so
that we can find the results closest to the query.

This paper proposes a software architecture integrating the
general LLM knowledge available today into a smart home
automation system. The LLM is placed at the centre of
the home’s decision-making system and participates in the
reaction to every event to deduce the next best actions. This
paper investigates the inclusion of preferences with a LLM
for smart home automation, The contribution also includes a
user-centred representation of smart home states and actions
in natural language. Finally, experiments are carried out using
several LLMs with different prompting styles for decision-
making in the smart home.

Section II presents related work in the literature. The
proposed software architecture is detailed in Section III, in
particular the integration of LLMs for decision-making com-
bined with preferences. Afterwards, Section IV describes a
benchmark dedicated to LLMs and prompting styles with a
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set of home scenarios. The results are described in Section V
and discussed in Section VI. Finally, Section VII is devoted
to conclusion and future work.

II. RELATED WORK

This topic is recent and few papers have been published
on LLMs for smart homes. The following papers are selected
for their approaches using the knowledge of user preferences
on decision-making in smart home automation systems. This
section cannot be exhaustive in this larger domain.

Oliveira et al. [6] propose a multi-agent environment with a
Belief-Desire-Intention cognitive model, to support adaptivity
and preferences transparently in a smart home environment.
Any possible interaction could be modeled in such a way as
to allow alternative proposals, but this requires considerable
work in semantic representation to be fully complete.

Another paper takes advantage of general knowledge in-
formation to improve system adaptivity to preferences, [7]
proposes an approach using three Knowledge-Based systems,
one with general knowledge, one with skill knowledge, and
one with contextual information, such as device location, and
generating rule models for a middleware platform based on all
this information. This approach requires really strict semantic
modelling to handle most scenarios, and cannot take advantage
of some information that is implicitly given in context.

Shuvo [8] proposes an Actor-to-Critic (A2C)-based algo-
rithm adapted to decision-making in smart homes for energy
consumption. In this work, at each step, an A2C algorithm
is applied to each device to select the best action, using
as inputs the activity and price of electricity at that time.
A key element is that the set of actions for each appliance
depends on the category associated with the appliance, adding
initial knowledge to the model to ensure action based on the
importance of the appliance. This system requires learning,
and any change in device availability leading to different
optimal decisions will require many steps before adapting.
In addition, the larger the context, the more difficult it will
be to converge for each scenario to learn the best-suited
device state. Zhang et al. [9] also propose a system for energy
consumption in smart homes, it combines a set of control rules
and reinforcement learning to reduce the adaptation time.

Peng et al. [10] describe an approach for decision-making in
home automation using deep reinforcement learning. It showed
the ability to learn when to turn on a light but with a really
limited context supported, so the application is limited to
learning when to turn on a light with schedules of 15 minutes,
which is quite a large period for this application.

The first approach to smart home automation with LLM
[11][12] uses a JSON (JavaScript Object Notation) [13] data
representation from a smart home middleware platform and
experiments with an LLM to select an action based on a user
request. This approach is a first step towards the use of the
general knowledge provided by these models. However, it does
not support user preferences, and the idea is to select actions
based on an initial user request, rather than proactively. These
works have proposed ways of managing decision-making, but

are limited by the contextual data supported. Works using
symbolic AI methods can show great adaptability, but at the
cost of extensive semantic modelling and with requirements to
make them adaptable to future changes in preferences. A new
method is proposed to support contextual data while adding
preferences.

III. PROPOSED ARCHITECTURE

This study proposes a new architecture for decision-making
in smart home automation systems. The system uses Large
Language Models and proposes methods to add user prefer-
ences, in order to select an action according to context and
users. It aims to be a proactive system. At every event occur-
ring in the home, the system proposes actions on devices to
align the change home state with user needs and preferences.
The system supports different types of data thanks to LLMs
ability to process data while generating a textual representation
of the home based on device states and the action list. This
reason leads directly to the use of RAG or directly injecting the
knowledge into the prompts for retrieving updated preferences
at every execution time of the AI, instead of fine-tuning.

A home simulator is implemented, it takes information on
the configurations of sensors and then generates a textual
representation, it is also used to generate the list of actions
from its data.

This section details the main components designed for the
proposed system architecture. Figure 1 shows this architecture,
including the simulator.

Figure 1. The implemented architecture.

The system generates a user-centred text description of the
home and a list of actions, with control over connected devices.
It filters the number of relevant actions that can be taken in
every situation. For example, it limits some actions that may
be prohibited to guarantee user safety. This list of actions is
used by the model to select the optimal action.

Concerning contextual data representation editing:
• User positions are listed with their current activity and

the history of previous activities.
• The history of previous actions performed in the house

is supported.
• All rooms, sensors, and actuators are presented using their

names, which the user optionally gives.
• Some sensors and actuators give more global data and

control, e.g., temperature sensors, humidity sensors, air-
conditioning, etc.

The implementation supports some device categories with
a dedicated natural representation, to generate more natural
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Require: userid, devices_list
1: for all device_name, device_kind, device_location, device_state in

devices_list do
2: if device_kind = ”actuator” then
3: if user_location[userid] = device_location or device_state = 1

then
4: devices.append(device_name is device_state)
5: action_vector.append(1)
6: end if
7: end if
8: end for
9: devices.append("Interact with user")

10: action_vector.append(2)
11: devices.append("No action required")
12: action_vector.append(0)
13: return (action_vector, devices)

Figure 2. Dynamic Devices: Action builder Algorithm.

sentences adapted to some types of data: lights, CO2 sensors,
smart curtains, etc. It could also support any additional data
sensors with a generic representation template, using the
device name in the smart home environment and data status.
Using meaningful naming added by the users helps the system
to understand the usage of the device.

The action proposal Algorithm 2 considerably reduces the
set of possible actions. It assumes that only devices that are
in the room or global devices can be switched on, but that all
switched-on devices can be switched off. As far as the list of
possible actions is concerned, the idea is to filter the actions
supported according to some conditions and device types. This
approach is made possible by LLM’s native support for a
change in the output action space, without requiring training.

Any type of device can be easily supported: it simply has
to be added to the representation and the LLM will ingest the
data thanks to its internal knowledge, learned during model
pre-training. This knowledge allows the LLM to get a natural
human description of the home including biased contextual
data unlike many conventional home automation systems. The
latter do not take advantages of information, such as the names
of lights or rooms. This data is transmitted to the LLM using
one of the prompting styles, prompting being the way to call
the LLM with contextual arguments. The different styles of
prompts will be described in the following section.

A common aim for all the prompting styles is to take
advantage of the knowledge of the overall world provided by
this Large Language model, to handle changes or even new
types of sensors added to the representation.

The user preferences and rules block represents a database
containing information about the system’s basic rules, gener-
alities about human preferences and specific user preferences.

A benchmark is established with predefined context-aware
scenarios for evaluation purposes.

Regarding LLMs, recognized top-performing models (rela-
tive to their parameter count at the time of evaluation) from
reputable research labs were selected. Selected models were
run using a local inference engine backend.

IV. EXPERIMENTATION

Different objectives are defined for the experimentations.

• Evaluate the improvements provided by adding user pref-
erences, with various techniques of doing so.

• Evaluate the improvements of natural language represen-
tation of a smart home automation state over a JSON
representation, as LLMs are trained on natural language
corpus. Even if they contain other kinds of data like code.

In alignment with the objectives of experimentations, dif-
ferent metrics are used for these evaluations:

• Grades: The grade evaluates the response of a model
combined to a prompting style when running a scenario.
Grade values are defined in Table I.

• Processing time: Total runtime, including the construction
of the context data and action list representation, the
inferences with the prompting styles, the use of RAG
if the prompting style uses it, and the processing of the
formatted LLM response.

Eleven evaluation scenarios are defined as starting points,
with predefined actions graded 0-2 based on user satisfaction.
Table I presents the scenarios by name and associated reward
values. A category is associated with each scenario, the goal
being to group the scenario with the name of the main evalu-
ated ability. The database of preferences and rules is defined in

TABLE I. SCENARIO RESPONSES WITH GRADES, ASSOCIATED ANSWERS,
AND EVALUATION CATEGORIES.

Scenario
Name

Grade Associated Answer Category

Out of bed
at night

2 Turn on auxiliary light or main light with
reduced luminosity level

Safety

1 Turn on main light
0 Everything else

Watching
TV: late
evening

2 Turn on auxiliary light or main light with
reduced luminosity level

Comfort

1 Turn on main light, open curtains, discuss
0 Everything else

Out from
bed issue
with CO2

2 Inform user of risk Safety
1 Do an action and inform the user of risk
0 Everything else

Going back
to bed at
night

2 Turn on auxiliary light or main light with
reduced luminosity level

Safety

1 Turn on main light
0 Everything else

Evening
sleeping:
TV ON

2 Turn off TV Preference
1 Turn off anything on
0 Everything else

At dinner
watching
TV

2 Turn on auxiliary light or main light with
reduced luminosity level, open curtains

Preference

1 Turn off the main light, do nothing
0 Everything else

User out:
TV is on

2 Turn off TV, turn off HVAC Comfort
1 Turn off all lights
0 Everything else

Too low
temperature

2 Turn on HVAC Preference
1 Open Curtains
0 Everything else

Low
luminosity
day

2 Open curtains Preference
1 Turn on any light in the room
0 Everything else

Failed
curtains

2 Turn on any light of the room Comfort
1 Open curtains
0 Everything else

Forgot to
turn off
lights

2 Turn off any lights, or HVAC Preference
1
0 Everything else

a single file for all scenarios. These data are naturally written
sentences. At the end of each one, an information level is

23Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-191-6

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

UBICOMM 2024 : The Eighteenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                            33 / 51



recorded: Rules, Preferences, Generality. The idea is to trans-
mit to the LLM the importance of each data through keywords.
Generality is considered the least important, Preferences the
second most important, and Rules the most important. The
database includes some preferences, generality and some rules.
It is designed to handle some scenarios, help in some others
but does not provide a solution for all scenarios. The data are
fed into a vector database so that RAG may be used instead of
prompts to convey them to the LLM. Four different prompting
styles are compared on all the scenarios:

• direct: A system prompt and a prompt to request direct
answers in the specified format.

• directPref: A system prompt with the preferences, rules
and generality from the database and a prompt to request
answers in the specified format.

• OpenQuestion: a two-steps chain. First a system prompt
and a prompt to request "a list of 3 main problems". For
each of the 3 problems, the LLM is invited to use RAG
to get the 3 closest preferences. Then a prompt to request
answers in the specified format.

• ThreeQuestion: a three-steps chain. First a system prompt
and a prompt to request "a list of 3 main problems". For
each of the 3 problems the LLM is invited to use RAG
to get the 3 closest preferences. Then a prompt to request
answers in the specified format (twice). Finally a prompt
to select the best answer in the specified format.

A common point between all the prompting styles is the
action expected in the output: as mentioned above, most sup-
ported devices, such as lights or HVAC systems, are considered
as switches in the action list; therefore, in the output of all
prompting styles in addition to a "reasoning" and an "action"
key, three optional keys are available: temperature, luminosity
and explanation. It enables the model to respectively modify
the temperature of an HVAC system when executing a related
action, modify the luminosity by dimming a light or give an
explanation to transmit a sentence to the user.

Two ways of representing the state of the house data are
implemented, both using the same input data:

• JSON: A JSON representation
• Textual: A fully natural textual representation
The implementation of the system is evaluated using various

open-sources LLMs, including:
• Starling Alpha 7B [14]- 8bpw (bits per weight)
• Qwen 1.5 14B [15] - 5bpw
• Qwen 1.5 72B [15] - 3.5bpw

The three models are selected for their performance and for
covering the three main open-source model sizes. They are
used to evaluate the impact of proposed prompting methods
and data representation.

Qwen 1.5 72B, with around 72 billion parameters, is cur-
rently one of the best models available open-source. Starling
7B Alpha, with around 7 billion parameters, is an excellent
smaller model. It is based on Mistral 7B, an efficient model
for its size on various benchmarks. Qwen 1.5 14B model,
a smaller version of Qwen 1.5 72B, is selected to add an

intermediary model.
All these models are used with versions that are quantized
[16], a technique used to reduce inference time and memory
footprint, the quantization chosen for each model is given in
bits per weight (bpw). With their quantization, they require
around 8GB, 12GB, and 44GB of memory respectively.

Every model is evaluated on local instances, served locally
with an engine-based API backend, using TabbyAPI [17],
based on ExLLamaV2 multiple GPUs (graphics processing
units) and without automatic splitting, using a workstation
equipped with a Ryzen 9 7950x, 96GB of DDR5 memory
running at 5600mhz and 2 Nvidia RTX 4090, each with 24
GB dedicated memory, running Ubuntu 23.10.

Experiments are carried out beforehand on various uncon-
trolled scenarios to define LLM parameters. With the sole aim
of reducing non-determinism from one cycle to the next, the
final parameters modified from the default engine parameters
are as follows:

• max_tokens, maximum number of tokens in output: 300
• min_p, minimum percentage value that a token must

reach to be considered (Value is scaled based maximum
token probability): 0.05

• temperature, parameter that regulates the randomness: 0.2

The RAG is implemented using Langchain [18] with an
inference engine from HuggingFace [19], to locally execute
an embedding model: BAAI/bge-large-en-v1.5 [20], and an
Elasticsearch [21], local instance is used as vector database,
both instances running on main processor and associated
memory.

To evaluate system performance, each scenario is executed
10 times with each prompting style, and a grade is given to
each response. Results then count the total number of points
for each prompting category in general, and also for each
defined metric associated with each question. The system’s
complete processing time is also measured, in order to estimate
the average latency of the different prompting styles.

The theoretical random action grade for each scenario is
calculated as a baseline using the following (1).

grades =
num_actions_graded_1s + 2× num_actions_graded_2s

total_number_of_actionss
(1)

With num_actions_graded_X the number of actions associated
with grade X. Figure 3 shows an example of a scenario
data representation using proposed natural language textual
representation, it shows an example of the generated contextual
representation transmitted to the LLM on scenario 1.

As previously mentioned, several data types have been
included in the representations: numerical values, boolean
values, and character strings. Using an LLM to process context
allows the system to support all these data types.
Regarding the action list building algorithm, in one of the
scenarios for example, it reduces the set of actions from more
than 18 to 6 actions, which represents a 3-fold reduced set
in this case. This reduced set takes into account the fact that
lighting appliances are basic switches and cannot be set with

24Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-191-6

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

UBICOMM 2024 : The Eighteenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                            34 / 51



C u r r e n t S t a t e o f t h e House :
User 1 i s i n t h e Liv ingroom . User i s w a t c h i n g TV .
P r e v i o u s l y : User was w a t c h i n g TV

Livingroom : C u r t a i n s a r e Closed .
L i g h t s : main , f l o o r lamp a r e r e s p e c t i v e l y Off , Off .
There i s a TV i n t h e room and i t s s t a t e i s on .
CO2 l e v e l i n room i s 513ppm .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

House was c l e a n e d today , e x p e c t e d c l e a n i n g one t ime a week .
C e n t r a l i z e d HVAC sys tem i s on wi th o b j e c t i v e t o 20◦C .
E n t r a n c e s m a r t Door i s l o c k e d .
Time : 10 :21 PM
Gl ob a l house t e m p e r a t u r e i s 20◦C , o u t s i d e t e m p e r a t u r e i s 5◦C .

Figure 3. Extract of natural data representation on the scenario "Out of bed
at night".

different luminosity levels. No further studies assessed the
improvement provided by the action filtering for the LLMs.

This limited set of actions makes it interesting to use a
model randomly selecting one action from the set as a baseline.
With a reduced action space, a random answer may be good.

V. RESULTS

This section will present the results of our simulations,
focusing on various aspects. Initially, we will explore the
impact of data representation, followed by an analysis of the
results concerning user preferences.

A. Data representation

The first analysis of the results focuses on the advantage of
using a natural representation versus a JSON representation.
Table II shows an average difference between results using

TABLE II. COMPARING THE TWO CONTEXTUAL REPRESENTATIONS:
AVERAGE GRADE OF MODELS PER EXECUTION PER SCENARIO.

Model JSON Natural
Qwen 1.5 72B 1.25 1.18
Qwen 1.5 14B 0.63 0.99

Starling Alpha 7B 1.03 1.18

JSON representation, or the most natural representation. It
shows that the larger models are almost stable independently
of the contextual representations, and on average even slightly
better using JSON representation, by around 5.9%. However,
on smaller models, the natural language representation greatly
improves performances, with a 14.6% increase in average
performance using Starling 7B, and a 57.1% increase using
Qwen 1.5 14B. In terms of processing time, results are
quite similar on average for models with both representations.
On average, accross all models, it leads to an increase in
performance of 21.9%, despite the results on the larger Qwen
model, making the natural representation more efficient.

B. User preferences

Figure 4 depicts the average grades obtained by the 3 chosen
models on their responses to scenarios with the 4 different
prompting styles and the 2 distinct representation types.

It first shows that Qwen 72B model is much more stable
than the other two and that the prompting style does not have

as much impact on response quality. Regarding the two smaller
models, larger inconsistency in results can be noted as varying
with the chosen prompting styles, particularly with Qwen 14B
model. The results of LLMs are compared with a baseline
corresponding to the random choice of an action. The results
remain on average behind any model without preferences
(37.1% below the worst result with the "direct" prompting
style). However, thanks to the algorithm reducing the set of
actions and the fact that multiple responses are acceptable on
each scenario, the random baseline obtains grades that are
sometimes better than LLMs.

The sequence of multiple questions requires the model to
be consistent and to respect the expected instruction format.
Furthermore, given that only prompt engineering is used
to ensure the format, some prompting styles with multiple
questions may lead to invalid responses, forcing the model
to take a default action in the proposed setting. This default
action is set to do nothing and to inform the user that it has
failed to act. This reduces the performance of some models
with some prompting styles. In Figure 4, failure ratio measures
the ratio of invalid responses. Qwen 14B results are especially
below this baseline because they failed to answer in a large
number of scenarios

On average, "directPref" prompt models achieved a gain of
11.3% over basic prompt with natural representation, and even
20.0% with JSON representation.

The best results are achieved with JSON representation
for "OpenQuestion" and "ThreeQuestion", leading to a 28.6%
improvement over the "direct" prompting style.

With the natural representation, Qwen 14B model gives
almost stable results with all prompting styles except "Open-
Question". The main difference with "OpenQuestion" seems
to be linked to a high failure rate, as shown in Figure 4. With
JSON representation, failures are so high with all advanced
prompting styles that the best results are obtained with the
most basic prompt. In this case, "direct" prompting style is
30.7% more efficient than the "directPref" prompting style.

On Starling 7B, with both representations, the best results
are obtained with "directPref", on the Starling representation,
its results are 52.3% better than the direct representation and
respectively 8.1% and 6.3% better than "OpenQuestion" and
"ThreeQuestion" prompting styles.

In addition, the average processing time is reduced by 35.6%
on Starling 7B Alpha using the "directPref" prompting style
instead of "direct".

With JSON representation, the averaged grade results follow
the same trend, but with lower overall values.

Table 4 shows that RAG-based prompting models can lead
to better results than a single prompt containing all the data,
as it is visible Qwen 72B. However, to date, LLM inference
is still slow, and the use of complex prompts leads to a loss
of accuracy in the test scenarios with smaller models.

Adding inference time to the balance with Table III high-
lights Starling 7B Alpha results with "directPref". It out-
performs almost all others except Qwen 72B with JSON
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Figure 4. Average grades by model, data representation, and prompting styles.

TABLE III. COMPARISON OF AVERAGE GRADES FOR EACH PROMPTING
STYLE AND MODELS WITH INFERENCE TIME.

Model Prompting Style Average grade Proces. time (s)

Qwen 72

direct 1.06 9.04
directPref 1.22 7.01
OpenQuestion 1.18 24.43
ThreeQuestion 1.26 42.13

Qwen 72 JSON

direct 1.05 9.02
directPref 1.26 6.71
OpenQuestion 1.35 25.20
ThreeQuestion 1.35 41.47

Qwen 14

direct 1.09 1.22
directPref 1.09 1.16
OpenQuestion 0.65 8.83
ThreeQuestion 1.11 15.54

Qwen 14 JSON

direct 0.98 1.28
directPref 0.75 1.21
OpenQuestion 0.47 9.39
ThreeQuestion 0.32 16.62

Starling

direct 0.88 0.73
directPref 1.34 0.47
OpenQuestion 1.24 3.98
ThreeQuestion 1.26 6.23

Starling JSON

direct 0.85 0.48
directPref 1.15 0.48
OpenQuestion 1.08 3.77
ThreeQuestion 1.02 6.20

representation and prompt chaining, but is 53.6 times faster,
with a lower grade of just 0.7%.

With Qwen 72B, the use of more complex models (Open-
Question, ThreeQuestion) can lead to better results, as seen
previously in particular with JSON representation, but this
comes with a trade-off: inference time. Qwen 72B model
is already much slower due to its number of parameters,
and due to the number of operations required to produce a
single token. For instance, an inference with "directPref" takes
6.86 seconds on average (JSON and textual representation),
whereas using "OpenQuestion" (which is around 60% faster
than "ThreeQuestion") is 3.6 times slower.

In the current state of this type of hardware, it is impossible
to consider them as a viable alternative for managing a smart
home automation system, with such reaction times.

VI. DISCUSSION

This section mainly discusses the results of the LLMs and
prompting techniques chosen in order to make choices for real
experiments. The advantages of this study are highlighted as
well as the new challenges that are raised.

As seen previously, using larger LLM, such as Qwen 72B,
allows greater stability in preference-free scenarios. Indeed,
Qwen 72 is 19.9% better than Starling 7B in this case.
However there are drawbacks, the first being the inference time
as mentioned, and the second being the hardware infrastructure
required. The quantized version of Qwen 1.5 72B requires
44GB of memory compared with around 8GB for Starling
7B Alpha with lower quantization. Compared with Qwen
72B model using JSON representation, Starling 7B Alpha
with "directPref" takes advantage of natural representation and
achieves almost similar performances with much more com-
plex prompting techniques. This makes the approach of using
Starling 7B Alpha with this prompting style a good choice for
future work. It gives similar performances concerning grades,
and has a relatively low inference time (Average: 0.47s). In
addition, compared to Qwen 1.5 72B with natural representa-
tion and no preferences, Starling 7B Alpha’s performance is
26.4% better using "directPref", with a processing time almost
20 times faster.

The results show the advantage of adhering to prefer-
ences. Drawbacks appear, however, with the additional average
computation time for "OpenQuestion" and "ThreeQuestion"
prompting styles, which use RAG. Using RAG brings no
advantage in most cases. This is certainly due to the relatively
small database. If the system required a larger database of
preferences and rules, the results might have been different as
it would not have been possible to give them directly through
"directPref" prompting style. Based on current results, the best
choice for a use case with a larger database would remain
Starling 7B Alpha, with "OpenQuestion" prompting style and
natural representation, as it provides results that are aligned
with users preferences, with only 8.1% less average grade than
Qwen 1.5 72B, while keeping an acceptable average inference
time (3.98 seconds vs 25.20 seconds).

The use of smaller models poses the challenge of enforcing
the output format. New methods have recently been proposed,
such as Outlines [22], to strengthen the output grammar. They
should be tested soon in order to analyze the cost in inference
time and the improvement of the results of this paper.

Another approach is fine-tuning. Applying it to user prefer-
ences is impractical as they are constantly changing. Applying
it to smart home domain would improve the analysis of
contextual data while allowing the system to ensure the output
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format.
Although the proposed system is not comparable to other

works due to its completely new approach, it has the advan-
tages of its nature, as well as drawbacks. Firstly, it is not
deterministic. Each configuration has been run 10 times, but
some results are different each time, which means that the
results of the system cannot be certified and a safety layer must
be developed to secure some actions. Secondly, LLM queries
are slow and require significant computating and memory
resources: adaptability without training comes at a cost.

VII. CONCLUSION AND FUTURE WORK

This paper presents a new architecture for a smart home
automation system, using LLMs with user preferences to en-
hance personalised user experiences. This approach leverages
the general knowledge provided by LLMs and combines it
with naturally written rules and preferences to make contex-
tually relevant decisions in line with user preferences. This
architecture is proactive, able to adapt to any change in the
environment thanks to the robustness provided by LLMs.

The experimental results demonstrate the potential of this
architecture to improve alignment with user preferences com-
pared with an implementation without user preferences, show-
ing up to 52.3% performance increase, with an average
processing time reduced by 35.6% on Starling 7B Alpha
LLM using "directPref" prompt style compared to "direct".
Additionally, the performance is 26.4% better than that of
the largest models evaluated without preferences, while also
achieving a processing time that is nearly 20 times faster.

The study showed that, particularly with small models,
using a natural representation instead of a JSON one leads to
an increase in performance, with an average 21.9% increase.

Although the system shows promising results on a set of
defined scenarios, it also presents challenges due to stochastic
behaviour and a slower inference time compared to traditional
machine learning methods. These drawbacks are offset by the
system’s ability to adapt dynamically - without retraining - to
changes in preferences, appliances, and home configuration.

Future work will focus on implementing the system in a
real-world smart home middleware system, such as OpenHAB
to evaluate its performance with real users.
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Abstract— Launched in Congo in 2012 by mobile phone 

operators, Mobile Money is a digital financial service that 

offers the possibility of opening an account for free and 

carrying out financial transactions easily and flexibly. 

Subscribers can then carry out several types of operations: pay 

bills, transfer money, receive money, deposit money, etc. In 

Congo, in addition to the fact that financial transactions are 

still very expensive, the solutions offered by operators 

currently only allow transactions to be carried out between 

subscribers of the same mobile operator. In addition to this 

lack of a gateway between operators, the old Unstructured 

Supplementary Service Data (USSD) or Subscriber Identity 

Module (SIM) hierarchical menu interfaces used do not 

facilitate or encourage the use of the solutions offered. A single 

transaction can require up to seven or eight screens and the 

entry of two to three sequences of numbers. In this article, we 

propose an innovative solution, called "One Cash", which 

provides a concrete and practical solution to these major 

concerns, by integrating the Application Programming 

Interfaces (APIs) of mobile and/or financial operators and by 

exploiting the richness and flexibility of smartphone interfaces 

to simplify use. In particular, the content is presented in a 

richer and clearer way than a simple text; the number of 

manipulation steps has been reduced with the proposed 

solution, thus reducing the cognitive load of the user. We 

highlight the interest of a diversified offer of m-payment 

services including a simplified solution offered by the operator 

alone, and more elaborate services, in particular by associating 

technological and financial partners such as banks. The 

proposed architecture is easily adaptable to respond to future 

extensions and improvements of the system. 

Keywords-Ubiquitous computing support; e-payment; m- 

payment; mobile money; mobile telephony; User 

Interface/eXperience User; usage; useful; transactions; financial 

inclusion; Unstructured Supplementary Service Data (USSD); 

lower-cost and user-friendly solutions. 

I.  INTRODUCTION 

Mobile banking [4]-[7][10][12][15][20][26] is a 
technological ecosystem that allows, from a mobile terminal 
[21], to access financial services: mobile payment, money 
transfer, mobile banking and mobile finance (microcredit, 
microinsurance or savings). Transactions can be done via the 
Internet, directly between two phones or between a phone 
and any other type of terminal [5]. The impact of mobile 
banking is totally different between developing and 

developed countries. In developing countries, while the low 
penetration rate of banks and the number of mobile phones 
sold has enabled mobile phone providers to understand the 
marketing and financial interest of this means of 
communication, in developed countries the impact remains 
minimal since mobile banking is considered an additive 
channel, not dissociable from a bank account. Offering a 
much narrower range of services than those available in 
developing countries and incorporating few or no payment 
solutions, these services remain incomplete and do not allow 
unbanked populations to access a first level of banking 
inclusion [23]. It is, therefore, difficult to propose mobile 
banking as a solution to unbanking in developed countries. It 
is also important to note that access to banks in developed 
countries is facilitated by a high penetration rate and a good 
network of branches. With 8% of the population unbanked in 
Organisation for Economic Co-operation and Development 
(OECD) countries [7], banks do not see the financial interest 
in developing platforms and managing these customers for 
obvious profitability reasons.  

The African continent has thus become one of the main 
areas for the deployment of mobile money and e-payment. 
Under-banking partly explains the success of mobile 
payment services in Congo and in developing countries. 

A. Local context of the banking sector, issues of 

bancarisation in Congo and e-payment system in Congo-

Brazzaville and in Africa 

(a) The banking sector and the challenges of banking in 
Congo 

After more than three decades of crisis, the banking 
landscape in the Republic of Congo has been transformed 
from a fragile context marked by repeated crises and 
bankruptcies to a reassuring paradigm that is solid, integrated 
and increasingly systemic. With about ten active credit 
institutions (excluding microfinance institutions and 
development banks), we can distinguish: pan-African groups 
(UBA Bank, EcoBank, BGFI Bank), Moroccan groups (LCB 
Bank, CDCO Bank, BCI Bank), the French bank “Société 
Générale Congo”, and finally Congolese banks, notably 
BSCA Bank, Banque Postale, BCH Bank and BESCO Bank. 
The situation here is dominated by foreign banks, which 
control almost 90% of the market. The Republic of Congo is 
a Central African country with a population of 5 million 
(5.518 million (2020)), of which, despite this strong presence 
of banking players, barely 13% is banked. This percentage 
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remains low. This means that 87% of this population is 
excluded from traditional banks, according to a paper in one 
of the largest Congolese newspapers, “Brazzaville 
Dispatches” in French “Les Dépêches de Brazzaville” 
(2016), on the situation of Congolese banks. When 
commercial banks are inaccessible to part of the population, 
they are not considered efficient institutions [1][2][8][11].  

(b) Weaknesses in electronic communication 
infrastructure 

In addition, Congo has major weaknesses in terms of 
electronic communication infrastructure. Optic fiber Internet 
coverage only serves three urban areas (Brazzaville, Pointe-
Noire and Oyo). This is despite Congo's connection to the 
West Africa Cable System (WACS) submarine fibre-optic 
cable since 2012 and cross-border interconnections with 
Gabon and the Democratic Republic of the Congo (DRC).  

(c) The combination of banking and technological 
shortcomings 

The combination of banking and technological 
shortcomings is the breeding ground and the driving force 
behind mobile money in this country. The Congolese mobile 
phone market is made up of two mobile network operators, 
Mobile Telephone Networks (MTN) and Airtel [3]. The 
operator Azur, although still licensed, is no longer 
operational. Launched in 2012 by the two mobile telephone 
operators Mobile Telephone Networks (MTN) and Airtel, 
mobile money, commonly known as “MoMo”, is a digital 
banking financial service offered by these operators through 
mobile phones. Congolese consumers have quickly and 
massively adopted this new technology based on mobile 
telephony, which combines the power of information 
technology [31] and microfinance practices. Faced with the 
problems of Internet coverage throughout the country, on the 
one hand, and the difficult conditions and administrative red 
tape inherent in opening an account in traditional banks in 
Congo, on the other, mobile telephony has revolutionised the 
financial ecosystem and economic habits thanks to mobile 
money. Mobile money allows the holder to transfer money 
and/or credit from their user account to another account, 
whether or not they are a subscriber, using mobile phone 
technology. For some time now, this service has also been 
used to pay certain bills.  

(d) Local electronic payment offers 
Airtel Payments Bank is a leading Indian payment bank 

headquartered in New Delhi. The company is a subsidiary of 
Bharti Airtel. In Congo, Airtel Money is a service of Airtel 
that allows money transactions to be made using a telephone. 
In May 2022, Mobile Telephone Networks (MTN) was 
pleased to inform all its stakeholders that the subsidiary 
Mobile Money Congo (MMC) had been created. As an 
electronic payment company in Central Africa, Mobile 
Money Congo (MMC) is now authorised to provide payment 
services. The approval marks a new milestone in the 
development of the Mobile Money service in Africa and 
establishes this service as a major driver in the acceleration 
of financial inclusion [8][13][17][25] for more than a decade. 

B. Technological context: the strategic advantage and 

power of smartphone interfaces 

In this context, the problem of improving the services 
offered to the target populations, accessibility, ease of use 
and interoperability of systems can, therefore, has been 
raised [22]- [24]. Little known and abandoned in Europe in 
favour of mobile web applications since the arrival of the 
smartphone, Unstructured Supplementary Service Data 
(USSD) technology continues to be massively used 
throughout the world and particularly in Africa. Where there 
is no Internet network and where certain services are difficult 
to access, USSD opens up the possibility of offering mass 
digital services. The USSD is a source of innovation. Beyond 
the basic functions of this protocol, entrepreneurs have 
quickly understood the development potential of this 
technology and have used it to respond to numerous concrete 
uses (USSD and agriculture: informing farmers, use of 
USSD in health, USSD and education: revising lessons, 
consulting results, USSD and insurance, USSD and 
transport, etc.) [18][19]. Its simplicity is one of its 
advantages. In practice, the user sends a code that connects 
him in real time to a telephone operator to exchange data. 
Unlike a Short Message Service (SMS), there is no storage in 
USSD, the information is only available during the opening 
of the session and then disappears. USSD is, therefore, a real 
tool for democratising digital uses. However, it is a 
technology that remains relatively basic. Firstly, this is the 
case because each session has a cost (network fees) and a 
limited opening time (time session). As there is no data 
backup, the user has to start from scratch. This is costly, but 
also relatively limited in terms of customer experience: it is 
impossible to perform long tasks. The main competitor is, 
therefore, the rise of the mobile Internet. However, while it is 
clear that its use will become increasingly limited in the 
future, USSD technology undoubtedly has many years ahead 
of it. Although Internet penetration is growing rapidly across 
the African continent, it is still low compared to the rest of 
the world. This is an obstacle to the development of more 
advanced technology for a significant proportion of the 
population. Mobile broadband is still very expensive in some 
African countries. The power of smartphone technologies 
and interfaces [31] can contribute significantly to the 
improvement of services. It is true that smartphones are not 
yet accessible to many people. But the number of people 
with smartphones has increased significantly. This increase 
concerns all strata of the population. African countries in 
particular are rapidly urbanising. As in Asia, more financial 
transactions are done via a smartphone than through 
traditional banking channels. This may include many low-
income people who would otherwise not have access to 
formal financial services. However, interface design could 
have an even greater impact. Today, the old hierarchical 
USSD or SIM toolkit menu interfaces alienate many users. A 
simple cash transaction can require seven to eight menu 
screens and the entry of two-to-three-digit sequences. Errors 
are too easy. It is too painful to use often or for everyday 
purposes. Many stay away completely. Smartphone 
interfaces not only have the potential to simplify basic 
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transactions, but they can also solve many other obstacles. 
The richer graphical interfaces of smartphones can present 
services more clearly than simple text. Information is 
presented in an understandable and intuitive way. Ease of use 
can persuade users to make transactions more frequently.  

Unfortunately, early uses of smartphones did not exploit 
the full capabilities of smartphones. New applications often 
mimic the hierarchical menus of the USSD, rely too heavily 
on text or simply try to replicate a laptop interface on a much 
smaller smartphone screen. To take full advantage of the 
transformation potential, it is important to invest in User 
Interface design and User eXperience (UX). Interfaces are a 
strategic asset. A report on #DesignInTech [16] highlights 
the growing importance of design in technology. In recent 
years, experts have been collaborating to collectively help 
develop a consensus set of principles based on experience, 
including [9]. This is seen as an emerging area of research 
that can harness the power of smartphones to better serve 
users. The User Interface (UI), therefore, plays a key role in 
optimising accessibility and improving the user experience. 

C. The goal of the study 

The goal of this research is to propose some advances in 
the form of new architectures and new solutions. 
Specifically, we propose a mobile and web-based platform 
and client application that provides solutions to the problems 
described, including ease of use and access for all segments 
of the population. It is a technological solution designed in a 
particular context of use to improve financial and 
commercial services or uses in Congo. 

II. ARCHITECTURE AND FUNCTIONALITIES 

A. Architecture 

 

Figure 1.  One Cash general architecture and functionning. 

One Cash is a payment aggregator facilitating mobile and 
online payments, an e-payment solution via mobile or web to 
boost e-commerce and sales. An Application Programming 
Interface (API) allows the One Cash solution to be integrated 
into other applications, in particular e-commerce and 
matchmaking solutions. It includes a web-based management 
platform in the BackOffice and a mobile application and web 
interface for managing and viewing transactions in the 
FrontOffice. It is designed to allow easy payments on mobile 
and online via e-commerce platforms. 

 

     The functioning of the application (Figure 1) is described 

below. 
 
(a) The 0, 1, 2, 3 scheme: For data consultation and 

information update type transactions, this scheme allows 
balance consultation, account linking, etc. 

 
(b) The 0, 1, 2, 3, 4, 5 scheme: This scheme defines a 

transaction of type Money Deposit (CASH IN) or Money 
Withdrawal (CASH OUT) between One Cash and Airtel 
Money: 

o CASH IN case: When a One Cash customer wants to 
debit his Airtel Money account to credit his One Cash 
account in order to make an online payment. 

o CASH OUT case: When a One Cash customer wants to 
debit his One Cash account to credit an Airtel Money 
account. 

 
(c) The 0, 1, 2, 3, 6, 7 scheme: This scheme defines a 

CASH IN or CASH OUT type transaction between One 
Cash and MTN Mobile Money: 

o CASH IN case: When a One Cash customer wants to 
debit his MTN Mobile Money account to credit his One 
Cash account in order to make an online payment. 

o CASH OUT case: When a One Cash customer wants to 
debit their One Cash account to credit an MTN Mobile 
Money account.  

Transactions between MTN Mobile Money or Airtel 
Money and banking systems are handled by external APIs 
and are, therefore, not handled by One Cash.  

 
(d) The 0, 1, 2, 3, 8, 9 scheme: This scheme defines a 

CASH IN or CASH OUT transaction between One Cash and 
the Bank. The solution consists of three main modules: 

• Client module: One Cash Client (Mobile application: 
connected or disconnected mode - limited 
functionality). The mobile application will allow 
users to make payments from their mobile or via a 
web interface. 

• Server module: One Cash Web-based administration 
platform (One Cash Manager). 

• Dashboard & Customer Manager: The dashboard 
will be used to manage customer transaction 
accounts for One Cash. 

• Server API: One Cash API interface. 
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The One Cash API makes it possible to integrate the One 
Cash solution with the rest of the internal applications of the 
cluster network (management platform for a central 
purchasing and e-commerce unit, contact platform for the 
payment of services) or with other external e-commerce 
applications through a subscription agreement (Figure 2).  

 

Figure 2.  One Cash general architecture. 

B. Services offered (functionalities) 

1) One Cash Customer 
Regardless of the customer application used, Mobile or 

Web, the One Cash Customer Mobile / One Cash Customer 
Web application offers the following services: 

• Creation of ONE CASH accounts  

• Airtel Money to One Cash Transactions (AM2OC) 
& One Cash to Airtel Money Transactions 
(OC2AM), 

• Mobile Money to One Cash (MM2OC) & One Cash 
to Mobile Money (OC2MM) transactions, 

• Pay online including via QR Code, 

• View transaction history, 

• Transfer money between two One Cash accounts. 

2) The Dashboard & The Customer Manager 

• Account management, 

• Transaction management,  

• Transaction monitoring: Dashboard,  Consultation of 
transaction history (all types of transactions). 

In the rest of this paper, we present the interface of the 
mobile application. The web client application offers the 
same functionality as the mobile client application. For 
security reasons, the administration module will only be 
briefly described in this paper. 

 

III. SOME USE CASES OF ONE CASH INTERFACE 

A. One Cash Customer Mobile interface 

One Cash Customer Mobile is an Android mobile 
application that can be downloaded from the Google Play 
Store or App Store. Once you have downloaded the 

application, simply follow the installation instructions which 
only take two to three minutes. At the end of the installation, 
the application icon will appear on the smartphone screen, as 
shown in Figure 3 below:  

Figure 3.  One Cash launch icon after installing the app. 

Launching the application is simple using the One Cash 
icon above. The application then starts up. Once connected, 
the application displays the user dashboard, as shown in 
Figure 4. 

 
The dashboard presents: 

• The name of the user, 

• The available balance, 

• Transaction history. 
 
For a debit, the colour of the amount debited and thus 

transferred to another account is red. For a credit, the colour 
of the amount received is green. To obtain the details of a 
transaction, simply click on the corresponding line.  

The screen on the right shows the amount of the 
transaction, the date of the transaction, the type of 
transaction (sending or receiving), the cost of the transaction 
if applicable, the sender and the receiver, each identified by 
their name and One Cash ID. 

 

Figure 4.  One Cash interface for customer (XAF = CFA franc). 
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1)  Funding / Reloading a One Cash account 

 

Figure 5.  One Cash account funding interface. 

 
One Cash allows the user to fund his One Cash account 

by debiting his MTN Mobile Money or Airtel Money 
account. the One Cash account funding is done by the user 
from his MTN Money or Airtel Money account (Figure 5). 
To do so, the user simply selects one of the Mobile Money 
accounts and enters the amount to be transferred to his One 
Cash account.  

 
The Mobile Money account must have an amount greater 

than or equal to the amount to be transferred. The user has 
the same level of security as his Mobile Money account. For 
security reasons, the user must confirm the transaction by 
entering the PIN code of his Mobile Money account. 

 

2) Withdrawal or transfer of money to an MTN MONEY 

or Airtel MONEY account 
To withdraw money, the user must transfer from their One 
Cash account to a Mobile Money account and then make a 
withdrawal from a kiosk. To do this, the user uses the 
withdrawal button available on a home screen (Figure 6).  
 

By selecting this operation, they enter the amount to be 
transferred. They have the same level of security as their 
Mobile Money account.  

 
For security reasons, they must confirm the transaction 

by entering the PIN code of their Mobile Money account.  
 
 
 

Figure 6.  One Cash Transfer interface to an MTN MONEY or Airtel 

MONEY account. 

3) Send or transfer money to another One Cash account 
To transfer money from a One Cash account to another 

One Cash third party account, simply use the transfer button 
on the home screen. The user can then enter the phone 
number associated with a One Cash account and the amount 
to be transferred to the account. 

 

4) Transfer of money by QR Code (QR CODE PAY) 
Sending money to a third-party One Cash account can be 
done by QR Code. To do this, the user uses the QR Code Pay 
function in the application (Figure 7).  

After scanning the QR Code, the phone number of the 
beneficiary is read by the sending phone. The user then 
enters the amount to be transferred and confirms the entry. 
For security reasons, he confirms the transaction by entering 
his One Cash secret code. If the operation is successful, the 
application displays the transfer confirmation message. 

Figure 7.  One Cash QR Code. 
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B. One Cash Manager interface 

 

1) Dashboard & One Cash Manager 
 

 

Figure 8.  Diagram of master and slave. 

As already mentioned, for security and confidentiality 
reasons, the One Cash Manager administration module will 
be presented only partially and briefly in this paper. One 
Cash Manager is a web-based platform designed according 
to architecture models that meet the requirements of 
robustness, scalability, interoperability, availability, security, 
reliability and resilience. It is based on a high-level 
technological foundation. 

 
One Cash Manager offers a set of services for data 

administration, application management, transaction 
management, user account management, transaction cost 
management, platform configuration, etc. (Figure 8). 

This administration module is only accessible to the 
solution managers. 

C. Examples of concrete experimentation 

In order to test the effectiveness of the solution, the first 
concrete experimental use of the One Cash was made within 
the framework of a program to strengthen the commercial 
and entrepreneurial capacities of Congolese companies in 
2002. This operation was organized to allow nearly 4,500 
members of the community of Congolese agribusiness 
clusters to carry out financial transactions between 
themselves, without additional costs other than Internet 
connection fees, only for operations carried out within the 
network. The second concrete experimental use is within a 
community of students for the payment of small student life 
services. Like mobile money or noCash platforms, One Cash 
is being tested for example in a university cafe-restaurant to 
allow the payment of restaurant bills or to give tips from a 
phone in a few clicks without any cash, or to pay for 

document reproduction services. Since the regulations that 
can govern this type of system are not yet ready in Congo, 
the uses of the One Cash solution remain at the experimental 
level with voluntary communities of farmers or students who 
carry out transactions between themselves or with small 
service providers, by first making a deposit with a trusted 
third party. These experiments allow us to test different 
aspects (ergonomics, robustness, scalability, interoperability, 
availability, security, reliability, resilience, etc.).  

IV. CONCLUSION AND FUTURE WORK 

There is no doubt that the unbanked market is a market 
with great potential. Mobile banking can only have a certain 
future, especially in developing countries. It seems to be the 
solution to disseminate financial services and bank a new 
population [17]. Numerous studies [4]-[6][14][17] have 
shown the strong potential of the mobile phone to provide 
access to financial services to the unbanked in developing 
countries while lowering transaction costs. As a high 
potential market [32], mobile banking seems to have a very 
favourable future in developing countries. It is, therefore, 
important to pursue the development of services aimed at 
mass access and satisfaction of target populations, in line 
with technological evolution [16][23][24][27]-[31]. This 
study is in line with the work on the use of ICTs in Africa 
and in particular in Congo. Its goal is to propose some 
advances in the form of new architectures and new solutions. 
Specifically, we propose a platform and a client application 
in mobile and web versions that exploits the strategic 
advantages and power of smartphone interfaces to provide 
solutions to the problems described above, in particular ease 
of use, transactions that are not limited to a single mobile 
telephone network, and access to all segments of the 
population. The number of manipulation steps has been 
reduced with the proposed solution, thus reducing the user's 
cognitive load. It is a technological solution designed in a 
particular context of use to improve financial and 
commercial services or uses in Congo. 

While in this first version of the solution, funding and 
withdrawal operations can only be carried out between a One 
Cash account and a Mobile Money account, we plan to 
extend it by integrating banking APIs and thus allowing 
direct exchanges between a One Cash account and a bank 
account. The advantages are significant both for users and 
for banks, which have been excluded from the mobile 
banking market since its launch in Congo in 2012 and are 
only beginning to access it via agreements with the two 
mobile phone operators. Access to this service for banks will 
offer great flexibility. The user will be able to carry out 
transactions remotely, between his One Cash Account and 
his bank account. In Congo-Brazzaville, some financial 
institutions are beginning to pool services with mobile phone 
operators. Unfortunately, transactions are still only one-way, 
from the operator to the bank. It is not yet possible to fund a 
mobile money account from a bank account. It is important 
to develop not only this interoperability between operators, 
financial institutions and payment aggregators, but also for 
these institutions to facilitate financial operations thanks to 
the potential of the new services. So, there is an opportunity 
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to be seized now. There is a real need for companies to 
integrate mobile money APIs and financial institutions into 
their applications. This trend towards digitisation of 
transactions through mobile money will accelerate the 
adoption of mobile money APIs and initiate a change in the 
digitisation strategy. Until now, providers' applications did 
not communicate with the outside world. With this 
interconnection of applications, new partnerships and new 
services will emerge. Ultimately, the end customer's 
experience will be greatly improved. They will benefit from 
a simpler, less costly service that offers new possibilities. 
Moreover, in this way, new uses will be established and will 
become the norm in terms of customer service. Mobile 
money will thus contribute to the acceleration of 
digitalisation by establishing the use of mobile money APIs 
as the norm. Then companies will really start to integrate 
these APIs into their services. Companies will then gradually 
evolve towards a company that assembles services in the 
same chain to build new services. This allows for greater 
agility, lower costs, and building the best possible services 
for the end customer. This will of course lead to new points 
of tension in the customer experience with new uses. New 
players will then emerge to solve these problems, or existing 
players will evolve their services to do so. In both cases, the 
end-customer experience will be continuously improved. The 
proposed system architecture is easily adaptable to meet 
future extensions and improvements. 
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Abstract—Smart classrooms are the next frontier in education
to accelerate and improve both teaching and learning processes.
These environments integrate sensors, ubiquitous computing
systems, Artificial Intelligence (AI) techniques, and high-speed
data networks to create more cognitive, effective, interactive, and
adaptive learning settings. Among other applications, students’
emotions are key to maintain a positive learning atmosphere.
Unlike traditional video analysis approaches, emotions can be
detected through physiological data, such as electrodermal activity,
heart rate, and skin temperature, which can be collected using
non-invasive and user-friendly wearable devices. To this end, this
paper presents a real-time emotion assessment system intended for
both students and teachers within smart classrooms. A prototype
has been developed using EmotiBit bracelets and a Raspberry Pi.
Initial testing in laboratory settings has shown the system could
smoothly run in off-the-shelf technology. However, the deployment
of this system in real-world classrooms reveals several challenges
that must be addressed, namely data volume, battery duration,
data security concerns, and the lack of training datasets for the
AI model.

Keywords-smart classroom; emotions; bracelets; wearables; Emo-
tiBit; artificial intelligence; education.

I. INTRODUCTION

The adoption of the Information and Communication Tech-
nologies (ICT) paves the way for the creation of smart
environments capable of collecting and analysing data from
users and their context, facilitating the adjustment of processes
in real-time and providing stakeholders with valuable insights.
In the field of education, this technology can lead to significant
advancements, as the concept of smart classrooms. Such envi-
ronments prioritise students-centred learning, enhance teaching
effectiveness, and relieve teachers from routine tasks, thereby
reducing their stress and preventing burnout. To this end,
smart classrooms leverage technology to enhance the quality of
teaching and learning processes by collecting and processing
information from students, teachers, and the environment,
thus enabling adequate decision-making [1]. Smart classrooms
can be implemented using several distributed, interconnected
systems that autonomously gather data from embedded sensors,
which are seamlessly integrated within the physical learning
environment [2][3]. Among such systems, the Classroom Agent
is responsible for collecting and analysing information from the
individuals and their context using Artificial Intelligence (AI)

while providing stakeholders with visualisation and interaction
tools.

Among the numerous opportunities within smart class-
rooms, understanding students’ emotions can foster a positive
emotional climate in the classroom that results in improved
academic performance [4]. Affective states, encompassing a
broad range of feelings, moods, and emotions, can be detected
and monitored by the smart classroom to track the overall
mood of students during specific activities or analyse which
activities perform better at different times of the day. Various
theoretical models have been proposed to define and categorise
emotions. The most popular models are the Ekman’s model
of the six basic emotions, which identifies universal emotions,
such as joy, sadness, fear, surprise, disgust, and anger [5], and
the Russell’s circumplex model, which organises emotions in a
two-dimensional space based on valence (pleasant-unpleasant)
and arousal (low-high) [6].

Most proposals for detecting emotions, moods, and feelings
in smart classrooms rely on video analysis, conducted either in
real-time or post-lecture. For instance, the studies in [7][8][9]
proposed real-time emotion recognition systems, where the
latter assigns numerical scores to students based on their
concentration levels. However, video-based solutions might be
limited by lighting conditions, occlusions, or even individual
differences in expressing emotions. Moreover, implementing
these solutions in real classrooms would require robust privacy-
preserving methods to safeguard the privacy and confidentiality
of underage students in accordance to ethical and legal stan-
dards. These constraints could be relaxed by detecting emotions
using alternative data sources, such as wearables combined
with air quality sensors and acoustic sensors. Specifically,
recent technological advancements in physiological sensing
have enabled novel methods for detecting and monitoring
emotions through wearable technology. For instance, sensor-
equipped wearables capable of measuring Electrodermal Ac-
tivity (EDA), Heart Rate (HR), Heart Rate Variability (HRV),
skin temperature (SKT), and electroencephalography (EEG) can
help track students’ emotional states in real-time [10][11][12].
With usability in mind, bracelets are generally accepted by
users for detecting biological markers. However, the majority
operate within a closed model paradigm, such as the research-
oriented Empatica, Shimmer, and BIOPAC bracelets, requiring
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Figure 1. High-level diagram of the proposed Emotion Assessment Unit.

proprietary applications to collect and visualise the data. In
contrast, open-source devices, such as EmotiBit [13][14],
facilitate the wireless, real-time transmission of scientifically
validated data from a variety of integrated sensors.

In this paper, we present a first approach to a real-time
emotion assessment system for both students and teachers
within smart classrooms. Our proposal involves real-time data
collection gathered from EmotiBit devices and employs an AI
model that might be used for emotion assessment. Additionally,
this system is equipped with capabilities to interact with other
distributed systems within the smart classroom ecosystem. The
remainder of the paper is organised as follows: Section II
describes the architecture of our proposal, Section III elaborates
on the implementation and testing of the system, Section IV
discusses the results and, finally, Section V concludes the article
and provides further research lines.

II. OUR PROPOSAL

This section describes the design of the Emotion Assessment
Unit, aiming to identify, track, and respond to the emotional
states of the classroom population. The unit collects data
from bracelets, which are then processed by an AI model.
Moreover, the unit responds to request from the Classroom
Agent, which can ultimately inform teachers in a timely manner.
The architecture of our proposal is illustrated in Figure 1.

A. Components

Our system comprises the following components:
• Bracelets Controller: Responsible for interacting with all

the bracelet devices within the smart classroom through a
specific communication protocol.

• Database: Responsible for storing the data collected from
the bracelet devices.

• Emotion AI model: This subsystem assesses the emo-
tional states of the classroom population based on specific
data, including physiological parameters, such as EDA,
HR, and SKT, but also contextual data, such as ambient

noise and air temperature, obtained from other agents in
the smart classroom. In this first approach, this component
only addresses the variability of physiological parameters
that indicate emotional changes.

• Unit Agent: Core component of the unit consisting of a
software agent that interacts with the other components
in the unit and with other agents in the smart classroom.
It takes decisions about the emotional states of students
and teachers, and responds to request from the Classroom
Agent.

For the sake of brevity, we only focus on the Classroom
Agent, which is considered the central component of the smart
classroom. Other agents, responsible for monitoring other
aspects of the smart classroom, such as the air quality or the
noise, are also integral to this ecosystem but are not discussed.

B. Functionalities

Functionalities are categorised into three groups: (i) bracelet
operational functionalities, (ii) Classroom Agent coordination
functionalities, and (iii) management functionalities.

The first group, managed by the Bracelets Controller, ensures
the proper management of wearables in the smart classroom:

• Bracelets discovery: Detection of all bracelet devices
in the smart classroom network, i.e., identifying each
device’s IP/MAC address.

• Bracelet assignment: Temporal assignment of each
bracelet device to its wearer.

• Start/Stop monitoring: After assignment, the Bracelets
Controller starts collecting data from the devices and stores
them in the database until the functionality is deactivated.

The second group includes actions performed by the Unit
Agent upon requests from the Classroom Agent:

• alive: Verifies whether the Emotion Assessment Unit is
up and running.

• pseudonyms(pseudonyms): To protect individuals’ pri-
vacy, the system uses pseudonyms instead of real identi-
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fiers. This function updates the pseudonym list whenever
the Classroom Agent generates a new set.

• queryState(pseudonyms): As the Classroom Agent may
request the emotional states of students and teachers
specified in the pseudonyms list, the Unit Agent retrieves
the latest data from the database, sends them to the
Emotion AI model, and returns the resulting emotional
state assessments.

• queryData(tsInitial, tsFinal): As the Classroom Agent
may retrieve data for further analysis, the Unit Agent
queries the database to retrieve information stored between
the specified timestamps.

The third group comprises proactive functionalities con-
ducted by the Unit Agent to manage the system effectively:

• Emotion update: Periodical assessment of the emotional
states of the smart classroom population using the AI
model with the latest data stored in the database. Upon
detecting significant changes (e.g., increased number of
stressed students), the Classroom Agent is alerted.

• Battery alert: Regular checking of the battery levels of
the bracelet devices, alerting the Classroom Agent of low
battery levels.

• Database reduction: To maintain optimal database per-
formance, a maximum number of records in the database
is limited. If it is exceeded, the oldest records are deleted.
Note that the queryData functionality can be used if the
Classroom Agent intends to store raw data values.

C. Emotion AI Model

In this first approach, our model processes an array of
data representing a succession of physiological values for a
specific parameter within a t-seconds timeframe (where t is a
parameter). The model analyses these values to identify distinct
patterns: peaks (characterised by a sudden increase followed by
a decrease within a short period), valleys (a sudden decrease
followed by an increase within a short period), increases (a
steady rise over time), decreases (a steady decline over time),
and constant behaviour (a stable state with no significant
variations). Consequently, the model returns a 5-item array,
each of them representing the significance of these patterns
occurring in the input array.

III. DEVELOPMENT

This section elaborates on the development of a prototype
of the proposed system to evaluate its feasibility in real-world
classrooms.

A. Sensors

In our implementation, EmotiBit bracelets were employed
for data collection (see Figure 2). These devices provide real-
time physiological data, including EDA, HR, HRV, SKT, and
oxygen saturation, among others, which have been scientifically
validated [15]. Each EmotiBit is equipped with a battery and
wireless connectivity capabilities. To manage the collected data
effectively, a dedicated tool called Oscilloscope is provided to
identify all EmotiBits within a network and select a specific

Figure 2. An EmotiBit sensor placed as a wearable bracelet.

device for data capture. Once selected, the Oscilloscope begins
capturing the transmitted data in real-time and displays them
graphically [16]. Unfortunately, since the Oscilloscope can
only capture data from a single device at a time, and our
goal is to process data from multiple devices, we opted to
develop a software that emulates the Oscilloscope functionality,
i.e., the Bracelets Controller. This required analysing the
open-source documentation and using Wireshark to understand
the communication protocol between the EmotiBits and the
Oscilloscope. Specifically, the EmotiBit ecosystem operates on
three different network channels through Transmission Control
Protocol (TCP) and User Datagram Protocol (UDP):

• Advertising channel (via UDP): This channel is used for
device discovery through the so-called Discovery Protocol.
In a nutshell, the Bracelets Controller broadcasts a ‘Hello
EmotiBit’ message across the network and awaits ‘Hello
Host’ responses from the devices. These responses contain
a unique EmotiBit identifier for each device.

• Data channel (via UDP): This channel facilitates the
transfer of data from the EmotiBit to the Bracelets
Controller.

• Control channel (via TCP): This channel manages
various operational aspects of the EmotiBit, such as
initiating and terminating data exchange. To initiate data
collection, the Bracelets Controller sends an ‘EmotiBit
Connect’ message to each of the detected devices to
specify the ports used for data collection.

The data messages sent by the EmotiBit contain the
timestamp, the packet number, and the number of data points
encapsulated in the payload. Indeed, each packet can contain
up to sixteen different variables. Data acquisition occurs at
different times depending on the variable: for instance, the
sampling frequency is 15 Hz for EDA and 7.5 Hz for SKT [15].
Finally, the packets also contain the version and a reliability
tag reserved for future updates.

B. Emotion Assessment Unit

All components of the Emotion Assessment Unit, namely
the Bracelets Controller, the Unit Agent, the database, and
the Emotion AI model, run on a Raspberry Pi 4 Model B
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Figure 3. Prototype implementation of the solution with the Raspberry Pi,
two EmotiBit bracelets, an access point, and the front-end web application.

board. The EmotiBits and the Emotion Assessment Unit are
connected to the same network using a wireless LAN (WLAN)
enabled by an access point. Hence, the Raspberry Pi board and
each EmotiBit obtain their IP addresses via classical Dynamic
Host Configuration Protocol (DHCP). Once connected, the
Bracelets Controller can then initiate the Discovery Protocol
to the broadcast address of the WLAN and awaits responses
from the devices to launch the complete system. A picture of
the prototype implementation is shown in Figure 3.

The Unit Agent, the Emotion AI Model, and the Bracelets
Controller are implemented in Python. The latter uses
lightweight process to handle unicast connections with each
EmotiBit. Data are stored in an SQLite database to maintain a
lightweight structure. All bracelet operational functionalities,
explained in Section II-B, are managed using a local web front-
end implemented in Flask, a Python web application framework.
It is worth noting that, in a real smart classroom scenario,
these functionalities would be managed through a front-end
agent of the smart classroom. Similarly, the Classroom Agent’s
requests are handled via web services implemented with Flask.
For instance, the list of pseudonyms is received through the
pseudonyms function, and the association between EmotiBit
identifiers and pseudonyms is stored in the database to ensure
traceability.

Regarding data collection, the Bracelets Controller stores
only the values for EDA, HR, and SKT in the database. Each
value is stored as a new record in the database. Table I provides
an example of data received in two consecutive packets: the first
packet contained several data points, from which the Bracelets
Controller retained EDA and HR, resulting in the insertion
of two new records into the database, and the second packet
contained a single data point on SKT, leading to the insertion
of one new record.

C. Testing

Overall, the emotion assessment system works smoothly
based on tests conducted in the laboratory with four EmotiBits
simultaneously. Data are transmitted at the specific frequencies
programmed in the sensors’ firmware. The Bracelets Controller
filters out values not related to emotions, and relevant records

are inserted into the database. Moreover, when the Classroom
Agent requests data, the web service processes these requests
and retrieves the required information from the database without
any performance issues. This agent also receives responses from
the Emotion AI model with no noticeable delay for queries
performed at a rate of one per minute.

Regarding database size, we observed that collecting all 16
values transmitted by a single EmotiBit per hour results in
approximately 25 MB of data. If only EDA, HR, and SKT
are stored, the storage requirement decreases significantly to
approximately 4 MB per hour. Considering the application of
EmotiBits in a typical primary school in Catalonia, where the
average student-to-teacher ratio is 20 students per class [17]
and each student wears an EmotiBit device for 5 hours per
day, the storage requirement for the entire class is around
2 GB per week. Given the vast amount of data, the database
reduction functionality described in Section II-B is crucial for
maintaining the efficiency and performance of the database.
However, having real-time processing in mind, this operation
should be requested by the Unit Agent when no data are being
collected from the devices, for instance, post-lecture.

Regarding battery life, the EmotiBit device offers two
operational modes that significantly impact its duration: (i) a
normal mode, where the device operates at full capacity, using
all its sensors and transmitting data wirelessly in real-time, and
(ii) a low-power mode with no transmission but storage on an
SD card. Hence, only the normal battery fits our requirements.
Battery performance measurements were repeated three times
to ensure reliability and consistency. In normal mode, the
device’s battery lasts approximately 3.25 hours, which can be
impractical for a typical school day. In low-power mode, the
battery life extends up to 9 hours.

IV. DISCUSSION

The implementation and testing of the proposed system
works adequately in laboratory settings from a technological
perspective. However, to fully deploy this solution in a real-
world classroom, several aspects should be considered.

A. Computational Capabilities

The current prototype considers four EmotiBit devices, but
real-world classroom deployments would necessitate a greater
number. This demands managing and processing more data,
so requiring increased computational capabilities. Currently,
the system operates on a Raspberry Pi, which despite being
a cost-effective computer, is constrained by limited resources.
To address the demand for increased computational power, the
Raspberry Pi could be seamlessly replaced by an Intel NUC,

TABLE I. SAMPLE OF DATA STORED IN THE DATABASE.

Timestamp EmotiBit_Identifier Data_Type Value

2024-06-23 18:15:09 MD-V5-000014 EDA 0.030191
2024-06-23 18:15:09 MD-V5-000014 HR 72
2024-06-23 18:15:10 MD-V5-000014 SKT 36.232
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a more powerful computer with a small form factor that could
be integrated into a smart classroom.

B. Data Volume

The amount of data stored can grow rapidly unless adopting
adequate implementation and maintenance processes. Two
optimisations could be applied to reduce the data volume.
First, it may not be necessary to insert a new record into
the SQLite database for every data packet received by the
Bracelets Controller. Instead, a more efficient approach could
involve inserting new data entries only after a defined time
interval has elapsed since the last insertion. Notwithstanding,
the implementation of this enhancement is not trivial, as it
must go in hand with the data requirements of the Emotion AI
model. And second, data storage could be further optimised
by adopting binary format storage. For instance, values like
HR could be stored in one byte each, rather than allocating
one byte per digit.

C. Battery Duration

Battery life is a significant concern when deploying our
proposal in real-world classrooms. To address this issue, given
the open-source nature of the EmotiBit platform, a viable
strategy involves re-configuring the device’s firmware to lower
the sampling rate or deactivate sensors that are not essential to
our objectives. This would effectively reduce the frequency of
data transmission packets, thereby extending battery longevity.

D. Data Security

When analysing the network traffic between the EmotiBits
and the Oscilloscope, it became evident that the payload of the
packets is transmitted without any encryption. Hence, anyone
(legitimate or intruder) within the WLAN could potentially
access and analyse the transmitted data. More critically, device
authentication is not considered. Hence, a malicious intruder
could impersonate a fake EmotiBit simply by responding to
the ‘Hello EmotiBit’ message during the Discovery Protocol,
and generating data packets with fake values. Overall, there
is significant room for improvement in this area to make the
system robust against unauthorised access and potential data
tampering [18].

E. Emotion AI Model

Assessing emotions and stress involves interpreting complex
physiological and psychological signals. Besides the use of
non-invasive devices like bracelets, electroencephalography and
electrocardiograms can provide valuable data but they require
invasive equipment. Moreover, audio analysis can contribute
to emotion detection but it might require using individual
microphones. In both cases, specialised equipment that is not
practical for classroom environments is needed [19]. Although
facial recognition could enhance the accuracy of emotion
detection, several privacy and ethical concerns arise.

In our first approach to emotion assessment, we have
addressed the detection of changes in physiological signals
considering the most significant findings from the literature:

• An increase in EDA is related to positive valence and
higher arousal and, hence, could be used as a preliminary
indicator that students are receptive to learning [11].

• An increase in HR is related to momentary stress, which
is an interesting state to monitor in both students and
teachers [20][21].

• A decrease in SKT is related to higher arousal. Warmer
SKT are hence associated to calm states [22][23].

In our prototype implementation, we have chosen to develop
an AI model based on simple heuristics and algorithms.
However, since the assessment of emotions is a complex issue, a
more sophisticated AI model based on Machine Learning (ML)
should be considered in the future. In addition to considering
merely physiological parameters, our AI model is expected
to also take contextual information into account (such as
temperature, humidity, air quality, and noise level) and, to
a certain extent, obtain complementary information from video
sources.

Notwithstanding, in order to train the ML model, we need
a dataset that relates our target predictions (e.g., stress,
valence, arousal) to a combination of values of EDA, SKT,
air quality, noise level, time of the day, and type of learning
activity performed, among others. We searched for databases
on emotions that could be used to train a ML model. Despite
the availability of databases [24]–[30], they include information
from adult subjects (collected in controlled environments not
related to learning) and, hence, their suitability to our purposes
should be further studied.

V. CONCLUSION AND FUTURE WORK

Smart classrooms promote positive learning environments
to enhance educational experiences. In this context, students’
moods and emotions play a key role to achieve improved
academic performance and information retention. In this paper,
we have proposed an emotion assessment system able to
collect and analyse emotions in real-time across the classroom
population. The system builds upon wearable technology in
the form of bracelets for physiological data collection, as well
as AI models for emotion assessment. Our system, which
can be seamlessly integrated into smart classrooms, works
autonomously with minimal user intervention. The feasibility
of our system has been successfully validated in laboratory
settings, and its deployment in real-world classrooms will
processed once the identified challenges are addressed.

Future research in this area will concentrate on assessing
our proposal in real-world settings using, at least, 20 EmotiBit
devices to evaluate the Raspberry Pi’s performance. Moreover,
EmotiBit devices should be re-programmed to (i) incorporate
a data security layer ensuring data confidentiality, integrity,
and authentication, and (ii) optimise its firmware to increase
battery life. Last but not least, the Emotion AI model should
be further refined with comprehensive training datasets. Ideally,
this model should be trained using data from different sources,
namely physiological data (obtained from the bracelets), video
footage (obtained from AI-equipped cameras) and contextual
data (air quality, noise level. . . ).
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